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Abstract

Background: Due to the widespread use of mobile phones, dietary mobile apps are promising tools for preventing diet-related noncommunicable diseases early in life. However, most of the currently available nutrition apps lack scientific evaluation and user acceptance.

Objective: The objective of this study was the systematic design of a theory-driven and target group–adapted dietary mobile app concept to promote healthy eating habits with a focus on drinking habits as well as consumption of fruits and vegetables in adolescents and young adults, especially from disadvantaged backgrounds.

Methods: The design process was guided by the behavior change wheel (BCW). The development process comprised 3 stages. In stage 1, the target behavior was specified, and facilitators and barriers were identified. Furthermore, important insights into target group interests, needs, and values in the field of nutrition and apps were revealed. To this end, 2 empirical studies were conducted with the target group. In stage 2, results of stage 1 were translated into behavior change techniques (BCTs) and, finally, into app functionalities and features. Consequently, in stage 3, the concept was evaluated and optimized through expert interviews.

Results: Facilitators and barriers for achieving the target behavior were psychological capabilities (eg, self-efficacy), reflective motivation (eg, fitness), automatic motivation, social support, and physical opportunity (eg, time). Target group interests, needs, and values in the field of nutrition were translated into target group preferences for app usage, for example, low usage effort, visual feedback, or recipes. Education, training, incentives, persuasion, and enablement were identified as relevant intervention functions. Together with the target group preferences, these were translated via 14 BCTs, such as rewards, graded tasks, or self-monitoring into the app concept Challenge to go (C2go). The expert evaluation suggested changes of some app features for improving adherence, positive health effects, and technical feasibility. The C2go concept comprises 3 worlds: the (1) drinking, (2) vegetable, and (3) fruit worlds. In each world, the users are faced with challenges including feedback and a quiz. Tips were developed based on the health action process approach and to help users gain challenges and, thereby, achieve the target behavior. Challenges can be played alone or against someone in the community. Due to different activities, points can be collected, and levels can be achieved. Collected points open access to an Infothek (information section), where users can choose content that interests them. An avatar guides user through the app.
Conclusions: C2go is aimed at adolescents and young adults and aims to improve their fruit and vegetable consumption as well as drinking habits. It is a theory-driven and target group–adapted dietary mobile intervention concept that uses gamification and was systematically developed using the BCW.

(KEYWORDS
adolescents; young adults; mobile phone; mobile apps; mHealth; health behavior; healthy eating; motivation

Introduction

Background

Globally, diet-related noncommunicable diseases (NCDs) are the leading cause of death and disease burden [1,2]. Numerous studies emphasize the association between a suboptimal diet and deaths due to NCDs such as stroke, heart disease, or type 2 diabetes [3-6]. Among dietary risk factors for NCDs are the low consumption of fruits and vegetables [7-9] and the high consumption of sugar-sweetened beverages [10-14].

German survey data highlights the high prevalence of overweight and obesity. Almost 60% of the population is overweight or obese (women 51% and men 66%) [15]. Among the younger population, about 16% of girls and 18.5% of boys in the age between 14 and 17 years are overweight or obese [16], likely due to a more sedentary lifestyle characterized by decreased physical activity and unbalanced dietary behavior [15]. Only 7% of the girls and boys in Germany in the age between 14 and 17 years follow the dietary recommendations for the consumption of 2 portions of fruits and 3 portions of vegetables each day. On average, 0.9 portion each of vegetables and fruits per day are consumed [17]. Nearly, 23% of boys and 17% of girls drink sugar-sweetened beverages daily [18], whereas recommended beverages are water and unsweetened teas [19]. Data from the United States also reveal similar results. American guidelines recommend 2.5 cups of vegetables and 2 cups of fruits per day (for a calorie level of 2000 kcal) as well as drinking water and reducing consumption of sugar-sweetened beverages [20]. However, less than 50% of children and adolescents meet dietary recommendations for any food group [21]. The level of education positively influences food consumption and, thus, the quality of the diet [22,23]. Higher school education and higher income result in a lower body mass index [15,16].

To summarize, nutrition surveys highlight that adolescents and young adults have unbalanced diets [17,24,25], especially adolescents and young adults in disadvantaged circumstances [17]. As adolescence is characterized by cutting ties with the parents’ household and the development of one’s own lifestyle, this could be a reasonable stage of life for behavior change interventions [26], in particular for focusing on adolescents and young adults with lower education levels.

Digitalization and Mobile Health

State-of-the-art mobile phones provide new possibilities for dietary interventions. Mobile health (mHealth) is an emerging field and describes various health services offered on portable devices. These include health apps in various areas, such as nutrition, fitness, wellness, diagnostics, and therapy [27], but systematic studies in the area of mHealth are scarce [28-30]. Studies also highlight missing user acceptance of nutrition apps, for which the relatively high usage effort might be a reason [31,32]. Rohde et al concluded that app usage in the long term is influenced by user- and app-related acceptance factors [32]. The former highlights the importance of knowing the target group for designing accepted mHealth interventions; the latter emphasizes the importance of considering different app characteristics, for example, implementing instructions or motivators for engagement and adherence in app-based interventions [32].

In the context of long-term adherence and acceptance of mHealth interventions, gamification is an emerging field. Gamification means that playful elements such as points or leaderboards are used in a context that is normally not played (for example using a quiz, where one can earn points, instead of just giving information) [33,34]. Gamification can be a motivational component of digital behavior change interventions by playfully making uninteresting topics interesting and, thereby, engage users in the long term [34].

Theory Guidance for Intervention Development

The behavior change wheel (BCW) is a framework for developing health interventions [35]. It proposes a systematic design process of behavior change interventions that helps to translate theory into practice [30].

The health action process approach (HAPA) is a health behavior model and, as a stage model, an interesting template for the theory-based development of dietary health messages that can be adapted to persons at different stages of the behavior change process [36]. It was successfully applied in several nutrition behavior change interventions [37-39].

Objective

The aim of this study was to describe the iterative concept development and the final concept of a theory-based and target group–adapted mobile app for motivating adolescents and young adults (aged 14-25 years), especially from disadvantaged backgrounds, to improve their dietary habits with respect to the consumption of fruits and vegetables, as well as drinking behavior.

Methods

Overview

The app design process was guided by the BCW [40]. After defining the problem and the 3 target behaviors, the app design process followed 3 stages (Figure 1): Phase 1, specifying the target behavior and identifying what needs to change to achieve
it; Phase 2, translating results into app functionalities and features; and Phase 3, expert evaluation of the concept. In total, 3 empirical studies were conducted to derive relevant app features and content as well as to optimize the concept.

Figure 1. Systematic design process of the dietary mobile app for adolescents and young adults. Steps 1-7 (in black font) are discussed in the text; steps 9 and 10 (in grey font) are being or will be carried out.

Phase I: Understanding Behavior and Target Group Preferences

Step 1: Define and Specify Target Behavior

In total, 3 target behaviors were chosen by the author (AR) by identifying possible target behaviors through literature search and opinions of nutrition experts from the Friedrich Schiller University Jena. A list of potential target behaviors was shortened using the following criteria: Likely impact of the target behavior on outcome, ease of reaching target behavior, possible positive or negative spillover effects, and ease of measurement [40]. Each criterion was rated as unacceptable, unpromising but worth considering, promising, or very promising. Rating and selecting the target behavior were supported by empirical research (Step 2b). Upon selection of the most promising target behaviors, they were specified in detail and context: who, when, where, how often, and with whom will the target group perform the target behavior?

Step 2: Identify What Needs to Change to Reach Target Behavior

Behavioral Diagnosis

The capability-opportunity-motivation-behavior (COM-B) model was used to identify what needs to change for adolescents and young adults to achieve the target behavior. Evidence from the literature and empirical research informed this procedure by exploring target group’s capabilities, motivation, and opportunity to achieve the target behaviors (eg, which physical capabilities are needed to eat 2 portions of fruit per day?) and the need for change. Next, each capability, motivation, and opportunity was evaluated as feasible or not for implementing in a dietary mobile app.

Target Groups Preferences (Sampling From Empirical Studies 1 and 2)

Besides informing behavioral diagnosis, study results were also analyzed to explore the target group’s preferences for app characteristics, behavior change techniques (BCTs), features, and content. The ethics committee of the University noted no ethical concerns (processing number 4850-06/16).

Study 1: Nutrition and Apps From the Target Group’s Perspective

The objective of this study, conducted in 2016, was to get insights into nutrition habits, values, and needs, and to develop ideas as to how nutritional behavior and health among adolescents and young adults could be improved through mobile apps. Study participants (n=11) tested the German dietary mobile app Was ich esse [41] for 1 week before face-to-face, semistructured interviews. The participants were between 14 and 21 years old (average age: 18 years, SD 2.4) and mostly women (n=8). A total of 5 participants went to secondary school at the time of the study. Others were university students (n=3), trainees (n=1), volunteers (n=1), or were looking for an apprenticeship (n=1). The audio-recorded material was transcribed and analyzed by means of content analysis [42]. Data segments were coded into the following topics: (1) mobile phone and app usage, (2) test app experiences, (3) nutritional habits, (4) nutrition values, (5) nutritional improvement wishes and strategies, and (6) understanding of health. Additional
information on recruitment, compensation, the interview guide, and the test app are provided in Multimedia Appendix 1.

**Study 2: Nutrition and Mobile Phone Apps—Interests, Needs, and Values Among Adolescents and Young Adults**

This study aimed for a better understanding of available mobile phone resources, app use, and needs as well as interests and values in the field of nutrition of adolescents and young adults. To this end, a questionnaire was developed and administered as a paper-pencil version. It included the following topics: mobile operating system, mobile phone rate, favorite apps, experiences with dietary mobile apps, importance of different app characteristics (eg, importance of customizability), and nutritional interests (eg, sports nutrition, health, and food waste) and values (eg, freshness of food and self-cooked meals). Data were analyzed descriptively. The inclusion criterion for participation was an age between 14 and 25 years. Teachers and social workers in Jena were contacted via mail to secure them as gatekeepers. In total, 210 participants from 5 different organizations took part (females n=99, males n=108, no information provided n=3). The average age was 18 years (n=208, SD 2.4; no information provided n=2). The youngest and oldest person was 15 and 25 years old, respectively. Participants went to vocational school (Berufsfachschule) (n=164). Others stated that they had participated in vocational preparation classes (n=27) or went to high school (Gymnasium) (n=11). One person each went to secondary school (Hauptschule) and regular school (Realschule); 4 persons stated other (no information provided n=2). Additional information on recruitment, compensation, and the scales in the questionnaire are presented in Multimedia Appendix 1.

**Phase II: Translation of Research Results Into App Content and Features**

**Step 3: Identify Relevant Target Group Preferences**

Results from studies 1 and 2 were compared and merged in target group preferences, and an acceptance-rejection process followed (Figure 2). Decisions of the author (AR) for rejection or acceptance of target group preferences were based on APEASE criteria [40]: Is the respective preference affordable, p racticable, e ffective, and a cceptable, are s ide-effects expected or offense against e quity? If all criteria are met or at least rated probably, the preference was accepted and further implemented as app content, app features, BCTs, or considered as important app characteristics (Steps 5 and 6).

**Step 4: Identify Intervention Functions**

This step aimed to move from understanding the behavior to selecting intervention functions. This was supported by a matrix of links between COM-B and intervention functions [40]. Appropriate intervention functions were selected by using the APEASE criteria.

**Step 5: Identify Behavior Change Techniques**

To choose which BCTs can deliver the intervention functions, a linking was used [40]. The list of candidate BCTs (n=118) was narrowed by APEASE criteria. The rating was supported by the evidence of effectiveness for promoting healthy food choices, and on the basis of target group preferences.

**Step 6: Concept Development (Prototype I)**

Together with target group preferences, the BCTs were translated into app features, content, and characteristics. Content development of feedback was guided by HAPA for preintenders and intenders and gamification aspects were implemented to enhance user engagement with the app [30,34].

**Phase III: Evaluation**

**Step 7: Expert Evaluation**

The concept was evaluated and optimized using 3 evaluation criteria: (1) acceptance among target group, (2) positive health effects due to app use, and (3) technical feasibility. To this end, professionals with knowledge of the target group, app development or nutrition behavior were recruited. Recruitment took place via emails and later personally by telephone. Ultimately, 8 face-to-face interviews were conducted with experts of the following professions: Marketing, 2 social workers/teachers, dietician, app development, media psychology, psychotherapist, and a person of the target group itself. The interviews started with the presentation of the concept using mock ups. The semistructured interviews were audio recorded and transcribed verbatim. Data were evaluated with structured qualitative content analyses [42].1 The following 5 topics were discussed: (1) important features and needs of a dietary mobile app among the target group, (2) advantages of the concept, (3) disadvantages of the concept, (4) suggestions to improve the concept, and (5) technical feasibility.

In the next step, the recommendations for improving the concept were rated using APEASE criteria and were either accepted and implemented, or rejected and not implemented.

**Step 8: Final Intervention (Prototype II)**

On the basis of the evaluation, the concept was adapted by defining the final features and functionalities of the app.


Results

Phase I: Understanding Behavior and Target Group Preferences

Step 1: Defined and Specified Target Behavior

A range of target behaviors was listed, such as consumption of more vegetables, fruits, water, tea, fibers, or eating less saturated fatty acids. Following this, an important point in rating the ease of achieving the behavior was to avoid the feeling of waiver in nutritional terms, so that a target behavior does not forbid, but permits and increases, consumption of food [43].

Finally, 3 target behaviors, in line with German intake recommendations [19] were chosen: The consumption of (1) 2 portions of fruits per day, (2) 3 portions of vegetables per day, and (3) drinking 1.5 L or more of unsweetened beverages per day to decrease the consumption of sugar-sweetened beverages (only nonalcoholic beverages are considered). To achieve the target behaviors, adolescents and young adults have to eat and drink fruits, vegetables, and sugar-free drinks at mealtimes (or in between), and often enough to achieve the respective target behavior. They can do it anywhere and either by themselves or with others.

Step 2: Identified What Needs to Change to Reach Target Behavior

Behavioral Diagnosis

The results of the behavioral diagnosis revealed facilitators and barriers to the target behavior in the following COM-B components: psychological capabilities (eg, nutrition education, self-efficacy, and risk perception), reflective motivation (eg, weight loss, satiety, fitness, and illness prevention), automatic motivation, social support, and physical opportunity (eg, time and financial resources). An overview of the results with quotes from study participants and references is displayed in Multimedia Appendix 2.

Target Group Preferences: Empirical Study Results

Study 1

An excerpt of the results in 4 of the 6 main topics is presented in Table 1. In addition, Multimedia Appendix 3 presents a complete overview of the results.

Study 2

The operating system most used was Android (Google) and most of the participants used a mobile flat rate. Among the participants’ favorite apps were communication and social media apps (WhatsApp, Facebook, and Instagram), video apps such as YouTube, and gaming apps such as Clash of Clans and Clash Royal. In all, 26% of the participants had experiences with apps in the area of nutrition, above all recipe apps. The most interesting subjects in the area of nutrition were health, cooking, and sports nutrition. Good taste, satiety, and freshness of food were the most important nutritional values. The most important app characteristics were free of charge, contact to friends/family, and fast use. Multimedia Appendix 3 gives a full insight into the results.

Phase II: Translation of Research Results Into App Contents and Features

Step 3: Identified Relevant Target Group Preferences

An excerpt of results of the process of the identification and selection of relevant target group preferences for app characteristics and features is presented in Table 2. For the derivation of the preferences, all subtopics of the topics (1) to (5) of study 1 were included as well as the most frequent answers of study 2. Results that were rated mostly not important and partly true with tendency to not important were not considered to derive preferences. For example, Nutrition habits of other cultures and Nutrition and skin were both mostly rated as partly interesting (n=91; n=95). The first was not considered to derive a preference because it shows a tendency toward not interesting (n=72). However, the latter showed a tendency toward interesting (n=65) and was therefore considered to derive a preference.

Step 4: Identified Intervention Functions

Candidate intervention functions were education, persuasion, incentivization, coercion, training, restriction, environmental restructuring, modeling, and enablement. The rating of theses for both fruits and vegetables, and drinking behavior led to the selection of education, persuasion, incentivization, training, and enablement.

Step 5: Identified Behavior Change Techniques

According to the APEASE criteria, 14 BCTs were derived to bring about behavior change (Table 3).
Table 1. Excerpt of results from study 1.

<table>
<thead>
<tr>
<th>Main topic, subtopics</th>
<th>Quotes (translated)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile phone and app usage</td>
<td>Jana: “I use my mobile phone when I’m bored or when I have to wait for the bus or something, then I play games.”</td>
</tr>
<tr>
<td>Nutritional values</td>
<td>Caro: “Yeah, for later, if maybe I have a family and I cannot cook, that would be a bit ... And cooking is also important to me, so I do not always depend on someone.”</td>
</tr>
<tr>
<td>Nutritional improvement wishes and strategies</td>
<td>Leon: “We like to eat exotic fruits. But you always have to see how much money you have at your disposal.”</td>
</tr>
<tr>
<td>Test app experiences</td>
<td>Daria: “So, I did not continue using the app because it was very time-consuming tracking everything and properly. At the beginning it was a lot of fun, but eventually it got harder, because sometimes you do not think about tracking.”</td>
</tr>
<tr>
<td>Test app experiences</td>
<td>Tino: “Through the app I’ve noticed that I do not eat enough vegetables. That’s why I bought some cucumbers or tomatoes.”</td>
</tr>
</tbody>
</table>

Table 2. Excerpt of identified and selected target group preferences for app characteristics and features.

<table>
<thead>
<tr>
<th>Study 1</th>
<th>Study 2</th>
<th>Target group preferences for app characteristics and features, based on findings from studies 1 and 2</th>
<th>Accept or reject</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic</td>
<td>Subtopic</td>
<td>Results</td>
<td></td>
</tr>
<tr>
<td>Mobile phone and app usage</td>
<td>Mobile phone is used for entertainment and when bored (eg, games)</td>
<td>Important app characteristics: Entertainment</td>
<td>Accept(^a)</td>
</tr>
<tr>
<td>Mobile phone and app usage</td>
<td>Listening to music</td>
<td>Music</td>
<td>Reject(^c,d)</td>
</tr>
<tr>
<td>Test app experiences</td>
<td>Disadvantage: High usage effort through tracking (as a result not everything was tracked)</td>
<td>Important app characteristics: Fast use</td>
<td>Accept(^a)</td>
</tr>
<tr>
<td>Test app experiences</td>
<td>Advantage: Test-app use for comparison of visual feedback with others</td>
<td>Important app characteristics: Favorite apps are mostly communications apps</td>
<td>Accept(^a)</td>
</tr>
<tr>
<td>Test app experiences</td>
<td>Improvement suggestion: More feedback through additional evaluation charts</td>
<td>Different evaluation charts</td>
<td>Reject(^c,e)</td>
</tr>
</tbody>
</table>

\(^a\)Maintain suspense and adherence.

\(^b\)Not applicable.

\(^c\)Not relevant for target behavior/not in line with target behavior.

\(^d\)Not affordable as incentive.

\(^e\)Focus shall be kept on portions not on calorie intake.
Table 3. Intervention functions with capability-opportunity-motivation-behavior components and behavior change techniques (including evidence of effectiveness and target group preferences).

<table>
<thead>
<tr>
<th>Intervention functions</th>
<th>BCTs(^a) with evidence from literature</th>
<th>Target group preferences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>Self-monitoring of behavior [44-46]</td>
<td>Tracking for promoting awareness of eating behavior</td>
</tr>
<tr>
<td>Education</td>
<td>Feedback on behavior [47-50]</td>
<td>Tips are motivational (low cost and easy tips)</td>
</tr>
<tr>
<td>Education</td>
<td>Information about health consequences [47,51,52]</td>
<td>—</td>
</tr>
<tr>
<td>Education</td>
<td>Prompts/cues [53]</td>
<td>Support through reminder</td>
</tr>
<tr>
<td>Persuasion</td>
<td>Information about health consequences [47,51,52]</td>
<td>—</td>
</tr>
<tr>
<td>Persuasion</td>
<td>Feedback on behavior [47-50]</td>
<td>Tips are motivational (low cost and easy tips)</td>
</tr>
<tr>
<td>Persuasion</td>
<td>Verbal persuasion about capability [34]</td>
<td>—</td>
</tr>
<tr>
<td>Persuasion</td>
<td>Social comparison [49,54,55]</td>
<td>Social comparison</td>
</tr>
<tr>
<td>Incentivization</td>
<td>Feedback on behavior [47-50]</td>
<td>Tips are motivational (low cost and easy tips)</td>
</tr>
<tr>
<td>Incentivization</td>
<td>Self-monitoring of behavior [44-46]</td>
<td>Tracking for promoting awareness of eating behavior</td>
</tr>
<tr>
<td>Incentivization</td>
<td>Nonspecific incentive/reward (includes positive reinforcement) [49,56,57]</td>
<td>Gamification</td>
</tr>
<tr>
<td>Training</td>
<td>Instruction on how to perform a behavior</td>
<td>Tips are motivational (low cost and easy tips)</td>
</tr>
<tr>
<td>Training</td>
<td>Feedback on behavior [47-50]</td>
<td>Tips are motivational (low cost and easy tips)</td>
</tr>
<tr>
<td>Training</td>
<td>Self-monitoring of behavior [44-46]</td>
<td>Tracking for promoting awareness of eating behavior</td>
</tr>
<tr>
<td>Training</td>
<td>Graded tasks [58]</td>
<td>—</td>
</tr>
<tr>
<td>Enablement</td>
<td>Action planning(^c) [44]</td>
<td>—</td>
</tr>
<tr>
<td>Enablement</td>
<td>Coping planning(^c) [44]</td>
<td>—</td>
</tr>
<tr>
<td>Enablement</td>
<td>Goal setting (behavior) [59]</td>
<td>Goal setting</td>
</tr>
<tr>
<td>Enablement</td>
<td>Discrepancy between current behavior and goal [46]</td>
<td>Tracking for promoting awareness of eating behavior</td>
</tr>
<tr>
<td>Enablement</td>
<td>Self-monitoring of behavior [44-46]</td>
<td>Tracking for promoting awareness of eating behavior</td>
</tr>
<tr>
<td>Enablement</td>
<td>Graded tasks [58]</td>
<td>—</td>
</tr>
<tr>
<td>Enablement</td>
<td>Social support (unspecified) [55]</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)BCT: behavior change technique.

\(^b\)Not applicable.

\(^c\)Based on the health action process approach [36].

**Step 6: Developed Preliminary Concept (Prototype I)**

This step resulted in the development of the Challenge to go (C2go) app concept. Multimedia Appendix 4 shows how target group preferences and BCTs were matched and jointly translated into app features.

The following section gives an overview over the concept (Figure 3). After onboarding, the user can choose among 3 worlds: the drinking, the vegetable, or the fruit world. In each world, users can accept challenges and participate in a quiz. To get access to the challenges, users must go through self-tests. Consequently, in a challenge, the user must choose a behavioral goal from a list that he or she tries to achieve, for example, in the fruit world, one portion of fruit per day for 1 week. Challenges can be played alone or against someone else in the community. Different feedback is given to motivate and to empower the user to achieve his or her challenge goals, for example, the informative feedback after a lost challenge gives tips on how challenge goals can be reached. Each tip is stored and always accessible for the user. For further support, reminders can be set. Through different activities users earn points and achieve levels. The points open access to the Infothek, where users can choose content that is of their interest. The content received from the Infothek is stored and always accessible. A leaderboard compares user scores in the community, which is made up by other app users. Through passing challenges, users ascend in levels all the way up to Big Master. After completing a world, the next world can be selected. If the user has reached the highest level in every world, he or she becomes a Guru. Through the whole app, users are guided by an avatar.
Figure 3. Flowchart of C2go.

Phase III: Evaluation

Step 7: Expert Evaluation
Data from expert evaluation and rating results suggested changes for the following app features: worlds, challenges, feedback, Infothek, and quiz. Furthermore, the issue of usage motivation was discussed (Table 4).

Step 8: Final Intervention (Prototype II)
The following sections describe the app features of Prototype II in detail. Further information regarding interventions functions, BCTs, and COM-B components are given in Multimedia Appendix 4.

Onboarding
Onboarding, that is, the way a user is introduced into the app content, is important to motivate the user for adherence [33]. As such, the app starts with an introductory question (Textbox 1).

The introductory question is used to make users curious and motivate them to use the app through connecting his or her personal aim with app usage and selecting a question that can only be answered correctly, so that the user cannot lose and does not become demotivated [33]. Depending on the answer, a progress bar representing the guru status is implemented, and either titled Health Guru, Wellbeing Guru, or Performance Guru. A user reaches the Guru level after succeeding in all 3 worlds.

Consequently, a tutorial gives a brief overview of the app and how to use the app [32,33]. Afterwards, profile settings allow enhancement and customization of the app [33] and are associated with the selection of the avatar in terms of age and sex.

Self-Test
Each world starts with a self-test, which comprises 2 parts. The first part is a 24-hour dietary recall (eg, vegetables in the vegetable world). Results of this recall are used to divide users into HAPA stages—either intender, if dietary guidelines are not met, or actor, if guidelines are met [19]. The second part is a quiz, which serves as an introduction into the world concept and challenge rules and basics of nutrition education. The answer of each question is formulated depending on the HAPA stage of the user [36] and personal app aim (Textbox 2 for an example), which are stated by the user. After completing both parts of the self-tests, the user gets access to the challenges.

Dissolution: Drinking (at least) 1.5 L per day of sugar-free drinks is good for you and helps you to get closer to your goal: to live healthier.
### Table 4. Concept changes after expert evaluation.

<table>
<thead>
<tr>
<th>App feature/characteristic</th>
<th>Prototype I</th>
<th>Prototype II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Challenges</td>
<td>Strict defined rules to reach goals</td>
<td>Easing the rules: More jokers for the users of the drinking world in the <em>Big Master</em> level</td>
</tr>
<tr>
<td>Feedback</td>
<td>Visual feedback</td>
<td>More visual feedback, for example, a smiling avatar for rewarding consumption of water</td>
</tr>
<tr>
<td>Feedback</td>
<td>Informative feedback (tips)</td>
<td>Optional extra button for more information, the user can choose if he/she wants more information concerning feedback</td>
</tr>
<tr>
<td>Feedback</td>
<td><em>a</em></td>
<td>Reflective questions in feedback, for example, <em>What are your best tips for a friend to encourage him to drink more water?</em></td>
</tr>
<tr>
<td>Feedback</td>
<td><em>—</em></td>
<td>Goal-orientated feedback: Asking an introductory question, linking the tips to the answer and thereby to the user’s goal</td>
</tr>
<tr>
<td>Usage motivation of app</td>
<td>Feedback development: Focus on preintender and intender</td>
<td>Informative feedback focuses on intenders only, preintenders are not considered. This decision was supported by literature, as health apps are more likely used by health-conscious people [31]</td>
</tr>
<tr>
<td>Worlds</td>
<td><em>—</em></td>
<td>Bonus worlds: Might be possible with an update of the app (menu button <em>bonus worlds</em>)</td>
</tr>
<tr>
<td>Worlds</td>
<td>Worlds are started one after the other</td>
<td>The worlds can be played simultaneously</td>
</tr>
<tr>
<td>Infothek</td>
<td>Point-related access or as a present</td>
<td>More frequently access: Through reduction of the distance of the points</td>
</tr>
<tr>
<td>Infothek</td>
<td>Information about healthy snacks/drinks</td>
<td>Including more information about healthy snacks and drinks</td>
</tr>
<tr>
<td>Infothek</td>
<td>Health, food waste, and beauty are topics</td>
<td>Content ideas for the following topics: (1) <em>Health</em>: Where does enjoyment of taste start and where does it end (start of addiction); mechanism of resorption of nutrients; <em>foodwaste</em>: Shelf life of food, seasonality of fruits and vegetables, environmental pollution; (2) <em>Beauty</em>: Cosmetics without any animal testing</td>
</tr>
<tr>
<td>Quiz</td>
<td>Answering question with yes/no; assigning answers</td>
<td>Answering questions with drag and drop mechanisms</td>
</tr>
</tbody>
</table>

^a^Not applicable.

**Textbox 1. Introductory question.**

Where can Challenge 2 go support YOU the most?

- Live healthier
- Feeling good in my body
- More fitness and performance

**Textbox 2.** Example of a quiz question from the second part of the self-test. Example for a user whose personal aim is to live healthier.

How much should we drink at least a day?

- 0.5 L
- 1.5 L
- 1 L
- 3 L

**Challenges**

The challenges are implemented for the user to reach self-imposed consumption goals, which can be chosen out of a list, for example, 3 servings of vegetables per day in the vegetable world or 3 portions of unsweetened beverages in the drinking world (level *Adept* in Table 5).
level, called Big Master, which meets the target behavior. To pass the challenges, users get support through feedback and tips. Before finishing a world successfully, every user must play the Big Master challenge, even if he or she is already carrying out the behavior and finishing the quiz.

Feedback and Community

Different feedback is implemented in the C2go app: visual, informative, motivational, evaluative, and competitive. An avatar, which is intended as social support [36], gives some visual and all informative, motivational, and evaluative feedback. The avatar rewards user’s desirable behavior with a facial expression (smiling face). Other visual feedback is given through progress bars for different features (self-test, challenges, quiz, and overall progress in app that represents the Guru Status) and a graph for an actual versus target feedback for the target behavior. Informative feedback contains messages relevant for intenders (based on HAPA [44]) by encouraging action coping (overcoming barriers, including reflexive questions) and action planning (when, how, where implementing behavior, including instructions on how to perform a behavior) to close the gap between intention and actual behavior [36,39]. Motivational feedback is given through encouraging messages that should sustain intention and self-efficacy [34,48]. Similarly, self-efficacy will be boosted by evaluative feedback [34,39]. When creating feedback, care was taken that this was formulated in a positive way [32,48] and using colloquial language [39]. For examples, refer to Table 6. Furthermore, competitive feedback is given through a leaderboard in the community [34]. In addition, challenges can be played alone or against other app user in the community to promote motivation for behavior change through social comparison and competition [54,61]. The community consists of all app users.

Reminder

Reminders are push notifications and can be set to support users on the way to meeting their goals. Furthermore, they function as a re-engagement tool [53]. Types of different reminders are presented in Table 7. Every reminder can be switched off or on.

Table 5. Levels in the drinking world of the app.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>After selecting first world</td>
<td>Beginner</td>
</tr>
<tr>
<td>After completing self-test B</td>
<td>Climber</td>
</tr>
<tr>
<td>After the first challenge (24-hour-Challenge)</td>
<td>Adept</td>
</tr>
<tr>
<td>3 portion challenge</td>
<td>Adept pro</td>
</tr>
<tr>
<td>4 portion challenge</td>
<td>Expert</td>
</tr>
<tr>
<td>5 portion challenge</td>
<td>Expert pro</td>
</tr>
<tr>
<td>6 portion challenge</td>
<td>Master</td>
</tr>
<tr>
<td>6 portion challenge + no sugary drinks</td>
<td>Big Master</td>
</tr>
</tbody>
</table>

Table 6. Feedback examples.

<table>
<thead>
<tr>
<th>Feedback type</th>
<th>Time point</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivational</td>
<td>During challenges</td>
<td>Great first 7 days!</td>
</tr>
<tr>
<td>Evaluative</td>
<td>After a challenge</td>
<td>Try again: the next level is already waiting for you!</td>
</tr>
<tr>
<td>Informative</td>
<td>After a challenge</td>
<td>Drink a portion of unsweetened beverage with each meal, for example, (mineral) water or herbal/fruit tea (warm or cold)</td>
</tr>
</tbody>
</table>

Table 7. App reminders and time points.

<table>
<thead>
<tr>
<th>Reminder</th>
<th>Time point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumption of target behavior</td>
<td>From 9 am to 9 pm, every 3 hours</td>
</tr>
<tr>
<td>Tracking</td>
<td>9 pm</td>
</tr>
<tr>
<td>Start of challenge</td>
<td>9 am</td>
</tr>
<tr>
<td>End of challenge</td>
<td>9 pm, if necessary next day 7 am und 12 pm</td>
</tr>
<tr>
<td>End of a challenge</td>
<td>Immediately, if necessary 36 hours and 48 hours later</td>
</tr>
<tr>
<td>Infothek</td>
<td>If access has been granted</td>
</tr>
</tbody>
</table>

Quiz

In terms of content, the quiz aims to provide knowledge about the health-related value of each target behavior and the national intake recommendations. To this end, each world has its own quiz, for example, the fruit world quiz contains questions regarding fruit intake recommendations and associated health
benefits and risks (Textbox 3 for an example). All questions must be answered correctly to complete the respective world.

Wrongly answered questions will be repeated later.

Textbox 3. Example of quiz question.

<table>
<thead>
<tr>
<th>How long can humans survive without liquid intake?</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. 2-4 days</td>
</tr>
<tr>
<td>B. 1 week</td>
</tr>
<tr>
<td>C. 1 day</td>
</tr>
<tr>
<td>D. 50 days</td>
</tr>
</tbody>
</table>

Dissolution: We (humans) can live without solid food for more than a month, but without drinking we die after 2-4 days!

Infothek

The Infothek is an information section where users get access to interesting information regarding 6 nutrition-related topics, which were derived from study results described above: health, food information, beauty, sports and food, food waste, and recipes. Users get access at certain scores to get motivated to app usage and reward it. Regardless of the score, once a week access to the Infothek is given to re-engage the user. Information is predominantly in written form (short messages). Also, short videos and podcasts are intended.

Gamification Approach

The C2go app implements severely playful elements, such as points, levels, leaderboard, challenges, onboarding, feedback, progress bars and customization, to engage users.

Discussion

Overview

Mobile phone-based interventions are increasingly used to promote a healthy lifestyle [30,62-65]. In this study, a mobile phone app was considered as a very acceptable tool for the delivery of a nutrition intervention for adolescents and young adults, as mobile phone usage is widespread across all education and income levels [66]. Furthermore, adolescents and young adults are at a stage of life where their own lifestyles, including eating styles, are developed and established. The empirical study results described above confirm the general openness for, and interest of adolescents and young adults in, a dietary mobile app. Next, other digital health interventions were rated as helpful and satisfactory by adolescents and young adults [57,67,68] and other age groups [69,70]. Studies by others have demonstrated that mobile phone apps are widely accepted by users for intervention delivery in the field of healthy eating [30,62,71].

Effective interventions need theory guidance [36,73]: Using a framework helps design interventions systematically, deriving factors that need to be changed and avoiding intervention development based on personal experiences, favorite theories, or superficial analyses [40,73,74]. Besides this, theory-based interventions help to understand which, and how, techniques are effective, and results can be used to optimize theoretical concepts. Furthermore, using theory in research is also helpful for the communication between researches and disciplines [73]. Often, the use of underlying theories and concepts in intervention trials is not well described. Theories are only mentioned as frameworks but descriptions of how they were integrated into the scientific design process are often lacking [74]. In this study, the use of the BCW as a framework permitted the systematic and comprehensive design process, which was underpinned by a model of behavior change and a behavioral diagnosis of the target behavior, before starting the design process. However, it is necessary to expand the BCW regarding the derivation of empirical study results and its translation into BCTs and, finally, into mHealth app features [30]. This could minimize the influence of individual expertise, creativity, and reasonable decision of scientists on which features should actually be implemented in the app [30].

A major strength of this study was the examination of the behavior, interests, needs, and values of the target group, because digital interventions are most engaging when they are matched to the target group’s characteristics, needs, expectations, and skills [75]. Following this, other studies revealed that involving the target group throughout all phases of intervention development is important to make it more relevant to their life [30,63,68]. Our study therefore aimed at focusing on adults from disadvantaged backgrounds. Therefore, attempts were made to recruit study participants in (public) places with lower educational background in particular, for example, vocational school.

In total, 3 target behaviors were initially chosen, because concentrating on many or unspecified target behaviors (eg, whole nutritional intake) is assumed to be less effective than considering only a few and specified target behaviors (but then
intensely) [76]. The selection of the target behaviors was indirectly confirmed by the target group, as beverages, fruit, and vegetables were voted as easy-to-track food. A further advantage of choosing the 3 target behaviors is that they focus on promoting individual behaviors, for example, more fruits, instead of forbidding food (eg, eat only 1 piece of candy per day).

Altogether, study results along with literature searches were used to support the behavioral diagnosis, the identification of intervention functions, and BCTs. The behavioral diagnosis revealed that certain capabilities (eg, psychological capability: awareness of consumption), opportunities, and motivational aspects are needed to establish healthy eating habits. Furthermore, study results together with evidence from the scientific literature were used to identify 5 intervention functions and 14 BCTs. The latter were translated into features of the C2go app.

**Final Intervention: The Challenge to Go App**

The C2go app concept targets improved drinking habits as well as increased fruit and vegetable consumption among adolescents and young adults. To this end, users choose from 3 worlds: the drinking, the vegetable, or the fruit world. A core feature of the C2go app concept is the use of challenges. These consist of goal-setting and self-monitoring for target behavior. Both techniques were requested by participants and are supported by evidence from the literature [36,45,58,77,78]. Focusing on BCTs for effective behavior change interventions is important. Nevertheless, considering determinants of engagement is also crucial [75]. Therefore, the C2go app concept implements various game elements and process motivators, which reward the process of behavior change. Examples are points, levels for status gain, rankings, or engagement loops through challenges aiming at edutainment and loyalty [33,34]. Gamification approaches can provide motivation in settings where information only is not sufficient to bring about change [34]. Various other mHealth interventions used gamification for promoting user engagement successfully [30,43,63]. Concentrating on process motivators instead of long-term, logical outcome motivators (eg, prevention of NCDs) is proposed to influence self-efficacy for behavior change positively and more effectively [79].

The individual choice of worlds and, inter alia, the setting of individual goals support customization [33] to satisfy different needs and motivation for app use (engagement). Reminders were also implemented to increase user engagement [53]. Furthermore, the implementation of an avatar will improve user engagement and acceptance [80].

Different feedback was implemented to motivate app usage [54] and behavior change. Implemented informative feedback targets intenders. This serves to boost self-efficacy, thereby helping to overcome barriers and to achieve target behavior [36,51]. Visual feedback through progress bars was used to replace possible missing intrinsic motivation for behavior change [34]. Evaluative feedback, such as Congratulations if challenges are passed or encouraging feedback if challenges are not passed, were implemented to increase self-efficacy [43]. Motivating messages serve to increase self-efficacy in encouraging the idea that skills for succeeding are available [34]. Evaluative, informative, and motivating feedback is given through an avatar that was implemented for identification and positive learning effects [34]. When formulating this feedback, it was important to select positive language to increase the self-efficacy and satisfaction of the user [48]. Competitive feedback comes from the community and the leaderboard [34,43].

**Limitations and Future Research**

Several limitations must be considered when interpreting the findings of the present approach. First, the design, development, and implementation of mHealth concepts take time. Consequently, by the time of implementation, technology and target group interests may have evolved [30]. Second, regarding the target behaviors, the app focused on drinking and fruit and vegetable consumption only. Other food groups and nutrition behaviors (eg, snacking) could be targeted in the app at a later stage of development, along with physical activity. This provides opportunities for future research and extension of the app. Third, the participants who assisted in the app development were only from 1 region in Germany, and they may have had a bigger interest in nutrition or apps as nonparticipants. Future investigation should include a more diverse group of participants.

The next step is the validation of the C2go app concept to demonstrate its impact on drinking and fruit and vegetable consumption, as well as its usability in a controlled intervention trial. Moreover, financial opportunities for sustainable maintenance possibilities of scientific applications must be investigated.

**Conclusions**

C2go is a theory-based and target group–adapted mobile intervention that was systematically developed using the BCW. C2go aims to improve drinking habits and the consumption of vegetables and fruit among adolescents and young adults, especially from disadvantaged backgrounds, using a gamification approach.
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Children's and Parents' Willingness to Join a Smartphone-Based Emergency Response Community for Anaphylaxis: Survey

Background: Medical emergencies such as anaphylaxis may require immediate use of emergency medication. Because of the low adherence of chronic patients (ie, carrying anti-anaphylactic medication) and the potentially long response time of emergency medical services (EMSs), alternative approaches to provide immediate first aid are required. A smartphone-based emergency response community (ERC) was established for patients with allergies to enable members to share their automatic adrenaline injector (AAI) with other patients who do not have their AAI at the onset of anaphylactic symptoms. The community is operated by a national EMS. In the first stage of the trial, children with food allergies and their parents were invited to join.

Objective: This study aimed to identify the factors that influence the willingness to join an ERC for a group of patients at risk of anaphylaxis.

Methods: The willingness to join an ERC was studied from different perspectives: the willingness of children with severe allergies to join an ERC, the willingness of their parents to join an ERC, the willingness of parents to enroll their children in an ERC, and the opinions of parents and children about the minimum age to join an ERC. Several types of independent variables were used: demographics, medical data, adherence, parenting style, and children's autonomy. A convenience sample of children and their parents who attended an annual meeting of a nonprofit organization for patients with food allergies was used.

Results: A total of 96 questionnaires, 73 by parents and 23 by children, were collected. Response rates were approximately 95%. Adherence was high: 22 out of 23 children (96%) and 22 out of 52 parents (42%) had their AAI when asked. Willingness to join the community was high among parents (95%) and among children (78%). Willingness of parents to enroll their children was 49% (36/73). The minimum age to join an ERC was 12.27 years (SD 3.02) in the parents' opinion and 13.15 years (SD 3.44) in the children's opinion.

Conclusions: Parents' willingness to join an ERC was negatively correlated with parents' age, child's age, and parents' adherence. This can be explained by the free-rider effect: parents who carried an AAI for their young child, but had low adherence, wanted to join the ERC to get an additional layer of emergency response. Children’s willingness to join the community was positively correlated with age and negatively correlated with the child’s emotional autonomy. Parents’ willingness to enroll their children in an ERC was positively correlated with child’s age and negatively correlated with parents’ adherence: again, this can be explained by the aforementioned free-rider effect. Parents’ and children’s opinions about the minimum age to join an ERC were negatively correlated with protective parenting style and positively correlated with monitoring parenting style.

(JMIR Mhealth Uhealth 2019;7(8):e13892) doi:10.2196/13892
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Introduction

Objectives of the Study

This study examines different factors affecting willingness of patients and parental-caregivers to join a smartphone-based emergency response community (ERC) for patients with allergy at a risk of anaphylaxis.

Emergency Response Communities

A medical emergency is “an acute injury or illness that poses an immediate risk to a person’s life or long-term health” [1]. Nontraumatic medical emergencies include conditions such as stroke, severe asthma attack, heart attack, anaphylactic shock, hypoglycemic coma, and drug overdose. The immediate provision of first aid is a crucial factor in lowering mortality and improving long-term prognosis [2,3].

Emergency medical services (EMSs) are the primary provider of first aid to people in medical emergencies that occur outside medical institutions [4,5]. Unfortunately, there is no ambulance on every street corner, and patients in distress have to wait for help. The response times of EMSs vary significantly across countries and geographies, such as rural versus urban areas [6-8].

EMS organizations and health policy makers try to achieve faster response times through various approaches. These include the deployment of automatic electronic defibrillators in public places [9-11], the use of drones to deliver emergency equipment [12], and the establishment of networks of first responders and volunteers to provide first aid in different medical situations [13-18].

An ERC [19,20] is a social network of patients who are prescribed to carry life-saving medication for themselves and can potentially help other patients who are without medication in a medical emergency. Central servers track the location of different community members and locate members who are carrying the required medication and are in the vicinity of the patient in distress. The social network is regulated: the identities and medical records of the patients are verified by their doctors, and the provision of medication in an emergency is approved in real time by EMS personnel. As such, the social network is an EMS-mediated community of laypersons.

Joining an ERC requires adoption of a dedicated mobile health (mHealth) smartphone app. mHealth is defined as “healthcare to anyone, anytime and anywhere by removing temporal and locational constraints” [21]. New ERC members have to complete a registration process and agree to location tracking when they are available to respond. The adoption of mobile apps has been widely studied in the past decade—both in general and specifically among patients [22-24].

Willingness to Join a Mutual Aid Community

ERCs are a type of mutual aid community with members being both potential givers and takers—providers and recipients—of an emergency response. Joining a mutual aid community is a type of volunteerism. Altruism is the most frequently expressed motive for volunteerism. Yet people may volunteer for reasons other than pure altruism. For example, parents may volunteer in an organization from which their children directly benefit [25]. Self-identification as religiously observant is also associated with a higher willingness to join a mutual aid community [26].

The phenomenon of bystander intervention has been widely studied over the past 5 decades [27-29]. Mutual aid communities exist in different areas such as among drug addicts [26,30], mental health patients [30,31], and diabetics [32,33].

Another important phenomenon that may influence willingness to join an ERC is shared identity: people tend to help those with whom they share something in common [34-36]. As ERC members all share the same medical condition, they may be influenced by this phenomenon—sometimes referred to as patients like me.

Prescription Medication Sharing

There are 2 types of medication sharing: recreational (ie, abusive medication sharing to experience nonmedical effects) and nonrecreational (medication sharing for medical treatment) [37]. ERC is designed to facilitate nonrecreational medication sharing in emergency settings. Prescription medication sharing has been studied for decades [38-40]. A recent meta-analysis, drawing on several studies suggesting that gender, age, income, and use of the internet to access health-related information influence patients’ willingness to share medication [37], reports a wide range of prevalence of the borrowing and lending of prescription medication (5%-52%). Additional studies report the willingness of parents to share or borrow medication related to their child’s medical condition [41]. A recent survey on automatic adrenaline injector (AAI) sharing shows that 76.6% of AAI carriers expressed willingness to share their AAI right away. Respondents who would not share their AAI were concerned about the potential harm to the patient (eg, misdiagnosis or overdose) and to their child (eg, having no medication left or delay in obtaining a refill) [42]. Joining an ERC indicates readiness to share a personal prescription medication with a stranger.

Parenting Style

To the best of our knowledge, no study has examined the correlation between parents’ willingness to join an ERC and parenting styles associated with medical decision making [43]. Parenting styles are characteristics that represent how parents relate to and place demands on their children [44]. For example, an overprotective parenting style in a family with food allergies is a common coping method that can inhibit a child’s autonomy and lead to the child’s emotional distress over his or her medical condition [45]. The Adult Responses to Children’s Symptoms (ARCS) questionnaire [46] is intended to measure specific health-related parenting practices. The ARCS identifies 3 distinct parenting styles: (1) the protective style, where the parents engage in caretaking behaviors that place the child in a
passive patient role, (2) the dismissive style, where the parents criticize the child’s health complaints, and (3) the monitoring style, where the parents encourage the child’s autonomy while monitoring the child’s symptoms [47].

Child’s Autonomy

Autonomy refers to a person’s ability to act on his or her own values and interest. Taken from ancient Greek, the word autonomy means self-governance. From a psychological view, autonomy is made up of a set of functional skills, emotional responses, and attitudes [48]. To act, feel, and reason, the autonomous person must have a sense of self-worth and self-respect.

Some experiences that children and adolescents with food allergies undergo may put them at risk of problems related to the development of their autonomy. Studies show that limiting young children’s opportunities for independent exploration of their environment can interfere with the development of their autonomy [49]. Children with severe food allergies, especially those who have experienced a severe anaphylactic reaction in the past, are likely to be restricted in their activities [50]. On the other hand, adolescents at risk of anaphylaxis are likely to take an active role in managing their allergies [51]. Thus, the findings are mixed: although having restrictions placed on one’s activities is negatively related to the development of autonomy, self-management is positively related to its development.

In this study, we expand the understanding of the sense of autonomy among children with severe allergies. Subsequently, we will refer to autonomy as an agency consisting of 3 components [48]: (1) attitudinal autonomy, which refers to the cognitive process of listing one’s possibilities and making a choice between different options; (2) emotional autonomy, which refers to confidence and trust in defining goals independent of the wishes of parents and peers; and (3) functional autonomy, which describes the process of developing a strategy to achieve one’s goals by means of self-regulation and self-control.

Description of the field study

EPIMADA is an ERC launched in January 2018 by the Israel National EMS, Magen David Adom (MDA), in cooperation with Bar-Ilan University. EPIMADA comprises patients with allergies who are required to carry an AAI as the first-line treatment against anaphylaxis [52]. Members are equipped with a mobile app that tracks their location and notifies them about relevant emergencies in their vicinity. Members can set preferences such as days of the week and hours of the day during which they are available for dispatch. In an emergency, members are dispatched by the MDA-EMS command center and receive additional real-time instructions from a trained dispatcher-paramedic by phone.

Methods

We studied the willingness to join an ERC from different points of view:

- Willingness of children to join an ERC
- Willingness of parents to enroll their children in an ERC
- Willingness of children to join an ERC
- Opinions of parents and children about the minimum age to join an ERC

Independent Variables

We used several types of independent variables:

- Demographic data (parents’ age, child’s age, parents’ gender, child’s gender, parents’ level of religious observance, and parent’s years of education).
- Medical data about the child (time since diagnosis, time since last anaphylactic attack, and the number of anaphylactic attacks in the past) and medical data about the parents (whether they themselves are allergy patients).
- Adherence (carrying the AAI) both by parents and by children.
- Parenting styles (protective, dismissive, and monitoring).
- Children’s autonomy (attitudinal, emotional, and functional).

Collection of Data

We used a convenience sample of children diagnosed with severe food allergies and their parents who attended an annual conference of a nonprofit organization of patients with food allergies. All parents were asked to fill out a written questionnaire for parents (Multimedia Appendix 1), and all children older than 8 years were asked to fill out a written questionnaire for children (Multimedia Appendix 2). The questionnaires included a brief description of the EPIMADA project followed by questions about basic parent and child demographics and condition-related factors such as whether the parents are patients themselves, time since diagnosis, adherence level, and emergency events in the past. Parents and children were asked about their willingness to join an ERC; in addition, parents were asked about their willingness to enroll their children. Parents and children were asked for their opinion about the minimum age to join an ERC. Parents completed the adults’ version of ARCS questionnaire, and children completed the children’s version of ARCS questionnaire [46], the Adolescent Autonomy Questionnaire (AAQ) [48], and the Food Allergy Independent Measure (FAIM) [53].

Given that a convenience sample was used, the research is descriptive and does not presume to predict the behavior of the general population.

A total of 23 parent-child pairs attended the conference and answered the parents’ and the children’s questionnaires (the children had to be at least 8 years old and attend the conference with their parents). All children’s questionnaires were paired with same-family parents’ questionnaires through a coding system that maintained anonymity. A total of 50 parents attended without their children and answered the parents’ questionnaires. The response rates were about 95% (2-3 parents arrived too late and were not able to answer the questionnaire because the conference had started. No one refused to answer the questionnaires.). These activities were performed at the start of the conference before participants were informed of the EPIMADA initiative.
Analytical Techniques
In addition to descriptive statistics, we used several analytical tools to explore our data:

- **t tests** were used, with the assumption of normal distribution, to check if there are significant differences between 2 groups, for example, parents and their children (paired samples) and clusters of parents (independent samples).
- **Mann-Whitney nonparametric U tests** were used as an alternative to t tests without the assumption of normal distribution.
- **Chi-square independence test** was used to check if there is significant association between 2 nominal variables.
- **Pearson correlation analysis** was used to discover correlations between different variables to plan regression models and to avoid multicollinearity.
- **One-way analysis of variances (ANOVAs)** were used to check whether there are significant differences between multiple samples, for example, 3 clusters.
- **Intraclass correlation (ICC) tests** were used to check the consistency of measures between parents and children in the 3 parenting styles.
- **Linear regressions** were used for scale-dependent variables.
- **Ordinal regressions** were used for ordinal-dependent variables.
- **Binary logistic regressions** were used for binary-dependent variables.
- **Bootstrapping** is a resampling technique that improves the property estimation in small samples. This technique was applied to logistic regressions that initially did not provide significant results.
- **Principal component analysis (PCA)** was used to find the mix of possibly correlated variables for dimension reduction for cluster analysis.
- **Cluster analysis** was used in unsupervised learning to enable identification of homogeneous groups without a target attribute by identifying the similarities between objects for a given number of subgroups [54]. This method allows interpretation of the results without relying on an existing target attribute.
- **Classification tree (J48) analysis** was used in supervised learning with known target variable to enable identification of the most influential variables.

Institutional Review Board Approval
The research was approved by the Institutional Review Board of Bar-Ilan University and by the Research Committee of MDA.

Software Tools
The data were converted to digital form by the researchers and analyzed using IBM SPSS 24 software and WEKA 3.7.11 software developed by the University of Waikato in New Zealand.

Results

Demographic Parameters of the Sample
A total of 57 (78%) parents were female and 16 (22%) were male. A total of 15 (20.5%) parents reported that they are religiously observant. Tables 1-3 present several demographic parameters of the sample.

Table 1. Demographic statistics of parents (n=73).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Average</th>
<th>Median</th>
<th>Mode</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>IQRa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (N=73)</td>
<td>40.51</td>
<td>40</td>
<td>39</td>
<td>7.15</td>
<td>22</td>
<td>55</td>
<td>9.5  (35.5-45)</td>
</tr>
<tr>
<td>Years of education (N=72b)</td>
<td>15.74</td>
<td>15.5</td>
<td>15</td>
<td>2.40</td>
<td>12</td>
<td>25</td>
<td>2  (15-17)</td>
</tr>
<tr>
<td>Number of children (N=73)</td>
<td>2.49</td>
<td>3</td>
<td>3</td>
<td>0.97</td>
<td>1</td>
<td>6</td>
<td>1  (2-3)</td>
</tr>
</tbody>
</table>

a|QR: interquartile range.
bThese data were missing in 1 questionnaire.

Table 2. Age of children.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Average</th>
<th>Median</th>
<th>Mode</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>IQRa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Childrenb (all; N=73)</td>
<td>9.01</td>
<td>8.5</td>
<td>14, 17</td>
<td>5.52</td>
<td>1</td>
<td>21</td>
<td>10  (4-14)</td>
</tr>
<tr>
<td>Childrenc (attended; N=23)</td>
<td>13.69</td>
<td>14</td>
<td>14</td>
<td>3.72</td>
<td>8</td>
<td>21</td>
<td>6   (11-17)</td>
</tr>
</tbody>
</table>

a|QR: interquartile range.
bChildren’s data were provided by all parents about their children.
cA total of 23 children attended the conference and filled out children’s questionnaires. The statistics of these children (part of the total sample of 73 children) are based on data reported by their parents. Participation was limited to children aged at least 8 years.
Table 3. Gender of children.

<table>
<thead>
<tr>
<th>Population</th>
<th>Female, n (%)</th>
<th>Male, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Children (all, N=73)</td>
<td>49 (68)</td>
<td>23 (32)</td>
</tr>
<tr>
<td>Children (attended; N=23)</td>
<td>7 (30)</td>
<td>16 (70)</td>
</tr>
</tbody>
</table>

Medical Statistics

Medical statistical data of children are provided in Table 4.

Adherence

Parents reported who carries their child’s AAI: in 14 (19%) cases, only the parents carried an AAI; in 19 (26%) cases, only the child carried an AAI; and in 38 (52%) cases, both the parents and the child carried an AAI (in 2 cases, no data were provided).

A total of 52 parents who carried an AAI for their children were asked 3 questions about their own adherence, 57 parents whose children carried an AAI were asked 3 questions about their children’s adherence, and 23 children who attended the conference were asked 2 questions about their adherence. Tables 5-7 present the reports.

We compared the parents’ answers to their children’s answers. A total of 2 children answered “Yes” to the question “Are you carrying an AAI now?” whereas their parents answered “No” to the question “Is your child carrying an AAI now?” When parents and children answered the question “How many days last week did your child have immediate access to an AAI throughout the day?” in 3 cases, parents reported higher adherence (6 vs 4, 7 vs 6, and 7 vs 5) than their children, and in 3 cases parents reported lower adherence than their children (6 vs 7, 5 vs 7, and 1 vs 7).

Table 4. Medical statistics of children.

<table>
<thead>
<tr>
<th>Parameter and N (valida,b)</th>
<th>Average</th>
<th>Median</th>
<th>Mode</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>IQRc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time since anaphylaxis diagnosis (years)</td>
<td>62</td>
<td>8.13</td>
<td>7</td>
<td>2</td>
<td>5.59</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>12.45</td>
<td>12</td>
<td><em>d</em></td>
<td>5.36</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>Time since last anaphylactic attack (years)</td>
<td>52</td>
<td>4.85</td>
<td>4</td>
<td>1</td>
<td>3.92</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>6.62</td>
<td>7</td>
<td>1</td>
<td>4.61</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>Number of anaphylactic attacks</td>
<td>70</td>
<td>1.74</td>
<td>1</td>
<td>1</td>
<td>1.77</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>2.41</td>
<td>2</td>
<td>1</td>
<td>2.15</td>
<td>0</td>
<td>10</td>
</tr>
</tbody>
</table>

aData for all children are reported in the upper row for each variable and data for the children that attended the conference are reported in the lower row.

bThese data were missing in 1 questionnaire.

cIQR: interquartile range.

dMultiple modes exist.

Table 5. First question about adherence.

<table>
<thead>
<tr>
<th>Question</th>
<th>Never, n (%)</th>
<th>Seldom, n (%)</th>
<th>Often, n (%)</th>
<th>Always, n (%)</th>
<th>No answer, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reports by parents</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do you make sure to carry the AAI? (N=52)</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>3 (6)</td>
<td>45 (86)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Does your child make sure to carry the AAI? (N=57)</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>10 (18)</td>
<td>43 (75)</td>
<td>2 (3)</td>
</tr>
</tbody>
</table>

aAAI: automatic adrenaline injector.
Table 6. Second question about adherence.

<table>
<thead>
<tr>
<th>Question</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
<th>No answer, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reports by parents</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are you (parents) carrying an AAI(^b) now? (N=52)</td>
<td>22 (42)</td>
<td>30 (58)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Is your child carrying an AAI now? (N=57)</td>
<td>53 (93)</td>
<td>3 (5)</td>
<td>1 (2%)</td>
</tr>
<tr>
<td><strong>Reports by children</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are you (child) carrying an AAI now? (N=23)</td>
<td>22 (96)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

\(^a\)AAI: automatic adrenaline injector.

Table 7. Third question about adherence.

<table>
<thead>
<tr>
<th>Question</th>
<th>1, n (%)</th>
<th>2, n (%)</th>
<th>3, n (%)</th>
<th>4, n (%)</th>
<th>5, n (%)</th>
<th>6, n (%)</th>
<th>7, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reports by parents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How many days last week did you have immediate access to an AAI(^b) throughout the day? (N=52)</td>
<td>9 (17)</td>
<td>2 (4)</td>
<td>1 (2)</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>37 (71)</td>
</tr>
<tr>
<td>How many days last week did your child have immediate access to an AAI throughout the day?(^b) (N=57)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>3 (5)</td>
<td>51 (89)</td>
</tr>
<tr>
<td><strong>Reports by children</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How many days last week did you have immediate access to an AAI throughout the day?(^c) (N=23)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4.3)</td>
<td>1 (4.3)</td>
<td>1 (4.3)</td>
<td>20 (87)</td>
</tr>
</tbody>
</table>

\(^a\)AAI: automatic adrenaline injector.
\(^b\)Reports by parents.
\(^c\)Reports by children.

Parenting Styles

Parenting styles as assessed by the ARCS questionnaires answered by parents and their children are presented in Table 8.

We performed a paired samples t test to compare parenting style assessments based on answers of parents whose children attended the conference with parenting style assessments based on answers of their children who attended the conference. No significant differences were found. A medium positive correlation ($R=0.451$, $P=.03$) was observed between the reports of the parents and their children about the dismissive parenting style. The correlations for other parenting styles were not significant at the 5% significance level. We also performed an ICC test for the 3 parenting styles to check the consistency of measures between parents and children. For the protective parenting style, the ICC value was poor (.319) and not significant ($P=.06$); for the dismissive parenting style, the ICC value was fair (.45) and significant ($P=.01$); and for the monitoring parenting style, the ICC value was poor (.103) and not significant ($P=.31$).

We compared our findings with the data reported by Van Slyke and Walker [47], using a summary independent samples t test and found significant differences at the 5% significance level ($P<.001$) in the protective parenting style (Van Slyke and Walker’s results: mean 1.37, SD 0.63) and no significant differences in the dismissive ($P=.23$) and monitoring ($P=.25$) parenting styles.

Child’s Autonomy

Results related to attitudinal, emotional, and functional autonomy among children who attended the conference are given in Table 9.
Table 8. Parenting styles as assessed by the Adult Responses to Children’s Symptoms questionnaires answered by parents and their children.

<table>
<thead>
<tr>
<th>Parenting style and respondents</th>
<th>Average</th>
<th>Median</th>
<th>Mode</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>IQR^a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Protective</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All parents (N=73)</td>
<td>2.39</td>
<td>2.4</td>
<td>2.4</td>
<td>0.69</td>
<td>0.87</td>
<td>3.67</td>
<td>1.06 (1.87-2.93)</td>
</tr>
<tr>
<td>Parents whose children attended (N=23)</td>
<td>2.34</td>
<td>2.33</td>
<td>1.67</td>
<td>0.78</td>
<td>0.87</td>
<td>3.6</td>
<td>1.4 (1.67-3.07)</td>
</tr>
<tr>
<td>Children who attended (N=23)</td>
<td>2.27</td>
<td>2.27</td>
<td>2.93</td>
<td>0.71</td>
<td>1</td>
<td>3.47</td>
<td>1.2 (1.73-2.93)</td>
</tr>
<tr>
<td><strong>Dismissive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All parents (N=73)</td>
<td>0.88</td>
<td>0.83</td>
<td>0.33</td>
<td>0.58</td>
<td>0</td>
<td>2.67</td>
<td>1 (0.33-1.33)</td>
</tr>
<tr>
<td>Parents whose children attended (N=23)</td>
<td>0.74</td>
<td>0.67</td>
<td>0.67</td>
<td>0.62</td>
<td>0</td>
<td>2.17</td>
<td>0.67 (0.33-1)</td>
</tr>
<tr>
<td>Children who attended (N=23)</td>
<td>0.93</td>
<td>0.67</td>
<td>0.5</td>
<td>0.58</td>
<td>0.33</td>
<td>2.17</td>
<td>1 (0.5-1.5)</td>
</tr>
<tr>
<td><strong>Monitoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All parents (N=73)</td>
<td>2.91</td>
<td>3</td>
<td>_b</td>
<td>0.61</td>
<td>0.88</td>
<td>3.88</td>
<td>0.88 (2.5-3.38)</td>
</tr>
<tr>
<td>Parents whose children attended (N=23)</td>
<td>2.94</td>
<td>3.13</td>
<td>3.13</td>
<td>0.61</td>
<td>1.88</td>
<td>3.88</td>
<td>1.12 (2.38-3.5)</td>
</tr>
<tr>
<td>Children who attended (N=23)</td>
<td>2.63</td>
<td>2.63</td>
<td>2.63</td>
<td>0.71</td>
<td>1</td>
<td>3.63</td>
<td>0.87 (2.38-3.25)</td>
</tr>
</tbody>
</table>

^aIQR: interquartile range.
^bMultiple modes exist.

Table 9. Attitudinal, emotional, and functional autonomy among children who attended the conference (n=23).

<table>
<thead>
<tr>
<th>Autonomy</th>
<th>Average</th>
<th>Median</th>
<th>Mode</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>IQR^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitudinal (N=23)</td>
<td>3.53</td>
<td>3.4</td>
<td>3.4</td>
<td>0.496</td>
<td>2.8</td>
<td>4.4</td>
<td>0.6 (3.2-3.8)</td>
</tr>
<tr>
<td>Emotional (N=23)</td>
<td>3.628</td>
<td>3.6</td>
<td>3.8</td>
<td>0.482</td>
<td>2.8</td>
<td>4.4</td>
<td>0.8 (3.2-4)</td>
</tr>
<tr>
<td>Functional (N=23)</td>
<td>3.496</td>
<td>3.4</td>
<td>_b</td>
<td>0.692</td>
<td>2.4</td>
<td>4.8</td>
<td>1 (3-4)</td>
</tr>
</tbody>
</table>

^aIQR: interquartile range.
^bMultiple modes exist.

Cluster Analysis of Parents

We performed dimension reduction using the PCA technique [55]. We selected the component with the highest percentage of variance explained and selected 10 variables that have correlation of >.4 with the chosen component. We used the k-means algorithm with 2 to 4 possible clusters to identify differentiated groups of parents in our sample. We indicate the most prominent attributes that differentiate these groups.

An analysis with 2 clusters of parents identified the 2 groups, which are presented in Table 10. We performed an independent samples t test and Mann-Whitney nonparametric U tests to check the differences between the parents’ characteristics in these 2 clusters.

The analysis with 3 clusters of parents identified the 3 groups presented in Table 11.

We performed a one-way ANOVA to check the differences between the parents’ characteristics in the 3 clusters. The following differences were significant at the 5% significance level: parent’s age (P<.001), child’s age (P<.001), adherence of parents (P<.001), adherence of child (P<.001), and willingness to enroll child (P<.001), time since the last attack (P=.002), and time since diagnosis (P<.001).

An analysis with 4 clusters of parents did not reveal any unique cluster with special characteristics. Specifically, the largest group from the 3-cluster analysis was divided into 2 subgroups with slight differences.

Correlations

Table 12 presents Pearson correlations for scale variables in the parents’ data. A correlation analysis was not performed on the children’s data because of the low number of respondents.
### Table 10. Parent clusters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Cluster 0</th>
<th>Cluster 1</th>
<th>t test (P value)</th>
<th>U test (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cases</td>
<td>41</td>
<td>32</td>
<td>_a</td>
<td>—</td>
</tr>
<tr>
<td>Parents’ age</td>
<td>36.88</td>
<td>45.16</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Child’s age</td>
<td>5.66</td>
<td>13.23</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Children who carry AAI&lt;sup&gt;b&lt;/sup&gt; (valid %)</td>
<td>25 (64)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>32 (100)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Parents who carry AAI for their children (valid %)</td>
<td>38 (97)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>14 (44)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Time since diagnosis (years)</td>
<td>5.53</td>
<td>11.45</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time since the last attack (years)</td>
<td>3.82</td>
<td>6.16</td>
<td>.002</td>
<td>.01</td>
</tr>
<tr>
<td>Adherence of all parents</td>
<td>2.934</td>
<td>1.79</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
<tr>
<td>Adherence of parents who carry AAI for their children</td>
<td>2.97</td>
<td>2.46</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
<tr>
<td>Adherence of all children</td>
<td>1.89</td>
<td>2.88</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
<tr>
<td>Adherence of children who carry AAI</td>
<td>2.48</td>
<td>2.88</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
<tr>
<td>Adherence: number of days in past week parents had access to AAI&lt;sup&gt;7&lt;/sup&gt;</td>
<td>5.89</td>
<td>4.63</td>
<td>.03</td>
<td>.03</td>
</tr>
<tr>
<td>Willingness to enroll child in the community</td>
<td>2.04</td>
<td>4.66</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Test is irrelevant.  
<sup>b</sup>AAI: automatic adrenaline injector.  
<sup>c</sup>N=39.  
<sup>d</sup>N=32.

### Table 11. Parent clusters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Cluster 0</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cases</td>
<td>42</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>Parents’ age</td>
<td>39.62</td>
<td>47.23</td>
<td>35.00</td>
</tr>
<tr>
<td>Child’s age</td>
<td>8.33</td>
<td>14.85</td>
<td>3.94</td>
</tr>
<tr>
<td>Children who carry AAI&lt;sup&gt;b&lt;/sup&gt; (valid %)</td>
<td>40 (100)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>17 (100)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0 (0)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Parents who carry AAI for their children (valid %)</td>
<td>37 (92)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1 (6)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>14 (100)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Time since diagnosis (years)</td>
<td>7.48</td>
<td>13.18</td>
<td>3.95</td>
</tr>
<tr>
<td>Time since the last attack (years)</td>
<td>4.36</td>
<td>6.81</td>
<td>3.92</td>
</tr>
<tr>
<td>Adherence of parents</td>
<td>2.80</td>
<td>1.09</td>
<td>2.96</td>
</tr>
<tr>
<td>Adherence of parents who carry AAI for their children</td>
<td>2.83</td>
<td>1.00</td>
<td>3.00</td>
</tr>
<tr>
<td>Adherence of child (children who carry AAI)</td>
<td>2.63 (2.66)</td>
<td>2.82 (2.82)</td>
<td>0.81 (0.00)</td>
</tr>
<tr>
<td>Adherence: number of days in past week parents had access to AAI&lt;sup&gt;7&lt;/sup&gt;</td>
<td>5.79</td>
<td>4.22</td>
<td>5.36</td>
</tr>
<tr>
<td>Willingness to enroll child in the community</td>
<td>3.07</td>
<td>4.82</td>
<td>1.57</td>
</tr>
</tbody>
</table>

<sup>a</sup>AAI: automatic adrenaline injector.  
<sup>b</sup>N=40.  
<sup>c</sup>N=17.  
<sup>d</sup>N=14.
Parents’ Willingness to Join an Emergency Response Community

Parents were asked 2 questions about their willingness to join an ERC. A total of 69 parents (95%) answered “Yes” to the yes-or-no question “Do you intend to join the community?” Because of the very high percentage of affirmative questions, no further statistical analysis (eg, logistic regression) was possible.

Parents were also asked about the probability (0 [very unlikely] to 6 [very likely]) that they would join an ERC. Their answers are presented in Table 13.

We used an ordinal regression model to analyze the factors that influence the probability of joining an ERC. We used the following independent variables: child’s gender, child’s age, parents’ age, parents’ education, parents’ adherence (number of days in past week parent had immediate access to AAI), child’s adherence (number of days in past week child had immediate access to AAI), time since diagnosis, the number of anaphylactic attacks in the past, time since the last attack, and parenting style. The model fitting was significant ($\chi^2_{(13)}=22.9$ with $P=.03$). The goodness of fit was significant at the 5% significance level for the Pearson chi-square test ($P<.001$). The pseudo $R^2$ indicators were Cox&Shell=0.449 (44.9% of the total variability explained by the model), Nagelkerke=0.507, and McFadden=0.276. A threshold check showed significant differences between most of the values of the dependent variable at the 5% significance level. The following independent variable estimates were significant at the 5% significance level: parents’ age (an increase in age was associated with a decrease in the probability of joining the community, with an odds ratio [OR] of 0.688 [95% CI 0.49-0.96], Wald $\chi^2_{1}=4.7$, $P=.03$), parents’ adherence (number of days in past week parent had immediate access to AAI); (an increase in parents’ adherence was associated with a decrease in the probability of joining the community, with an OR of 0.586 [95% CI 0.38 to 0.91], Wald $\chi^2_{1}=5.7$, $P=.02$), child’s adherence (number of days in past week child had immediate access to AAI); (an increase in child’s adherence was associated with an increase in the probability of joining the community, with an OR of 2.106 [95% CI 1.18-3.75], Wald $\chi^2_{1}=6.4$, $P=.01$).

A 2-tailed $t$ test for independent samples assuming equal variances (according to Levin’s test) and a Mann–Whitney nonparametric $U$ test showed no significant differences in the probability of the parent joining the community by parents’ gender, but a 1-tailed test revealed that females are more likely to join the community than males at the 5% significance level ($P=.04$).

A 2-tailed $t$ test for independent samples assuming equal variances (according to Levin’s test) and a Mann–Whitney nonparametric $U$ test showed no significant differences in the probability of the parent joining the community by child’s gender.

Parents’ Willingness to Join an ERC

Parents were asked 2 questions about their willingness to join an ERC. A total of 69 parents (95%) answered “Yes” to the yes-or-no question “Do you intend to join the community?” Because of the very high percentage of affirmative questions, no further statistical analysis (eg, logistic regression) was possible.

Parents were also asked about the probability (0 [very unlikely] to 6 [very likely]) that they would join an ERC. Their answers are presented in Table 13.

We used an ordinal regression model to analyze the factors that influence the probability of joining an ERC. We used the following independent variables: child’s gender, child’s age, parents’ age, parents’ education, parents’ adherence (number of days in past week parent had immediate access to AAI), child’s adherence (number of days in past week child had immediate access to AAI), time since diagnosis, the number of anaphylactic attacks in the past, time since the last attack, and parenting style. The model fitting was significant ($\chi^2_{(13)}=22.9$ with $P=.03$). The goodness of fit was significant at the 5% significance level for the Pearson chi-square test ($P<.001$). The pseudo $R^2$ indicators were Cox&Shell=0.449 (44.9% of the total variability explained by the model), Nagelkerke=0.507, and McFadden=0.276. A threshold check showed significant differences between most of the values of the dependent variable at the 5% significance level. The following independent variable estimates were significant at the 5% significance level: parents’ age (an increase in age was associated with a decrease in the probability of joining the community, with an odds ratio [OR] of 0.688 [95% CI 0.49-0.96], Wald $\chi^2_{1}=4.7$, $P=.03$), parents’ adherence (number of days in past week parent had immediate access to AAI); (an increase in parents’ adherence was associated with a decrease in the probability of joining the community, with an OR of 0.586 [95% CI 0.38 to 0.91], Wald $\chi^2_{1}=5.7$, $P=.02$), child’s adherence (number of days in past week child had immediate access to AAI); (an increase in child’s adherence was associated with an increase in the probability of joining the community, with an OR of 2.106 [95% CI 1.18-3.75], Wald $\chi^2_{1}=6.4$, $P=.01$).

A 2-tailed $t$ test for independent samples assuming equal variances (according to Levin’s test) and a Mann–Whitney nonparametric $U$ test showed no significant differences in the probability of the parent joining the community by parents’ gender, but a 1-tailed test revealed that females are more likely to join the community than males at the 5% significance level ($P=.04$).

A 2-tailed $t$ test for independent samples assuming equal variances (according to Levin’s test) and a Mann–Whitney nonparametric $U$ test showed no significant differences in the probability of the parent joining the community by child’s gender.
Parents’ answers about the probability of them joining the community (N=73).

<table>
<thead>
<tr>
<th>Answer</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (very unlikely)</td>
<td>1 (1.4)</td>
</tr>
<tr>
<td>1</td>
<td>2 (2.7)</td>
</tr>
<tr>
<td>2</td>
<td>1 (1.4)</td>
</tr>
<tr>
<td>3</td>
<td>5 (6.8)</td>
</tr>
<tr>
<td>4</td>
<td>7 (9.6)</td>
</tr>
<tr>
<td>5</td>
<td>11 (15.1)</td>
</tr>
<tr>
<td>6 (very likely)</td>
<td>45 (61.6)</td>
</tr>
<tr>
<td>No answer</td>
<td>1 (1.4)</td>
</tr>
</tbody>
</table>

Children’s Willingness to Join an Emergency Response Community

Children were asked 2 questions about their willingness to join an ERC. A total of 18 out of 23 children (78%) answered “Yes” to the yes-or-no question “If your parents let you, do you intend to join the community?”

Because of the low number of respondents, a logistic regression was not able to analyze the factors that influence children’s opinions about joining the community.

Children were also asked what the probability was (0 [very unlikely] to 6 [very likely]) that they would join an ERC, assuming that their parents would allow them to join. Their answers are presented in Table 14.

We used an ordinal regression model to analyze the factors that influence the probability of joining an ERC. We used the following independent variables: child’s gender, child’s age, child’s adherence (number of days in past week child had immediate access to AAI), parenting style, and child’s autonomy. The model fitting was not significant. The goodness of fit was significant at the 5% significance level for the Pearson chi-square test ($P<.001$). The pseudo $R^2$ indicators were Cox&Shell=0.437 (43.7% of total variability explained by the model), Nagelkerke=0.453, and McFadden=0.173. A threshold check resulted in nonsignificant differences between all values of the dependent variable at the 5% significance level. The following independent variables estimates were significant at the 5% significance level: age (an increase in age was associated with an increase in the probability of joining the community, with an OR of 1.508 [95% CI 1.13-2.02], Wald $\chi^2_1=7.6$, $P=.006$) and emotional autonomy (an increase in emotional autonomy was associated with a decrease in the probability of joining the community, with an OR of 0.038 [95% CI 0.0018-0.79], Wald $\chi^2_1=4.4$, $P=.04$). Because of the low number of respondents, the ability of the model to explain the variability is limited. A series of $t$ tests for independent samples assuming equal variances (according to Levin test) and Mann-Whitney nonparametric $U$ tests showed no significant differences by child’s gender in the probability of a child joining the community. A chi-square test showed no significant differences between male and female children in the probability of joining the community.

Table 14. Children’s answers about the probability of them joining the community (N=23).

<table>
<thead>
<tr>
<th>Answer</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (very unlikely)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>1</td>
<td>1 (4)</td>
</tr>
<tr>
<td>2</td>
<td>3 (13)</td>
</tr>
<tr>
<td>3</td>
<td>1 (4)</td>
</tr>
<tr>
<td>4</td>
<td>9 (39)</td>
</tr>
<tr>
<td>5</td>
<td>2 (9)</td>
</tr>
<tr>
<td>6 (very likely)</td>
<td>5 (22)</td>
</tr>
<tr>
<td>No answer</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Parents’ Willingness to Enroll Their Children in an Emergency Response Community

Parents were asked 2 questions about their willingness to enroll their children in an ERC. A total of 36 parents out of 73 (49%) answered “yes” to the yes-or-no question “Do you intend to enroll your child in the community?”

We used a logistic regression to analyze the factors that influence the parents’ decision to enroll their children in the community (dependent variable). We used the following independent variables: parents’ age, parents’ education, number of children, child’s age, time since diagnosis, parents’ adherence (number of days in past week parents had immediate access to AAI), child’s adherence (number of days in past week child had immediate access to AAI), and child’s autonomy. The model fitting was not significant. The goodness of fit was significant at the 5% significance level for the Pearson chi-square test ($P<.001$). The pseudo $R^2$ indicators were Cox&Shell=0.437 (43.7% of total variability explained by the model), Nagelkerke=0.453, and McFadden=0.173. A threshold check resulted in nonsignificant differences between all values of the dependent variable at the 5% significance level. The following independent variables estimates were significant at the 5% significance level: age (an increase in age was associated with an increase in the probability of enrolling the child in the community, with an OR of 1.508 [95% CI 1.13-2.02], Wald $\chi^2_1=7.6$, $P=.006$) and time since diagnosis (an increase in time since diagnosis was associated with a decrease in the probability of enrolling the child in the community, with an OR of 0.038 [95% CI 0.0018-0.79], Wald $\chi^2_1=4.4$, $P=.04$). Because of the low number of respondents, the ability of the model to explain the variability is limited. A series of $t$ tests for independent samples assuming equal variances (according to Levin test) and Mann-Whitney nonparametric $U$ tests showed no significant differences by child’s gender in the probability of enrolling the child in the community. A chi-square test showed no significant differences between male and female children in the probability of enrolling the child in the community.
immediate access to AAI), time since the last anaphylactic attack, the number of anaphylactic attacks in the past, and parenting style. Omnibus tests of model coefficients provided significant results with $P=.04$, Cox&Shell $R^2=0.426$, and Nagelkerke $R^2=0.574$. According to the model, all independent variables were included in the equation, but only 1 was significant at the 5% significance level: parents’ adherence (days in the past week parent had immediate access to AAI) was negatively associated with the willingness to enroll the child into the community. Bootstrapping with 1000 iterations provided the following significant variables at the 5% significance level: parents’ age (negative), parents’ education (negative), child’s age (positive), time since diagnosis (positive), the number of anaphylactic attacks in the past (negative), parents’ adherence (number of days in the past week parent had immediate access to AAI; negative), and child’s adherence (number of days in the past week child had immediate access to AAI; positive).

We performed another analysis of this variable by applying the J48 classification tree to evaluate the influence of different independent variables on the parents’ decision to enroll their children in the community. The tree correctly classifies 71.21% of the cases. Figure 1 presents the results.

In an attempt to expand the options scale, the parents were also asked the question, “What is the probability (0–6) that you will enroll your children in an ERC?” Their answers are presented in Table 15.

We used an ordinal regression model to analyze the factors that influence the probability that parents will enroll their child in an ERC. We used the following independent variables: parents’ age, parents’ education, number of children, child’s age, parents’ adherence (number of days in the past week parent had immediate access to AAI), child’s adherence (number of days in the past week child had immediate access to AAI), time since the last anaphylactic attack, the number of anaphylactic attacks in the past, parenting style, and child’s gender. The model fitting was not significant ($\chi^2_{13}=19.1$ with $P=.09$). The goodness of fit was significant at the 5% significance level for the Pearson chi-square test ($P=.02$). The pseudo $R^2$ indicators were Cox&Shell=0.359 (35.9% of total variability explained by the model), Nagelkerke=0.372, and McFadden=0.133. A threshold check resulted in insignificant differences among all 7 values of the dependent variable. Bootstrapping did not improve these results.

Figure 1. The influence of different independent variables on the parents’ decision to enroll their children in the community.

### Table 15. Parents’ answers about the probability (0 [very unlikely] to 6 [very likely]) of enrolling their children in the community (N=73).

<table>
<thead>
<tr>
<th>Answer</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (very unlikely)</td>
<td>19 (26.0)</td>
</tr>
<tr>
<td>1</td>
<td>3 (4.1)</td>
</tr>
<tr>
<td>2</td>
<td>4 (5.5)</td>
</tr>
<tr>
<td>3</td>
<td>5 (6.8)</td>
</tr>
<tr>
<td>4</td>
<td>6 (8.2)</td>
</tr>
<tr>
<td>5</td>
<td>8 (11.0)</td>
</tr>
<tr>
<td>6 (very likely)</td>
<td>19 (26.0)</td>
</tr>
<tr>
<td>No answer</td>
<td>9 (12.3)</td>
</tr>
</tbody>
</table>
Opinions About Minimum Age to Join an Emergency Response Community

Both parents and children were asked their opinions about the minimum age to join an ERC (see Table 16).

In a paired samples t test, no significant differences were found between children’s reports and their parents’ reports. In an independent samples t test, no significant differences were found between males and females. A series of Pearson correlation tests revealed a weak negative (−.246) correlation between parents’ opinions and parents’ years of education (P=.049). No significant correlations of parents’ opinions were found either with parents’ age or with their children’s age.

We used a linear regression to analyze the factors that influence parents’ opinions about the minimum age to join an ERC. We used the following independent variables: parents’ age, parents’ education, number of children, child’s age, parents’ adherence (number of days in the past week parent had immediate access to AAI), child’s adherence (number of days in the past week child had immediate access to AAI), time since the last anaphylactic attack, parenting style, and number of anaphylactic attacks in the past. A multicollinearity analysis did not reveal any evidence of multicollinearity. The model resulted in R²=0.55, and the model was significant at the 5% significance level (P=.004). An analysis of standardized regression coefficients revealed that the most influential significant variables are child’s age (β=0.489, standardized β=0.801, P=.003), protective parenting style (β=−2.767, standardized β=−0.561, P=.01), parent’s age (β=−0.242, standardized β=−0.526, P=.03), monitoring parenting style (β=2.584, standardized β=0.427, P=.03), and parents’ education (β=−0.528, standardized β=−0.418, P=.007). All other variables were much less influential and were not significant at the 5% significance level.

Table 16. Opinions about minimum age to join an emergency response community (all values in years).

<table>
<thead>
<tr>
<th>Population</th>
<th>N (valid⁹)</th>
<th>Average</th>
<th>Min</th>
<th>Max</th>
<th>SD</th>
<th>Median</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parents</td>
<td>65</td>
<td>12.27</td>
<td>6</td>
<td>18</td>
<td>3.02</td>
<td>12</td>
<td>11.52-13.02</td>
</tr>
<tr>
<td>Children (attended)</td>
<td>23</td>
<td>13.15</td>
<td>6.5</td>
<td>20</td>
<td>3.44</td>
<td>12</td>
<td>11.63-14.67</td>
</tr>
</tbody>
</table>

⁹These data were missing in 8 parents’ questionnaires.

We used a linear regression to analyze the factors that influence children’s opinions about the minimum age to join an ERC. We used the following independent variables: child’s age, child’s adherence (number of days in the past week child had immediate access to AAI), parenting style, and child’s autonomy. A multicollinearity analysis did not reveal any evidence of multicollinearity. The model resulted in R²=0.602, and the model was very close to significance at the 5% significance level (P=.05). An analysis of standardized regression coefficients revealed that the most influential significant variables are monitoring parenting style (β=4.668, standardized β=0.952, P=.005) and protective parenting style (β=−4.381, standardized β=−0.888, P=.008). All other variables were much less influential and were not significant at the 5% significance level.

Discussion

Principal Findings

Parents’ Willingness to Join an Emergency Response Community

Parents’ willingness to join the community was very high, even for a convenience sample. In the following, we describe the main factors that influence parents’ willingness to join.

Parents’ willingness to join was negatively correlated with parents’ age and parents’ adherence. Parents’ age had a strong positive correlation with child’s age. Parents of younger children carried the AAIs for their children. These findings can be explained by the free-rider effect [56]: parents who carried an AAI for a young child, but had low adherence, wanted to join the ERC to get an additional layer of response in an emergency. Parents’ age was also negatively correlated with a protective parenting style, as this parenting style is associated with a need for additional safety measures [47] and joining an ERC can satisfy this need. Parents’ age was strongly positively correlated with child’s age, which was positively correlated with time since diagnosis and time since the last anaphylactic attack. Parents of newly diagnosed children had higher levels of parental anxiety [57,58], which led to higher willingness to join to get an additional layer of support.

Parents’ willingness to join an ERC was positively correlated with child’s adherence. Previous studies have found that parents’ psychological characteristics influence their child’s adherence [59]. A possible explanation for this finding is that parents’ characteristics, such as self-efficacy or parental warmth, which are known to be associated with higher adherence among children [60,61], are also associated with a higher probability of joining an ERC. Further research is required to verify this hypothesis.

We found that females were more likely to join the community than males. This can be explained both from a giving point of view (females participate more in volunteer activities than males [62] and have higher motivation to volunteer [63]) and from a taking point of view (mothers of children with a medical condition experience higher levels of parental anxiety than fathers [58,64] and are thus more likely than males to seek help for their children’s condition [65]).

Children’s Willingness to Join an Emergency Response Community

Children’s willingness to join the community was lower than that of their parents, but still high. Children’s willingness to join the community was positively correlated with age. This is a straightforward finding both from a giving point of view (age is positively correlated with volunteerism [66]) and from a
taking point of view (age is positively correlated with help seeking [67]). Children’s willingness to join the community was also negatively correlated with children’s emotional autonomy. The latter correlation may be more of a methodological issue, as it may be related to the specific questions in the emotional autonomy subscale of the AAQ. For example, “I adapt myself to what other people want” (from question 7 of the AAQ) might be implicitly associated with lack of emotional autonomy in the context of joining an ERC.

**Parents’ Willingness to Enroll Their Children in an Emergency Response Community**

About half of the parents expressed willingness that their children join an ERC. Both the logistic regression and the classification tree identified that being the parent responsible to carry an AAI for his child and parent's adherence as significant factors negatively correlated with parent’s willingness to enroll their child in an ERC. It seems that parents who are not able to provide their children with an AAI in the event of an anaphylactic attack want to enroll their children to provide them with an additional layer of support in an emergency.

Child’s age was positively correlated with parents’ willingness to enroll their children in the community. From a taking point of view, this can be explained by the transition from a protective parenting style, which is more common in parents of younger children, to a monitoring parenting style, which prevails as children grow older [68]. While the protective parenting style is characterized by the parents’ attempts to protect their child by themselves, the monitoring parenting style is characterized by the parents’ provision of tools to enable the child to cope by himself. Thus, parents of older children, especially those who begin to go out on their own, are more likely to view enrolling their child in an ERC as another tool that he can use in case of an emergency. From a giving point of view, age is positively correlated with volunteerism [66] and is also positively correlated with the ability to help another patient in an emergency, such as to provide him with cardiopulmonary resuscitation [69]. The negative correlation between a history of anaphylactic attacks in the past and parents’ willingness to enroll their children can be explained by the parents’ concerns that children who use their AAI to help another patient will remain unprotected until they get a replacement [42].

The 2 lower levels of the classification tree reveal another interesting effect: whereas parents of a young child want to enroll him if he has less than perfect adherence, parents of an older child want to enroll him only if he carries an AAI at least 3 days a week. The former finding can be explained by the free-rider effect and taking behavior among parents of younger children, who understand that their children probably would not be able to provide help to others. The latter finding appears to indicate giving behavior among parents of older children, who want to make sure that if their children join, they have a reasonable chance of helping others when called to action.

Cluster analysis with 2 clusters revealed 2 subgroups of 32 and 41 parents. The smaller group is characterized by younger parents, younger children, shorter time since diagnosis, shorter time since last attack, lower percentage of children who carry an AAI, higher percentage of parents who carry an AAI for their children, higher adherence among parents, lower adherence among children, and lower willingness to enroll child in an ERC. Cluster analysis with 3 clusters revealed 3 subgroups:

- **Cluster 2:** 14 parents to very young children. In this group, all parents carry an AAI for their children, and none of children carries the AAI for himself. Parents' adherence is high when compared with other clusters, and the willingness to enroll child in the community is very low.
- **Cluster 1:** 17 parents to adolescents. In this group, only 1 parent carries an AAI for his child, and all children carry an AAI for themselves. Adherence among children is the highest when compared with other clusters, and the willingness to enroll child in the community is very high.
- **Cluster 0:** 42 parents form the third cluster, which is in the middle between the 2 aforementioned clusters. Almost all children already carry an AAI for themselves, but many parents continue to carry an AAI. The adherence is a little bit lower than in cluster 1, but still high. The willingness to enroll a child in the community falls near the midpoint between clusters 1 and 2.

These results are consistent with previously described results obtained by other techniques. Parents’ willingness to enroll their child in the community is positively correlated with child's age and child's adherence.

**Minimum Age to Join an Emergency Response Community**

The minimum age for a child to join an ERC is between the ages of 12 and 13 years in the opinion of both parents and children. This can be explained by the fact that the study was performed in Israel where the ages of 12 years for girls and 13 years for boys are commonly considered the years when a child comes of age. Another possible explanation is that the age of 12 to 13 years is known to be the cutoff for cognitive development [70,71].

The parents’ opinion about the minimum age for a child to join an ERC was positively correlated with the age of the parents’ own child. This finding may be related to the well-known cognitive bias of anchoring [72], suggesting that parents rely on their own child’s age as an anchor when making decisions about the minimum age to join an ERC.

The parents’ opinion about the minimum age for a child to join an ERC was negatively correlated with the protective parenting style and positively correlated with the monitoring parenting style. These findings can be explained by the desire of parents with a higher protective parenting style to provide their children with an additional layer of support as soon as possible, and the desire of parents with a higher monitoring parenting style to provide their children with tools to cope by themselves when they become more independent.

The parents’ opinion about the minimum age for a child to join an ERC was negatively correlated with the parents’ education, that is, the more the parent is educated, the higher the likelihood she will allow her child to join an ERC at a younger age. Such association may be related to the relationship between the level of education and the exposure to updated technological solutions for treating medical conditions [73].
The children’s opinion about the minimum age for a child to join an ERC was negatively correlated with the protective parenting style and positively correlated with the monitoring parenting style. These findings are consistent with the findings about the parents’ opinion presented above. Children who have protective parents are prone to anxiety [74] and thus need the additional protection of joining an ERC as soon as possible, whereas children who have monitoring parents view an ERC as a tool that will help them to cope by themselves, more so as they grow older [75].

Limitations

Our research used a convenience sample of highly motivated parents of children with food allergies, namely, those parents who decided to attend the annual meeting of a nonprofit organization for patients with food allergies (these attendees represent about 5% of the total membership of the organization).

Our study was limited to a single emergency condition: anaphylaxis. Most of the participants in our study were parents of patients, but not patients themselves. Our study was conducted in a single country: Israel. Cultural differences could lead to different results in different countries [76].

Comparison With Prior Work

We observed high adherence levels among parents: 45 out of 50 parents (90%) reported that they always carry an AAI, 37 out of 52 parents (71%) reported that they had immediate access to an AAI every day in the past week, and 22 out of 52 parents (42%) had an AAI when filling out the questionnaire. Adherence was also high among children: 43 out of 57 parents (75%) reported that their children always carried an AAI, 51 out of 57 parents (89%) reported that their children had immediate access to an AAI every day in the past week, and 53 out of 57 parents (93%) reported that the child had an AAI with him at the conference. These adherence levels are higher than those reported in 2 previous studies that found that 30% [77] and 26% to 45% [78] of patients carried an AAI at all times. However, these differences are not surprising among patients who decided to attend a conference and can thus be considered more motivated than those who stayed at home.

Comparison with the recent study by Shaker et al [42] is very instructive, given the fact that it also targeted parents of allergic children. The research question of Shaker et al was about sharing an AAI, and our research question was about joining an ERC, making our works complementary. Our findings that there are no significant differences in the willingness to join an ERC either by parents’ gender or by child’s gender or by parents’ education are consistent with the results of Shaker et al. They also found that a history of anaphylactic attacks was associated with a slightly higher willingness to share an AAI (79% vs 76%), but this finding was not statistically significant. In our study, the number of anaphylactic attacks in the past did not influence the willingness of parents to join an ERC, but it did negatively affect the willingness of parents to enroll their children in an ERC.

Shaker et al [52] reported that parents expressed concern about “leaving their own child without an AAI” and about the replacement cost of an AAI. It is therefore noteworthy that according to the EPIMADA protocol, an ambulance arriving on scene is required to provide a replacement AAI to the community member who responded to the emergency by giving his own AAI to the patient in distress. In other words, the EPIMADA protocol should alleviate the concerns identified by Shaker et al [42].

EPIMADA is a regulated community, and in every event, the volunteers are provided with guidance by phone from experienced EMS dispatchers. This approach can thus alleviate concerns about “harming the patient if it is not a real allergic reaction” that were also identified by Shaker et al [42].

Conclusions

Our results provide strong support for the creation of ERcs for allergy patients. The willingness to join the community was found to be very high.

We studied a wide range of variables that can affect the willingness to join an ERC and described those variables that we found to be significant in our field study. Our findings can be of interest both to researchers of smartphone-based emergency response communities and to EMS administrators and policy makers who are considering establishing an ERC.

We note that mediation of an ERC by EMSs has the potential to solve several problems:

- An ambulance that arrives to the scene can replace the AAI of the community member who responded to the event by administering his own AAI to the patient in distress. This approach can alleviate the concerns about “leaving oneself or one’s child without an AAI” and those about replacement costs and delays.
- EMS dispatchers can provide guidance by phone. This approach can alleviate the concerns about “harming the patient” and can improve responders’ chances of providing emergency assistance.

Future research needs to address the following issues:

- Rare use of the app may cause users to forget to install it on new phones. Retention strategies should be developed.
- It is unclear whether ERC membership incentivizes adherence. On the one hand, a community member may feel responsibility to be ready to respond at any time, which could raise his level of adherence. On the other hand, a free-rider effect may lower his level of adherence.
- In this research, we focus on the willingness to join an ERC. Willingness to respond to an event is a different decision and needs to be studied.
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Abstract

The use of deep learning (DL) for the analysis and diagnosis of biomedical and health care problems has received unprecedented attention in the last decade. The technique has recorded a number of achievements for unearthing meaningful features and accomplishing tasks that were hitherto difficult to solve by other methods and human experts. Currently, biological and medical devices, treatment, and applications are capable of generating large volumes of data in the form of images, sounds, text, graphs, and signals creating the concept of big data. The innovation of DL is a developing trend in the wake of big data for data representation and analysis. DL is a type of machine learning algorithm that has deeper (or more) hidden layers of similar function cascaded into the network and has the capability to make meaning from medical big data. Current transformation drivers to achieve personalized health care delivery will be possible with the use of mobile health (mHealth). DL can provide the analysis for the deluge of data generated from mHealth apps. This paper reviews the fundamentals of DL methods and presents a general view of the trends in DL by capturing literature from PubMed and the Institute of Electrical and Electronics Engineers database publications that implement different variants of DL. We highlight the implementation of DL in health care, which we categorize into biological system, electronic health record, medical image, and physiological signals. In addition, we discuss some inherent challenges of DL affecting biomedical and health domain, as well as prospective research directions that focus on improving health management by promoting the application of physiological signals and modern internet technology.

(JMIR Mhealth Uhealth 2019;7(8):e11966) doi:10.2196/11966
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Introduction

The continuous advancement in medicine, genome, pharmaceutical, and health care monitoring is a result of the development and application of technological devices. This has made it possible to easily capture data for analysis and processing. Similarly, improvement in technology also makes it possible to store very large amount of data with useful information. Currently, camera to detect the movements of monitored patients (Panasonic BL-C230A), wireless necklace and badges for acquisition of bioacoustic signals and blood flow, wearable fiber-type smart material, cuffless blood pressure meter, and sensor devices are capable of generating large volumes of data in the form of images, sounds, text, graphs,
and signals creating the concept of big data [1-4]. The term big data can be described as the exponential growth and wide availability of discrete, continuous, categorical, or hybrid data, which are difficult or even impossible to manage and analyze using conventional software tools and technologies [5,6]. Furthermore, estimate shows that 30% of the world storage was occupied by medical images in 2011 and will progressively increase in subsequent years [2,7]. This shows the extremely large and often underestimated amount of data produced in medical institutions. Mobile health (mHealth) is referred to as one of the technological breakthroughs in this decade [8]. The global proliferation of mobile devices and health applications has made mHealth synonymous with big data. This large amount of unutilized generated data calls for attention.

Big data provides the opportunity for health policy experts, physicians, and health care institutions to make data-driven judgments that will enhance patient treatment, disease management, and health care decisions. Many experts have used internet tools for big data services and related applications. This is depicted in the graph in Figure 1, which was obtained from Google Trends for “big data in healthcare” between 2010 and 2018. Google Trends is a free Web service by Google Inc that provides statistical occurrence of activities by people on the internet all over the world. The trend in the graph is calculated as interest over time on a scale from 0 to 100, where 100 refers to the maximum computed score for total search and related activity for the topic.

The first graph in Figure 1 shows the continuous rise in activities regarding big data in health care, and the top 5 countries where it was most popular is given in the second graph, with India, United States, and United Kingdom leading the occurrence chat. The size of medical data is too large for comprehensive analysis with the available analytical tools to maximize the knowledge available in big data. Traditional machine learning (ML) techniques and algorithms have limited capacity to utilize big data and, in most cases, the solution becomes complex and undesirable. Deep learning (DL) is proposed and provides a prospective solution to this challenge. Figure 2 shows the performance between DL and other ML techniques in the situation of increasing data size. The primary advantage of DL is that the performance of large architecture of DL increases with increase size of available data [9]. The main question will be what is DL? Human experts in a specific domain have ample knowledge about the subject in that domain. The limitation with human experts is because of their subjectivity, large variations across interpreters, availability, and fatigue [10,11]. To help the accomplish task performed by humans and overcome these limitations, intelligence demonstrated by humans is built into machines and computers to create the concept of artificial intelligence (AI). ML is a branch of AI that gives computers the ability to learn and perform the role of experts without being explicitly programmed [12,13]. Some examples of ML include support vector machine (SVM), decision tree, logistic regression, Naive Bayes, K-means clustering, and so on. On the basis of a broad classification scheme, ML can be categorized into 3 groups [13-15]. The first is supervised learning; the computer learns the classification system from the class labels provided. The second is unsupervised learning, where no labels are given; the purpose is to program the computer to do things without telling it how to do it. The third is semisupervised, where the computer learns from a combination of available and unavailable labeled data; usually the size of unavailable labeled data for learning is larger. The recent hunger for data consumption and analysis has opened up new frontier for more ideas and applications [16]. Artificial neural network or neural network (NN) is another example of ML, with an interconnection of nodes called neurons with 3 major layers, input, hidden, and output layers, where the hidden layer is a single layer that connects the input layer to the output layer. The purpose of NN is to gradually approximate a function that maps an input to a corresponding output through an iterative optimization process. NN has transformed from its inception as a simple perceptron to solve simple problem to the advanced concept of deep neural network (DNN), which has many cascaded interconnected hidden layers that are able to process and analyze audios, text, signals, images, and more complex data types. DL is the recurrent learning process performed in DNN that enables it to find an optimal function for representing data. The innovation of DL is a developing trend in data analysis and is ranked as one of the best inventions in technologies [17]. DNN is an active branch of ML and its goal is to make machines think and understand as humans by mimicking the grid of the human brain connection, to focus on learning data representation (DR) rather than task-specific algorithms [14]. Figure 3 reveals the relationship between DL, ML, and AI. Currently, DL is set to take over the ML space because of its increasing attention and performance.

Figure 1. Google Trends for “big data in healthcare” between 2010 and 2018; (a) occurrence timeline graph and (b) prevalence occurrence by country.
ML and DL have in recent times attracted a lot of awareness from different sectors such as academia, industry, media, security, and government alike, and its impact on biomedical and health care cannot be over emphasized. DNN has been applied to solve many traditional problems where available large data need to be analyzed and many impressive results have been reported in different areas such as medical image processing [18], speech analysis [19], and electronic health record (EHR) translation [20,21]. Figure 4 shows the trend in application of DL found in research publications. The number in 2017 is almost twice that of 2016. The trend observed in the figure is a result of the performance and results achieved by DL. Therefore, we can say that more areas and domains are moving toward DL to achieve high performance and better results.

Currently, DL has started making huge impact across different areas in health care. The increasing availability of health care data and rapid development of variations in DL techniques have made it possible to have the impressive results recorded in health care [22,23]. DL techniques can reveal clinically relevant information hidden in large amount of health care data, which in turn can be used for decision making, treatment, control, and prevention of health conditions. Some application areas of DL include health behavior reaction [24,25], EHR processing and retrieving scientifically sound treatment from text [26,27], eye related analysis and classification [28-30], gait analysis and robotic-assisted recovery [31,32], hearing disorder treatment [33], cancer treatment [34,35], heart diagnosis [36,37], and brain activity analysis [38-40]. This makes the treatment easier for health care provider and convenient for patients, with faster and productive monitoring. The advancement in DL in medicine has translated the use of simple equipments, such as thermometer and stethoscope, into computed tomography (CT), ultrasound diagnostic devices, radio nuclear imaging, radiation therapy, lithotripsy, dialysis, ventilators, and so on, which have taken conventional patient care to highly adaptive treatment, capable of challenging many dreaded diseases [23]. There is no doubt that in the coming years, health care treatment and equipment will witness greater improvements in many more areas, to make it more effective with qualitative services.
Compared with the traditional ML algorithm, the depth of learning and feature extraction in DL has unparalleled superiority. The deep network structure can realize the approximation of complex functions through nonlinear transformation in the hidden layers. From low to high level, the representation of features is more and more abstract, and the original data can be characterized more accurately [41]. A large number of experimental works have applied DL models and techniques and there are variants of DL models. The goal of this paper is not to show all the techniques and models, but to highlight the important principles and the applications of DL in health care and medical field. A simple feedforward DNN architecture is the autoencoder (AE) that comprises encoder and decoder functions for input and output layers, respectively. Convolutional neural networks (CNNs) have had the greatest impact within the field of health informatics [42]. Its architecture can be described as an interleaved set of feedforward layers implementing convolutional filters followed by reduction, rectification, or pooling layers. For each layer, the CNN creates high-level abstract feature. Another variant of DL is the recurrent neural network (RNN), which is a sequential data NN with an inbuilt memory that updates the state of each neuron with previous input. The deep belief network (DBN) model has only several layers of hidden units and there is connection between each unit in a layer with each unit in the next layer. Another architecture is the deep Boltzmann machine (DBM) which has completely undirected connections, unlike DBN, between neurons in all layers. DL is computationally intensive. The success and proliferation recorded in DL can be attributed to the advancement in graphics processing units (GPUs), which play a significant role in accelerating the computation requirement of DL [43,44].

The proceeding sections of this paper are organized as follows. We discuss 5 common DL techniques and their basic principle of operation in the next section that describes DL methods. A review of literature in health care and biomedical domains that have applied DL was examined and presented in the section review of DL implementation in health care. In the section challenges in health care for DL applications, we discuss challenges and setbacks encountered in the application of DL and plausible solutions. In the section future trends for deep learning, we present critical discussion about the future trends for DL algorithm for health and biomedical field, and the conclusion section of the paper closes the discussion.

### Deep Learning Methods

#### Basic Principles of Operation

In this section, we describe the principles of operation of 5 DL models. There are several variants for each model. The underlying principle is to approximate a function that produces the expected output for a given input. The different models are more suited to handle different challenges and for different kinds of data type and expected task to be performed. The model more suited for image classification is different from speech or time series classification. Some models can be applied as a preprocessing phase to reduce the dimensionality of the data. Basically, the structure of the model comprises interconnected neurons, connecting the input to the output, known as the hidden layer. Therefore, this produces a sequence of activation through the weighted connection from neurons perceiving the environment (input); this is referred to as feedforward [45]. The differences between DL model and NN include the use of more hidden layers in DL compared with NN, which only has 1 or 2 hidden layers. DL can be trained for both unsupervised and supervised learning tasks but NN can only be trained for supervised learning task. At the end of the feedforward process, the result from the output unit is evaluated with the expected value. This evaluation will produce an error value that will lead to the adjustment of connected weight working backward from the output layer to the hidden layer and to the input layer until the output is close to the expected result. This procedure is referred to as backpropagation [46,47].

#### Autoencoders

AE is designed for feature extraction using data-driven learning. It is trained in an unsupervised manner as it is trained to recreate the input vector rather than assign class label. The normal design and structure of AE is to have the same number of neurons in the output and input layers, with full connections between neurons in each layer to subsequent layer as shown in Figure

---

*Figure 4.* Trends of published papers that implement deep learning techniques. The data are generated by searching for “deep learning” on PubMed database.
5. The number of neurons in the hidden layer is smaller than the input and output layer. The purpose of this structure is to encode data in low dimensionality space and to achieve extraction of features. However, where the dimensionality of the data is high to achieve the same purpose, many AE can be stacked together to create a deep AE architecture. There are many deviations of AE presented over the last decade to handle different data patterns for performing specific functions. For example, denoising AE was first proposed by Vincent et al [48]. The purpose was to increase the robustness of the regular AE model. The method recreates the input introducing some noise to the patterns, thus forcing the model to capture just the structure of the input. Another variation is the sparse AE that forces the representation to be sparse, which is used to make the data more separable [49]. Another idea proposed shared weights between nodes to preserve spatial locality and process 2-dimensional (2D) patterns called the convolutional AE [50]. Contractive AE is similar to denoising AE, but instead of injecting noise to corrupt the training set, it modifies the error function by adding analytic contractive cost [51,52]. The learning process for AE is described as minimizing a loss function $L(i, g(f(i))$. $f(i)$ is a function that maps $i$ to $h$ and the function $g$ maps $h$ to the output which is a reconstruction of the input. $w$ is the weight connecting the layers.

Figure 5. Structure of a simple autoencoder showing input, hidden, and output layers. The interconnection between the neurons is shown in the direction of the arrows.

Recurrent Neural Network

This class of DL has connections between neurons in the hidden layer to form a sequence of directed graph. This feature gives it a temporal dynamic state. This is important in applications where the output depends on the previous computations such as the analysis of text, sounds, DNA sequences, and continuous electric signals from the body. The training of RNN is performed with data that have interdependencies to maintain information about what occurred in the previous interval. The performance result at time $t-1$ affects the choice at time $t$. It considers the previous output ($O_{t-1}$) and current input ($I_t$) and produces a number between 0 and 1 from the cell state $M_{t-1}$, where 1 represents save this value and 0 represents dispose this value. This decision is made by a sigmoid layer called the gate layer.

Therefore, the principle of RNN is to define recurrent relation over time steps which can be approximated with the formula: $M_k = f(M_{k-1} \times W_r \times I_k \times W_i)$, where $M_k$ is the state at time $k$, $M_{k-1}$ is the output of the previous state, $I_k$ is the input at time $k$, and $W_r$ and $W_i$ are the weight parameters in the network. As a result, RNN can be viewed as a state with feedback loop. The final output of the network $O$ at a certain time step $k$ is typically computed from one or more states such as $M_{k-1}, ..., M_{k+j}$ and $j=1,2,...,k-1$.

Hence, the result of new data is dependent on 2 sources of input, the present and the recent past. Owing to this principle, RNNs are said to operate with memory [53]. Figure 6 shows a sample of RNN structure and the connection between neurons in each layer. Beside the structural difference, RNN uses the same weight across for all layers, but other DL uses different weights. This significantly cuts down the total number of parameters that the network needs to learn. Despite the successful application of this model, the setback includes vanishing gradient by long input sequence and exploding gradient problems as described in [54]. To handle the limitation, long short-term memory unit (LSTM) was invented by [55]. Specifically, LSTM in Figure 7 is particularly suitable for applications where there are very long time lags of unknown sizes between important events.

To achieve this, LSTMs utilize new sources of information so that data can be stored in, written to, or read from a node at each step. During the training, the network learns what to store and when to allow either reading or writing so as to minimize the classification errors [56]. Another variant of RNN is the gated recurrent unit, which is a simplified model of LSTM with an equal performance as LSTM [57].
**Figure 6.** Feedforward recurrent neural network implementation. The final output from the output layer is fed back as part the input in the input layer. Where $I_t$ and $O_t$ are the input and output at time $t$ and $O_{t-1}$ is the output for the previous input at time $t-1$.

**Figure 7.** Long short-term memory representation for output sequence influence by input sequence and previous output. Where $I_{t-2}$ and $I_{t-1}$, $O_{t-2}$ and $O_{t-1}$, $M_{t-2}$ and $M_{t-1}$ are inputs, outputs, memory respectively for previous time steps. $I_t$, $O_t$, and $M_t$ are the current input, output and memory state of the LSTM cell. $O_{t+1}$ and $M_{t+1}$ represent subsequent output and memory state respectively for subsequent time step input $I_{t+1}$. $I$, $O$, $M$ represent the recurrent input, output and memory state respectively for a simplified LSTM cell operation and $W_r$ is the weight for the computation in the cell.

**Convolutional Neural Network**

CNN was inspired by biological processes of the human brain, where the connectivity pattern between neurons resembles the concept of the human visual cortex [58,59]. A typical CNN comprises an input, multiple hidden layers, and an output layer. The hidden layers of a CNN usually comprise the following constituents: convolutional, pooling, fully connected (FC), and normalization layers. An example of CNN was proposed to analyze imagery data [60]. Figure 8 shows a simple implementation to identify a character from a 3x3 pixelated matrix image sliding 2 filters of size 2x2 square matrix (kernel=2) with stride of 1. The example is designed to recognize X, O, and / characters. The convolution layer applies the filter across the input image. The operation is performed with 2 filters over the input image and having the same weight. This produces a total of 8 parameters. In this example, the bias is omitted for simplicity. Often, a nonlinear (activation) layer is added after the convolution layer, usually rectified linear unit (ReLU). The activation layer applies the function $f(x)=\text{max}(0,x)$ to all the values from the convolution layer. This process increases the nonlinear properties of the model and the overall network without affecting the receptive fields of the convolution layer. In this way, it resolves the vanishing problem compared with training traditional multilayer NNs with backpropagation. Pooling layer combines the output of neuron clusters in the convolution layer into a single neuron [56]. This is sometimes achieved by using max, sum, or average pooling, which consider the maximum, sum, or average value from each cluster of neurons, respectively [61]. FC layers connect the neurons in the previous layer to the neuron in the final layer by translating input image into a single vector for classification. This layer holds the filter that is used to determine the class of the input image. The output with the highest value is assigned the class label. The main benefit of a CNN is that during backpropagation, the network has to adjust a number of parameters in the filter with techniques such as gradient decent, which drastically reduce the connections of the CNN architecture.
In Figure 9, the general architecture of a simple CNN is presented, which shows the input, convolution+pooling, FC layer, and output layer. The convolution+pooling is responsible for feature extraction. The FC layer acts as a classifier on top of the features and assigns a probability score for the input image to define the output. The input to the convolution layer is an $m \times m \times r$ image, where $m$ is the height and width of the image and $r$ is the number of channels. $k$ is the filters (or kernels) in each convolution layer of size $n \times n \times q$, where $n$ is smaller than the dimension of the image and $q$ can be the same as $r$.

The dimension of $k$ can be $m - n + 1$ which form the size of the filter (a locally connected structure). Each map is then subsampled with mean or max ($f(x) = \max(0, x)$) pooling over contiguous region ($x$); additive bias and sigmoidal nonlinearity is applied to each feature map.

FC layer represents the feature vector of the input, a composite and aggregated information from all the convolution+pooling layers. Each node in the FC layer learns its own set of weights on all of the nodes in the layer below it. The final feature vector is used to predict the input image.

Figure 8. Simple implementation of convolutional neural network to show the sequence of operation to identify “X” with 2 filters.

Figure 9. Structure of convolutional neural network with 3 convolution and pooling (conv+pool) layers and 2 fully connected (FC) layers.

Deep Boltzmann Machine

A Boltzmann machine (BM) is a network of symmetrically coupled stochastic visible and hidden units. The first diagram in Figure 10 shows the structure of BM, where the labels W, L, and J represent visible-to-hidden, visible-to-visible, and hidden-to-hidden symmetric interactions, respectively. BM model is suitable for modeling and extracting latent semantic representations from a large unstructured collection of documents [62]. The original algorithm for BM requires randomly initialized Markov chains to achieve equilibrium distributions to evaluate the data-dependent and data-independent expectations in a connected pair of binary variables [63]. Learning procedure is very slow in practice using this system [62]. To achieve an efficient learning, restricted Boltzmann machine (RBM) was created, which has no connections between hidden units [64]. The second diagram in Figure 10 shows a simple architecture of RBM with connections between neurons. A beneficial feature of RBM is that the conditional distribution over the hidden units factorizes, given the visible units. This makes inferences tractable as the RBM feature representation is taken to be a set of marginal posterior distributions obtained by directly maximizing the likelihood. Furthermore, 2 main DL frameworks in this category that have been presented in literatures are DBM and DBN [42].
The architecture of DBM NN is similar to RBM but with more hidden variables and layers. DBM architecture has entirely undirected connections between neurons within all layers [62]. The right image in Figure 10 shows the architecture of a simple DBM NN for 1 visible layer and 1 hidden layer. It has undirected connections between all layers of the network, but not within the neurons in a layer. For training a DBM, a stochastic maximum probability–based algorithm is usually applied to maximize the lower bound of the probability. This is because calculating the distribution over the posterior hidden neurons, given the visible neurons, cannot be achieved by directly maximizing the likelihood because of the interactions between the hidden neurons.

Implementation of DBM is remarkable as DBM has the capability to learn internal representations that become increasingly complex, which is regarded as a promising way of solving recognition problems. Moreover, in cases of semisupervised learning, high-level representations can be built from very limited labeled data and large supply of unlabeled inputs can then be used to fine-tune the model for specific task. In addition, to enable DBM propagate uncertainty and hence deal more robustly with ambiguous inputs, it can incorporate top-down feedback, in addition to an initial bottom-up pass.

Deep Belief Network

DBN is another variant of RBM, where the multiple hidden layers can learn by treating the hidden output of one RBM as the input data for training the next layer of RBM [63,64]. It has undirected connections between its top 2 layers and directed connections between all its subsequent layers. The training strategy is greedy layer wise, which is performed when training the DBN using unsupervised learning and adjusting its parameters based on the expected output. The left diagram in Figure 11 illustrates the architecture of DBN with 3-layer configuration showing visible-to-hidden and hidden-to-hidden symmetric connections. The structure comprises several hidden layers of neurons, which are trained using backpropagation algorithm [65,66].

From Figure 11, the connection units in the DBN architecture is between each neuron in a layer with each neuron in the next layer; however, unlike RBM, there are no intraconnections among neurons within each layer.

**Figure 10.** Left: A general Boltzmann machine. The top layer represents a vector of stochastic binary “hidden” features and the bottom layer represents a vector of stochastic binary “visible” variables. Right: A restricted Boltzmann machine with no hidden-to-hidden and no visible-to-visible connections. Where L, J, and W represent the visible layer, hidden layer, and connection weight between the layers respectively.

**Figure 11.** Left: A 3-layer deep belief network. Right: A stack of modified restricted Boltzmann machine constructed to create a deep Boltzmann machine. V: visible vector; h: a set of hidden neurons; w: connections.
Trends in Deep Learning Methods

The use of different DL techniques is proliferating into more domains in biomedical engineering applications. This is because of the achievements recorded in previously implemented applications. Figures 12 and 13 describe the trends in the use of different methods of DL over 5 years, from 2012 to 2017. The purpose of constructing the trend is to observe the implementation of DL methods over a period of time, and the choice of publication was based on implemented DL methods without any specific application domain. These statistics are obtained from 2 different sources, PubMed database and the Institute of Electrical and Electronics Engineers archive. Both Figures 12 and 13 show similarity in the pattern of increasing growth in the use of DL.

The observable pattern in both Figures 12 and 13 shows that RNN and CNN have a steady increase in application over the years, with CNN exhibiting tremendous growth rate. This can be attributed to the success recorded in image data and the many available variants of the model. Positron emission tomography and CT scan image processing are at the forefront of many healthcare applications. CNN has provided the needed processing techniques required to achieve expected performance. The growth rate in the application of this technique is expected to continue as more biomedical image applications will switch to this technique. Nevertheless, the growth rate is expected to slow down after a while as many applications would have migrated to this technique. Another DL method that has also shown promising performance is AE. The steady increase in the number of publications in Figure 12 and 13 indicates the successful implementation results and efficiency. DBN and BM have the least progression. Despite the small positive difference between successive years, the major challenge is in training the NN, which is computationally expensive. Another reason for the low rate of application is because of its combination with other methods and as it is sometimes implemented as a preprocessing phase. The graph in Figure 12 is obtained by searching for the DL techniques in publication title and abstract from PubMed. The result returns graphical statistics of publications grouped by years. An advanced search technique is applied to obtain Figure 13, where the query method is similar to the previous approach, but the query string is applied in title and abstract search fields. Therefore, the final query becomes ((Publication Title: Autoencoder) OR (Abstract: Autoencoder)). However, to get the total publication for each year, a manual filtering is used to get the distribution. The total publication is made up of both journals and conference articles.

Figure 12. Research publications in different category of deep learning methods. These statistics are obtained from PubMed database by searching for publications containing any of the deep learning method in title or abstract.
Comparative Analysis of Deep Learning Methods

The results reported in Figures 12 and 13 for different architectures of DL are based on the conceptual advantage of each method. Despite the fact that each DL model is more suitable for a particular kind of data or situation, there is however some relationship and cross-application of these methods. The fact that RNN and CNN are 2 commonly used DL techniques can be attributed to the need to solve data problems in the form and shape that only these techniques can handle effectively. In addition, most of the common data are either visual or time-dependent. Although CNN is a feedforward NN where information only flows in one (forward) direction, in RNN, the information flows back and forth as it operates on the principle of saving the output of the previous layer and feeding this back to the input to predict the output of the current layer. The principle of operation of CNN is influenced by the consecutive layer organization of the animal visual cortex. Therefore, it is designed to learn to recognize patterns across space. This makes CNN ideal for images (eg, 2D or 3-dimensional [3D] magnetic resonance images [MRI]), videos (eg, gait pattern, moving pattern in organs), and graphics (eg, tumor representation) to recognize features such as lines, edges, curves, and so on. On the contrary, RNN technique is suited to recognize patterns across time such that the information available now will subsequently influence what information will become available later. This makes it suitable for time series analysis such as sound (eg, heartbeat, speech), text (eg, medical records, gene sequence), and signals (eg, physiological signals such as electrocardiogram [ECG]).

There is a close comparison between DBN and DBM architectures. Although there is a diagrammatic similarity between DBN and DBM, similar to conventional DNN, both methods are deep, which means it is possible to create many hidden layers connecting the input and output unit. In addition, there is the presence of RBM in both architectures. However, they are qualitatively different. The connections between the layers in a DBN are directed, whereas it is undirected in DBM. The first 2 layers in a DBN is undirected connection of RBM; the subsequent layers are directed generative connections. However, in DBM, all the connections between the layers are undirected RBM. Another difference between these 2 techniques can be described in a general picture with the connected layers, where the connected layers in DBN function as sigmoid belief network but in DBM they are Markov random fields. DBN and DBM can be used to extract features from unprocessed physiological signals and image data (MRI) to reduce the size of features required for classification modeling. These models can also be applied as a generative model for human motions completion for fall detection or gait analysis.

The main function of AE architecture is to reconstruct the input data given to it. Therefore, if a vector $M$ is given to AE, it tries to create $M' = h(g(M))$ so that during training it obtains the parameter for $h$ and $g$ such that $M'$ is the same as $M$. In DBN and DBM, $h$ and $g$ exist between the input and hidden layers, although, to compute these functions a probabilistic (or Markov chains) approach is applied. However, unlike AE, there exists a special connection between $h$ and $g$ to make it a valid probabilistic model. In addition, although the model from AE ensures that the input and output are the same, DBN and DBM give a range of outputs for a given input it has been trained on because of its probabilistic principle. The similarity between AE and RBM model is to encode the visible layer with hidden layer in a constructive functional way; encoding the hidden layer with another hidden layer leads to stack AE and RBM (DBN and DBM). Considering the growing size of medical data, an efficient data coding with AE makes it possible to minimize memory requirements and reduce processing costs. Stacked AE can be applied in unsupervised feature learning for detection of tumors, cancers, or inflamed organs.
**Review of Deep Learning Implementation in Health Care**

This section reviews some health and biomedical areas that have successfully implemented DL techniques to create a model to solve specific tasks. We considered the DL methods discussed in the previous section and have presented a tabular representation of references for application in 4 areas: biological system, EHR and report management, medical image, and physiological signals and sensors. The tables provided represent the summary of applications of DL methods in each of these categories. The choice of literature is selected from papers published between 2012 and 2018 that are related to health and medical applications. The purpose is to reveal some of the applications of DL methods that have been designed to solve biomedical-related tasks which initially have poor results with other techniques, such as handcrafted, or which seem unsolvable because of the complication of the task. Figure 14 shows an illustrative summary of application areas and implemented DL methods. It is an overview of the information presented in the tables provided. The figure is divided into 2 distinct blocks, application category and application example. The connection between the 2 blocks is created from the relationship between the content in the application category and application example.

**Figure 14.** Descriptive summary of biomedical and health applications category and example implemented with deep learning methods: convolutional neural network (CNN), recurrent neural network (RNN), autoencoder (AE), deep boltzmann machine (DBM) and deep belief network (DBN).

<table>
<thead>
<tr>
<th>Biological System</th>
<th>Medical Image</th>
<th>Application Category</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Electronic health record and report management</strong></td>
<td><strong>Physiological signals and sensors</strong></td>
<td></td>
</tr>
<tr>
<td>1. Mitosis detection using breast histopathology images (CNN)</td>
<td>1. features extracted from digital mammograms (CNN)</td>
<td></td>
</tr>
<tr>
<td>2. Segmentation of adipose tissue volume on computed tomography images (CNN)</td>
<td>2. Alzheimer disease identification (DBM)</td>
<td></td>
</tr>
<tr>
<td>3. Classification of red blood cells in sickle cell anemia (CNN)</td>
<td>3. Cancer diagnosis (AE)</td>
<td></td>
</tr>
<tr>
<td>4. Prostate cancer differentiation (RNN)</td>
<td>4. Spine disease diagnosis (AE)</td>
<td></td>
</tr>
</tbody>
</table>

**Biological System**

Biological records such as DNA, RNA, genomes, sickle cell behavior, bacterial and viral multiplication, and mutation have features that make it possible to create a predictive model with DL algorithms to achieve performance exceeding human experts. Prediction could be in the form of discriminative gene identification, structured data in protein-protein interactions, image data from biological cell activities, drug composition–reaction profiling, and binding between DNA and proteins or between protein sequences. The structure of the data and expected goals determine the DL technique to be implemented. RNN, CNN, DBN, and AE methods have largely been applied in many aspects. Table 1 shows DL implementation in biological systems.

Biomedical analysis has benefited from CNN architecture. An example can be found in cell mitosis described in [67]. The CNN architecture primarily comprises 5 convolution layers, 4 max-pooling layers, 4 ReLUs, and 2 FC layers. The activation function used after each layer is ReLU and to avoid overfitting of the model, dropout layer was included after the first FC layer. In [68], a proposed CNN architecture for cell membrane and nuclei classification for breast cancer was developed, which comprised convolution and deconvolution sections. The framework mainly comprised multiple convolution layers, max-pooling layers, spatial pyramid pooling layers, deconvolution layers, upscaling layers, and trapezoidal LSTM. To achieve automatic red blood cell classification, [69] constructed a CNN architecture with alternating convolution and pooling operations to deal with nonlinear and complex...
patterns. A combination of 2 CNN techniques was constructed in [70], selection-CNN and segmentation-CNN, to achieve segmentation of adipose tissue volume on CT images.

Moreover, RNN architecture has been used in biomedical process to efficiently model problems with sequence and time feature. Sequence-specific bias correction problem for RNA sequence data was addressed using RNN architecture to model nucleotide sequence without predetermined sequence structures [75]. A variant of combined CNN and LSTM was created for prostate cancer identification with Gleason score of 7 [76]. The model assesses the correlation between histopathology images and genomic data with disease recurrence in prostate tumors to identify prognostic biomarkers within tissue by modeling the spatial relationship from automatically created patches as a sequence within the tissue. In [77], biomedical LSTM and conditional random fields (CRF) were combined to create a relationship between biological entities for trigger detection. The method is based on the sequence annotation that does not require initial complex feature engineering but only requires a simple labeling mechanism to complete the training.

The synergistic effect of drug combination is one of the most desirable properties for treating cancer. A method based on DBN was created to predict drug synergy from gene expression and pathway and ontology fingerprints [78]. A multiclassifier DBN technique was proposed to detect mitotic cells in hematoxylin and eosin-stained images using step by step refinement of segmentation and classification stages [79]. The multiclassifier DBN algorithm segments cell nuclei from background stroma. Critical proteins exhibiting dramatic structural changes in dynamic protein-protein interactions networks were identified in [80] using a DBN framework; the reconstruction errors and the variabilities across time were analyzed in the biological process. In [81], a DBM framework called stacked RBM was proposed to analyze the RNA-seq data of Huntington disease. In addition, the framework was able to screen the key genes during the Huntington disease development. The initial step for the framework was to select disease-associated factors with different time period datasets according to the differentially activated neurons in hidden layers. Then, the disease-associated genes were selected according to the changes of the gene energy at different time periods.

Furthermore, AE technique has been considered as a method to delineate signals from noise in imaging to enhance image quality. In [83], a proposed deep count AE to denoise small cytoplasmic RNA sequence (scRNA-seq) datasets was created. The model takes the count distribution, dispersion, and sparsity of the data into account using a negative binomial noise model with or without zero inflation. The technique was capable of capturing nonlinear gene-gene dependencies. Another design of AE model proposed was called stacked denoising AE for multilabel learning [84]. The purpose was to facilitate gene multifunction discovery and pathway completion. The technique can capture intermediate representations robust to partial corruption of the input pattern for cancer research, pathway analysis, and gaining insight into the underlying biology associated with cancer. A gene superset AE [85], a multilayer model with the incorporation of a priori defined gene sets, retains the crucial biological features in the latent layer. The method introduced the concept of gene superset, an unbiased combination of gene sets with weights trained by AE, where each node in the latent layer is a superset. Furthermore, to analyze the transcriptomic heterogeneities at the single cell level, a deep variational AE technique for scRNA-seq data was proposed [86]. The technique is a deep multilayer generative model for unsupervised dimension reduction and visualization of scRNA-seq data. The AE technique can explicitly model the dropout events and find the nonlinear hierarchical feature representations of the original data.
Table 1. Deep learning implementation in biological systems.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Task</th>
<th>Method</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saha et al, 2018 [67]</td>
<td>Mitosis detection</td>
<td>CNN(^a)</td>
<td>The prediction model has an improved 92% precision, 88% recall, and 90% F-score over conventional machine learning methods</td>
</tr>
<tr>
<td>Saha et al, 2018 [68]</td>
<td>Cell membranes and nuclei classification</td>
<td>CNN</td>
<td>The identification model achieved predictive value of 98.33% accuracy and 6.84% false-positive rate which was comparable with human expert</td>
</tr>
<tr>
<td>Xu et al, 2017 [69]</td>
<td>Red blood cells classification</td>
<td>CNN</td>
<td>Framework classified sickle-shaped red blood cells in an automated manner with above 90% accuracy</td>
</tr>
<tr>
<td>Wang et al, 2017 [70]</td>
<td>Segmentation of adipose tissue</td>
<td>CNN</td>
<td>The model was tested on 2 datasets; the accuracy produced 95.8% and 96.8% for computed tomography slice selection-CNN and fat pixel segmentation-CNN, respectively</td>
</tr>
<tr>
<td>Xu et al, 2017 [71]</td>
<td>Classification, segmentation of tissue</td>
<td>CNN</td>
<td>Outcome generates patterns that reveal biological insights that have been verified by pathologist</td>
</tr>
<tr>
<td>Hughes et al, 2016 [72]</td>
<td>Reactivity to biological macromolecules</td>
<td>CNN</td>
<td>The model captured molecules that would have been missed by standard reactivity screening experiments</td>
</tr>
<tr>
<td>Song et al, 2018 [73]</td>
<td>Segmentation of cervical cytoplasm</td>
<td>CNN</td>
<td>Experimental results achieved an accuracy of 94.50% for nucleus region detection and a precision of 0.9143(SD 0.0202) and a recall of 0.8726(SD 0.0008) for nucleus cell segmentation</td>
</tr>
<tr>
<td>Gurcan et al, 2001 [74]</td>
<td>Detection of microcalcifications</td>
<td>CNN</td>
<td>The results demonstrated optimization of cost surface whose characteristics are not known</td>
</tr>
<tr>
<td>Han et al, 2015 [30]</td>
<td>Membrane bioreactor permeability</td>
<td>RNN(^b)</td>
<td>Simulation and experimental results demonstrate the reliability and effectiveness of the proposed intelligent detection system</td>
</tr>
<tr>
<td>Zhang et al, 2017 [75]</td>
<td>Sequence-specific correction for RNA</td>
<td>RNN</td>
<td>RNN-based bias correction method compares well with the state-of-the-art sequence-specific bias correction method</td>
</tr>
<tr>
<td>Ren et al, 2018 [76]</td>
<td>Prostate cancer differentiation</td>
<td>RNN</td>
<td>Their study demonstrates that prostate cancer patients with Gleason score of 4+3 have a higher risk of disease progression and recurrence compared with prostate cancer patients with Gleason score of 3+4</td>
</tr>
<tr>
<td>Wang et al, 2018 [77]</td>
<td>Detecting biomedical event trigger for protein and gene</td>
<td>RNN</td>
<td>F-score potentially reached about 80%, which is better than comparative experimental methods</td>
</tr>
<tr>
<td>Chen et al, 2018 [78]</td>
<td>Effective drug combination</td>
<td>DBN(^c)</td>
<td>Predict effective drug combination from gene expression and pathway and ontology fingerprints properties for treating cancer</td>
</tr>
<tr>
<td>Beevi et al, 2017 [79]</td>
<td>Cell mitosis detection</td>
<td>DBN</td>
<td>The algorithm provides improved performance compared with other state-of-the-art techniques with average F-score of 84.29% for the MITOS(^d) dataset and 75% for the clinical dataset from Regional Cancer Centre</td>
</tr>
<tr>
<td>Zhang et al, 2014 [80]</td>
<td>Identification of critical proteins</td>
<td>DBN</td>
<td>The results of comparison showed that DBN had higher reconstruction rate compared with baseline methods and more proteins of critical value to yeast cell cycle process were identified</td>
</tr>
<tr>
<td>Jiang et al, 2016 [81]</td>
<td>Huntington disease identification</td>
<td>DBM(^e)</td>
<td>Results demonstrate that the model can detect important information for differential analysis of time series gene expression datasets</td>
</tr>
<tr>
<td>Ghasemi et al, 2017 [82]</td>
<td>Biological activity prediction</td>
<td>DBN</td>
<td>The output of the model demonstrated significant superiority to traditional neural network with random parameters</td>
</tr>
<tr>
<td>Eraslan et al, 2019 [83]</td>
<td>Single cell RNA-seq denoising</td>
<td>AE(^f)</td>
<td>Outperforms existing methods for enhancing biological discovery and data imputation in terms of quality and speed</td>
</tr>
<tr>
<td>Guan et al, 2018 [84]</td>
<td>Gene function annotation</td>
<td>AE</td>
<td>The model can capture intermediate representations to partial corruption of input pattern and generate low-dimensional codes superior to conditional dimension reduction tools</td>
</tr>
<tr>
<td>Chen et al, 2018 [85]</td>
<td>Genomics functional characterization</td>
<td>AE</td>
<td>Retains sufficient biological information with regard to tumor subtypes and clinical prognostic significance. Provides high reproducibility on survival analysis and accurate prediction for cancer subtypes</td>
</tr>
<tr>
<td>Wang et al, 2018 [86]</td>
<td>Visualization of single cell RNA- seq</td>
<td>AE</td>
<td>Reconstructs the cell dynamics in preimplantation embryos and identifies several candidate marker genes associated with early embryo development</td>
</tr>
</tbody>
</table>
parameter regularization, and task relation learning. In addition, learning was included to handle hard parameter sharing, between entities in EHR [93]. To improve the model, multitask implemented to recognize entities and extract relationship combination of bidirectional LSTM and CRF network has been improved health care quality and personalized medication. A problems relating to EHR to understand symptoms and achieve Similarly, RNN methods have also been applied to solve some task related to EHR to achieve better health management system. Feature engineering remains a major bottleneck when creating predictive systems for EHRs [89]. Word embedding from discharge notes combined with CNN was applied to disease code classification [90]. The model was based on a 1-layer CNN with a filter region size of 1 to 5 to increase comparability with traditional ML techniques. One study [91] proposed a CNN method for phenotyping from patients’ EHRs. For the initial setup, every patient’s record was represented as a temporal matrix with time on one dimension and event on the other dimension. A 4-layer CNN model was created for extracting phenotypes and performing prediction. The first layer comprised the temporal matrix. The second layer was a one-side convolution layer that could extract phenotypes from the first layer. The third layer was a max-pooling layer introducing sparsity on the detected phenotypes so that only those significant phenotypes would remain. The fourth layer was an FC softmax prediction layer. Similarly, RNN methods have also been applied to solve problems relating to EHR to understand symptoms and achieve improved health care quality and personalized medication. A combination of bidirectional LSTM and CRF network has been implemented to recognize entities and extract relationship between entities in EHR [93]. To improve the model, multitask learning was included to handle hard parameter sharing, parameter regularization, and task relation learning. In addition, another LSTM and CRF to recognize clinical entities from Chinese EHR data was proposed [94]. Character embedding and segmentation information were used as features to be able to semantically understand diagnoses, tests, body parts, symptoms, and treatments. In [95], LSTM method was used for structured prediction in clinical text and in [96], RNN frameworks were explored and proved to be significantly better than CRF models. In [97], the LSTM implementation was for a single data structure that could be used for many predictions, rather than requiring custom, hand-created datasets for every new prediction. This approach represented the entire EHR in temporal order, which represents the event in a patient’s timeline. In addition, RBM and AE DL techniques have been constructed to handle challenging tasks found in EHRs to provide solutions or serve as a preprocessing step for another technique. A DBN framework was applied to predict the risk of osteoporosis from heterogeneous EHR for monitoring bone disease progression [104]. The framework is capable of pinpointing the underlying causes of the disease to assess the risk of a patient in developing a target disease and discriminating between patients suffering from the disease for the purpose of selecting risk factor of the disease. In [105], 2 novel modifications to DBN training was proposed to address the challenges and exploit properties that are peculiar, if not exclusive, to medical data. First, a general framework was examined for prior knowledge to regularize parameters in the topmost layers. Second, a scalable procedure was described for training a collection of NNs of different sizes but with partially shared architectures. AE model was developed for handling computational task and analysis of EHR [107-109]. In [109], the challenge of traditional supervised learning approach for inferring precise phenotypic patterns was addressed. Conventionally, an expert designates which pattern to look for (by specifying the learning task and the class labels) and where to look for them (by specifying the input variables). Although this is appropriate for individual tasks, this approach scales poorly and misses the patterns. Unsupervised feature learning with AE was able to handle these limitations by identifying patterns (or features) that collectively form a compact and expressive representation of the source data, with no need for expert input or labeled examples.

**Health Record and Report Management**

EHR stores patient’s data for improving health care and providing personalized treatment and historical account. This information can be in the form of radiological images, diagnosis, temporal event extraction, doctor health review, disease classification, demographic details, prescription, laboratory tests, and results. Over the years, these records have increased proportionally making it difficult and challenging for health workers and medical professionals to handle. Until the last decade, most approaches were based on statistical techniques and few attempts to use ML. Currently, those methods have become infeasible because of the large and increasing amount of these data. DL becomes imperative to be able to make meaning from these data. Table 2 presents some literature of DL implementation in EHR.

CNN techniques have been adapted to solve some task related to EHR to achieve better health management system. Feature engineering remains a major bottleneck when creating predictive systems for EHRs [89]. Word embedding from discharge notes combined with CNN was applied to disease code classification [90]. The model was based on a 1-layer CNN with a filter region size of 1 to 5 to increase comparability with traditional ML techniques. One study [91] proposed a CNN method for phenotyping from patients’ EHRs. For the initial setup, every patient’s record was represented as a temporal matrix with time on one dimension and event on the other dimension. A 4-layer CNN model was created for extracting phenotypes and performing prediction. The first layer comprised the temporal matrix. The second layer was a one-side convolution layer that could extract phenotypes from the first layer. The third layer was a max-pooling layer introducing sparsity on the detected phenotypes so that only those significant phenotypes would remain. The fourth layer was an FC softmax prediction layer. Similarly, RNN methods have also been applied to solve problems relating to EHR to understand symptoms and achieve improved health care quality and personalized medication. A combination of bidirectional LSTM and CRF network has been implemented to recognize entities and extract relationship between entities in EHR [93]. To improve the model, multitask learning was included to handle hard parameter sharing, parameter regularization, and task relation learning. In addition,
<table>
<thead>
<tr>
<th>Reference</th>
<th>Task</th>
<th>Method</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wickramasinghe et al, 2017 [89]</td>
<td>Extract features from medical records</td>
<td>CNN</td>
<td>It achieves superior accuracy compared with traditional techniques to detect meaningful clinical motifs and uncovers the underlying structure of the disease</td>
</tr>
<tr>
<td>Lin et al, 2017 [90]</td>
<td>Disease code classification</td>
<td>CNN</td>
<td>The method had a higher testing accuracy (mean AUC&lt;sup&gt;b&lt;/sup&gt;=0.9696; mean F-score=0.9086) than traditional NLP&lt;sup&gt;c&lt;/sup&gt;-based approaches (mean AUC range 0.8183-0.9571; mean F-score range 0.5050-0.8739)</td>
</tr>
<tr>
<td>Cheng et al, 2016 [91]</td>
<td>Risk prediction of chronic congestive heart failure</td>
<td>CNN</td>
<td>The model performance increases the prediction accuracy by 1.5% when 60% training data were used and 5.2% when it is 90% training data</td>
</tr>
<tr>
<td>Zeng et al, 2017 [92]</td>
<td>MobileDeepPill: Recognition of unconstrained pill image</td>
<td>CNN</td>
<td>DL&lt;sup&gt;d&lt;/sup&gt;-based pill image recognition algorithm won the first price of the NIH&lt;sup&gt;e&lt;/sup&gt; NLM&lt;sup&gt;f&lt;/sup&gt; Pill Image Recognition Challenge</td>
</tr>
<tr>
<td>Li et al, 2018 [93]</td>
<td>Extraction of adverse drug events</td>
<td>RNN&lt;sup&gt;g&lt;/sup&gt;</td>
<td>The DL model achieved a result of F-score=65.9%, which is higher than F-score=61.7% from the best system in the MADE&lt;sup&gt;h,1.0&lt;/sup&gt; challenge</td>
</tr>
<tr>
<td>Zhang et al, 2018 [94]</td>
<td>Identify clinical named entity</td>
<td>RNN</td>
<td>CRF&lt;sup&gt;i&lt;/sup&gt; and bidirectional LSTM&lt;sup&gt;j&lt;/sup&gt;-CRF achieved a precision of 0.9203 and 0.9112, recall of 0.8709 and 0.8974, and F-score of 0.8949 and 0.9043, respectively</td>
</tr>
<tr>
<td>Jagannatha et al, 2016 [95]</td>
<td>Prediction based on sequence labeling</td>
<td>RNN</td>
<td>Prediction model improved detection of the exact phrase for various medical entities</td>
</tr>
<tr>
<td>Jagannatha et al, 2016 [96]</td>
<td>Extraction of medical events</td>
<td>RNN</td>
<td>Cross-validated microaverager of precision, recall, and F-score for all medical tags for gated recurrent unit–documents are 0.812, 0.7938, and 0.8031, respectively, which are higher than other methods</td>
</tr>
<tr>
<td>Rajkomar et al, 2018 [97]</td>
<td>Representation of patients’ record</td>
<td>RNN</td>
<td>Achieved high accuracy for tasks such as predicting in-hospital mortality, prolonged length of stay, and all of a patient’s final discharge diagnoses</td>
</tr>
<tr>
<td>Hou et al, 2018 [98]</td>
<td>Extraction of drug-drug interaction</td>
<td>RNN</td>
<td>DL can efficiently aid in information extraction (drug-drug interaction) from text. The F-score ranged from 49% to 81%</td>
</tr>
<tr>
<td>Choi et al, 2015 [99]</td>
<td>Predicting clinical events</td>
<td>RNN</td>
<td>On the basis of separate blind test set evaluation, the model can perform differential diagnosis with up to 79% recall, which is significantly higher than several baselines</td>
</tr>
<tr>
<td>Choi et al, 2016 [100]</td>
<td>Detection of heart failure onset</td>
<td>RNN</td>
<td>When using an 18-month observation window, the AUC for the RNN model increased to 0.883 and was significantly higher than the 0.834 AUC for the best of the baseline methods</td>
</tr>
<tr>
<td>Volkova et al, 2017 [101]</td>
<td>Forecasting influenza-like illness</td>
<td>RNN</td>
<td>LSTM model outperformed previously used models in all metrics, for example, Pearson correlation (0.79), RMSE&lt;sup&gt;k&lt;/sup&gt; (0.01), RMSPE&lt;sup&gt;l&lt;/sup&gt; (29.52), and MAPE&lt;sup&gt;m&lt;/sup&gt; (69.54)</td>
</tr>
<tr>
<td>Yadav et al, 2016 [102]</td>
<td>Patient data deidentification</td>
<td>RNN</td>
<td>The proposed approach achieved best performance, with 89.63, 90.73, 90.18 for recall, precision, and F-score, respectively</td>
</tr>
<tr>
<td>Hassanien et al, 2013 [103]</td>
<td>Classification of diagnoses</td>
<td>RNN</td>
<td>Models outperformed several strong baselines, including a multilayer perceptron trained on hand-engineered features</td>
</tr>
<tr>
<td>Li et al, 2014 [104]</td>
<td>Identifying informative risk factors and predicting bone disease</td>
<td>DBN&lt;sup&gt;n&lt;/sup&gt;</td>
<td>Proposed framework predicted the progression of osteoporosis from risk factors and provided information to improve the understanding of the disease</td>
</tr>
<tr>
<td>Che et al, 2015 [105]</td>
<td>Detection of characteristic patterns of physiology</td>
<td>DBN</td>
<td>The empirical efficacy of the technique was demonstrated on 2 real-world hospital datasets and the model was able to learn interpretable and clinically relevant features</td>
</tr>
<tr>
<td>Tran et al, 2015 [106]</td>
<td>Harness electronic health record with minimal human supervision</td>
<td>DBM&lt;sup&gt;o&lt;/sup&gt;</td>
<td>The model achieved F-scores of 0.21 for moderate-risk and 0.36 for high-risk, which are significantly higher than those obtained by clinicians and competitive with the results obtained by support vector machine</td>
</tr>
</tbody>
</table>
Results significantly outperformed those achieved using representations based on raw electronic health record data and alternative feature learning strategies.

The proposed model is validated on the dataset of i2b2 2010. The DL method for feature optimization showed great potential.

The model distinguished the uric acid signatures of gout and acute leukemia despite not being optimized for the task.

**Medical Image**

The success of DL algorithms for image segmentation, localization, classification, and recognition task in recent years is timely with remarkable increase in medical image data. Analysis of these data has become an active field, partly as image data are easier for clinicians to interpret and they are relatively structured and labeled. There have been reported accuracies in some publications for detecting a range of anomalies such as malignant tumor, breast mass localization, recognition of pathology (organ parts), infectious diseases, and coronary artery stenosis classification. CNN and AE have been commonly implemented to solve challenging medical image problems. This is because the structure of these DL methods makes it possible to learn salient features from the data to create different levels of abstraction to achieve the required result. Table 3 lists some areas in medical image that have implemented DL solution. The performance exceeds ML techniques such as SVM and random forest classifiers.

The use of statistical pooling strategy was crafted into building CNN model in [110], with feature extraction at different convolutional layers and a multivariate classifier trained to predict which tumor contained occult invasive disease. Another pooling technique is stochastic pooling for alcoholism detection [111]. In [112], a CNN method that uses multiple patch sizes and multiple convolution kernel sizes was proposed to acquire multiscale information about each voxel to achieve accurate segmentation of tissue in brain images. Chest diseases are very serious health problems in the life of people. One study [113] presented CNN model for diagnosis of chest diseases. The designed model was trained and tested using chest x-ray images containing different diseases.

Moreover, [115] presented a modified DBN technique to minimize the computation load from 3D ultrasound data for the first trimester of pregnancy, which is an important parameter in prenatal screening. The technique converts the sagittal plane into a symmetry plane and axis searching problem. Feature extraction requires technical and task-specific approach such as neuroimaging, which contains features for diagnosing diseases. A DBM technique was proposed for a high-level hierarchical latent and shared feature representation from 3D patch neuroimaging modalities [116]. An integrated visual and textual multimodal image retrieval approach was created for cancer clinical practice and research with DBM method [117]. In addition, the DBM method can be used to extract volumetric representations from 3D brain image for classification of sensorimotor activities. The weights in the higher level of the architecture show spatial patterns that can identify specific tasks and the third layer represents distinct patterns or codes. In [118], a deep generative shape model–driven level set method was developed and evaluated to address automatic heart motion tracking to minimize radiation-induced cardiotoxicity. The proposed heart motion tracking method made use of MRI image sequences that characterize the statistical variations in heart shapes. This heart shape model was established by training a 3-layered DBM to characterize both local and global heart shape variations.
Table 3. Application of deep learning techniques in medical images.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Task</th>
<th>Method</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shi et al, 2018 [110]</td>
<td>Occult invasive disease prediction</td>
<td>CNNa</td>
<td>The performance result exceeded handcrafted computer vision technique that was designed with prior domain knowledge. It achieved operating characteristic curve of 0.70 and 95% CI</td>
</tr>
<tr>
<td>Wang et al, 2018 [111]</td>
<td>Alcohol detection</td>
<td>CNN</td>
<td>The method used multiple images in the experiment and achieved 96.88% sensitivity, specificity of 97.18%, and accuracy of 97.04%</td>
</tr>
<tr>
<td>Moeskops et al, 2016 [112]</td>
<td>Tissue segmentation</td>
<td>CNN</td>
<td>The result demonstrates accurate segmentation in all datasets and the robustness to different age and acquisition protocol</td>
</tr>
<tr>
<td>Abiyev et al, 2017 [113]</td>
<td>Chest disease detection</td>
<td>CNN</td>
<td>Demonstrate accurate classification of chest pathologies such as chronic obstructive pulmonary disease, pneumonia, asthma, tuberculosis, and lung diseases in chest x-rays</td>
</tr>
<tr>
<td>Liu et al, 2016 [114]</td>
<td>Food image recognition for dietary assessment</td>
<td>CNN</td>
<td>These results outperformed all other reported work such as DeepFoodCam using UEC-256 and Food-101 dataset</td>
</tr>
<tr>
<td>Nie et al, 2017 [115]</td>
<td>Detection of standard sagittal plane in pregnancy</td>
<td>DBNb</td>
<td>The model provides knowledge to avoid unnecessary massive searching and corresponding huge computation load</td>
</tr>
<tr>
<td>Zhang et al, 2016 [116]</td>
<td>Benign and malignant breast tumors differentiation</td>
<td>DBMc</td>
<td>Results showed that the deep learning method achieved better classification performance with an accuracy of 93.4%, a sensitivity of 88.6%, a specificity of 97.1%, and an area under the receiver operating characteristic curve of 0.947</td>
</tr>
<tr>
<td>Cao et al, 2014 [117]</td>
<td>Cancer clinical practice and research</td>
<td>DBM</td>
<td>Experimental results with large volume of real-world medical images showed that multimodal approach is a promising solution for the next generation medical image indexing and retrieval system</td>
</tr>
<tr>
<td>Wu et al, 2018 [118]</td>
<td>Tracking motion of the heart</td>
<td>DBM</td>
<td>Heart shape model that characterizes the statistical variations in heart shapes present in a training dataset for tracking motion of the heart</td>
</tr>
<tr>
<td>Jang et al, 2017 [119]</td>
<td>Four sensorimotor classification</td>
<td>DBM</td>
<td>Identified task-specific (left hand clenching, right hand clenching, auditory attention, and visual stimulus) features and classification of functional/structural magnetic resonance imaging volumes</td>
</tr>
<tr>
<td>Suk et al, 2014 [120]</td>
<td>Alzheimer disease identification</td>
<td>DBM</td>
<td>Achieved maximum accuracy of 95.35%, outperforming other computing methods</td>
</tr>
<tr>
<td>Khatami et al, 2016 [121]</td>
<td>Extract high-level features from medical images</td>
<td>DBN</td>
<td>Experimental results show that the proposed model improves about 0.07% performance compared with other models</td>
</tr>
<tr>
<td>Zhang et al, 2019 [122]</td>
<td>Discovering hierarchical common brain networks</td>
<td>DBN</td>
<td>Three hierarchical layers with hundreds of common and consistent brain networks across individual brains were successfully constructed</td>
</tr>
<tr>
<td>Hu et al, 2019 [35]</td>
<td>Cancer diagnosis</td>
<td>AEd</td>
<td>Diagnosed malignant mesothelioma, a rare but aggressive cancer because of its composite epithelial/mesenchymal pattern</td>
</tr>
<tr>
<td>Uzunova et al, 2018 [123]</td>
<td>Pathology detection</td>
<td>AE</td>
<td>Experiments on 2-dimensional and 3-dimensional datasets show that the approach is suitable for detection of pathologies and deliver reasonable dice coefficient result</td>
</tr>
<tr>
<td>Lee et al, 2018 [124]</td>
<td>Benign and malignant tumor classification</td>
<td>AE</td>
<td>The results show that when deep learning algorithm is applied on sonograms after intensity inhomogeneity correction, there is a significant increase of the tumor classification accuracy</td>
</tr>
<tr>
<td>Seebock et al, 2018 [125]</td>
<td>Age-related macular degeneration classification</td>
<td>AE</td>
<td>Used markers to classify early and late age-related macular degeneration cases. The model yields an accuracy of 81.40%</td>
</tr>
<tr>
<td>Wang et al, 2019 [126]</td>
<td>Spine disease diagnosis</td>
<td>AE</td>
<td>Achieved higher localization accuracy, low model complexity, and without the need for any assumptions about visual field in computed tomography scans</td>
</tr>
<tr>
<td>Malek et al, 2017 [127]</td>
<td>Image description for visually impaired</td>
<td>AE</td>
<td>Fusing a set of AE-learned features gave higher classification rates with regard to using the features individually</td>
</tr>
<tr>
<td>Zhang et al, 2016 [128]</td>
<td>Histopathological images analysis</td>
<td>AE</td>
<td>The method effectively combined the strength of multiple features adaptively as inputs and achieves 91.67% classification accuracy</td>
</tr>
</tbody>
</table>
Furthermore, preprocessing with AE can handle noise in images for tumor detection and intensity inhomogeneity correction before performing classification. A combination of multiple techniques can also be constructed, for example, [119] considered point-wise gated BM and RBM to identify tumor from image data. In [123], it was demonstrated that conditional variational AE can learn the reconstruction and encoding distribution of different variabilities of 2D and 3D images to learn the appearance of pathological structures. Consequently, preprocessing of image can be done to highlight features that are fed into DL architecture to increase distinguishing tumor accuracy [124]. Most applications of DL methods for diagnosis and classification of diseases require that the images are marked for training; however, because of the limitation of marked entities and training examples, supervised training does not scale well. Furthermore, a multiscale deep denoising AE was constructed without the constraint of prior definition for the identification of anomalies occurring frequently in retinal optical coherence tomography image data [125]. Qualitative analysis of these markers shows predictive value in the task of detecting healthy, early, and late age-related muscular degeneration. A combination of contextual features from deep stacked sparse AE (SSAE) and structured regression forest for vertebrae localization and identification was created to overcome handcrafted and low-level features of spine structure [126]. The method employs SSAE to learn deep contextual features by building larger-range input samples to improve the contextual discrimination ability.

**Physiological Signals and Sensors**

Advancement in sensing technology has made it possible to acquire and analyze signals from patients for monitoring mental state, heart condition, and disease diagnosis. An important process for achieving accurate and high-performance model depends on feature extraction and feature selection. DL algorithms have recorded successful achievement in modeling physiological signals and sensor data with better accuracy compared with traditional ML techniques. Table 4 presents some implementations of DL methods described in literatures using sensors and physiological signals for health care management. One significant characteristic of this kind of medical data is that they are sequential and time-dependent. Therefore, a technique for creating a model should not only take into consideration the shape of the data (spatial features), but also the time factor (temporal features). Skin conductance sensor, microphone for speech sequence, blood volume pulsation, electroencephalogram (EEG), photoplethysmogram (PPG), ECG, and so on are some examples of data in this category. RNN and its variants have been predominantly applied in this domain as it is able to model the data in the context of time and sequence to reveal hidden features. DBN and AE have also been implemented to solve problems with this kind of data.

Many variations of CNN techniques have been created to achieve enhanced performance and there are some optimization techniques that have been applied to achieve better accuracy. In [131], a technique based on CNN called fast discriminative complex-valued CNN for automatic sleep stage classification was developed. The method can capture the sleep information hidden inside EEG signals and automatically extract features from the signal. The constructed CNN method eliminated the need for deep digital signal processing skills, which usually serve as preprocessing phase for most signal operations. The time series plots generated directly from accelerometer and gyroscope signals were employed for classification of human activity and exercise detection [132]. The classification task was achieved with CNN, where the generated signals were formatted into image dimension. Estimation of brain activation with CNN was addressed in [133], where the temporal region was modified with unscented Kalman filter and a corresponding unscented smoother to observe inference relation of task-specific brain network. The CNN model parameters were estimated using expectation-maximization algorithm to exploit the partial linearity of the model. Moreover, the initial challenge encountered in building a model is data preprocessing and setup. Often data are irregular, inconsistent, and sometimes contain irrelevant information. Therefore, the preprocessing bottleneck for the creation of 2 mental state classification models for drivers from EEG signals was handled with CNN and deep residual learning [38]. The model contains 8 layers: the input layer, 3 convolutional layers, a pooling layer, a local response normalization layer, an FC layer, and the output layer.
Table 4. Deep learning technique for sensors and physiological signal task.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Task</th>
<th>Method</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zeng et al, 2018 [38]</td>
<td>Predict mental states of drivers</td>
<td>CNNa</td>
<td>Predicted the mental states of drivers from electroencephalography (EEG) signals using 2 mental state classification models called EEG-Conv and EEG-Conv-R</td>
</tr>
<tr>
<td>Zhang et al, 2017 [131]</td>
<td>Sleep stage classification</td>
<td>CNN</td>
<td>The total accuracy and kappa coefficient of the proposed method are 92% and 0.84, respectively</td>
</tr>
<tr>
<td>Veiga et al, 2017 [132]</td>
<td>Human activity classification</td>
<td>CNN</td>
<td>The exercises could be recognized with 95.89% accuracy</td>
</tr>
<tr>
<td>Lenz et al, 2011 [133]</td>
<td>Interactions in human brain</td>
<td>CNN</td>
<td>Result showed regions of human brain affected by interactions and activities</td>
</tr>
<tr>
<td>Murad et al, 2017 [32]</td>
<td>Human activity recognition</td>
<td>RNNb</td>
<td>Experimental results showed that the proposed method outperforms methods employing conventional machine learning algorithms, such as support vector machine and k-nearest neighbors</td>
</tr>
<tr>
<td>Liu et al, 2016 [134]</td>
<td>Predicting driving fatigue</td>
<td>RNN</td>
<td>Identified brain dynamics in predicting car driving fatigue. The model was evaluated using the generalized cross-subject approach</td>
</tr>
<tr>
<td>Yu et al, 2015 [135]</td>
<td>Human action classification</td>
<td>RNN</td>
<td>Real-time human action classification for recording and generating both action sequences and action classification tasks from continuous signal</td>
</tr>
<tr>
<td>Vakulenko et al, 2017 [136]</td>
<td>Human body motion analysis</td>
<td>RNN</td>
<td>The method generated missing information from human body motions from sparse control marker settings</td>
</tr>
<tr>
<td>Mo L et al, 2016; Ordóñez et al, 2016 [137,138]</td>
<td>Human physical activity recognition</td>
<td>RNN</td>
<td>The model can recognize 12 types of activities and the accuracy rate was 81.8%. CNN was applied for feature extraction and long short-term memory model for the human physical activity recognition</td>
</tr>
<tr>
<td>Mathews et al, 2018 [36]</td>
<td>Cardiac arrhythmias diagnosis</td>
<td>DBMc</td>
<td>Single-lead electrocardiogram model detected cardiac abnormalities which was comparable with human expert</td>
</tr>
<tr>
<td>Chu et al, 2018 [40]</td>
<td>Recovery motor imagery</td>
<td>DBNd</td>
<td>Recognize and restructure the incomplete motor imagery in electroencephalogram signals for recovery motor imagery-based treatment</td>
</tr>
<tr>
<td>Turner et al, 2014 [139]</td>
<td>Seizure detection</td>
<td>DBN</td>
<td>High resolution biosensing multichannel model achieved personalized health monitoring</td>
</tr>
<tr>
<td>Chao et al, 2018 [140]</td>
<td>Emotion recognition</td>
<td>DBM</td>
<td>The results showed that the proposed framework outperforms other machine learning classifiers</td>
</tr>
<tr>
<td>Jindal, 2016 [141]</td>
<td>Heart rate monitoring</td>
<td>DBM</td>
<td>Technique was able to predict heart rate with a 10-fold cross-validation error margin of 4.88%</td>
</tr>
<tr>
<td>Hassan et al, 2018 [142]</td>
<td>Human activity recognition</td>
<td>DBN</td>
<td>The proposed approach outperformed traditional expression recognition approaches such as typical multiclass support vector machine and artificial neural network</td>
</tr>
<tr>
<td>Ruiz-Rodríguez et al, 2014 [141]</td>
<td>Blood pressure monitoring</td>
<td>DBM</td>
<td>Continuous noninvasive blood pressure monitoring system with performance higher than benchmark methods</td>
</tr>
<tr>
<td>Yuan et al, 2019 [144]</td>
<td>Epileptic seizures detection</td>
<td>AEc</td>
<td>Experimental results showed that the proposed model was able to achieve higher average accuracy and F-score of 94.37% and 85.34%, respectively</td>
</tr>
<tr>
<td>Jirayucharoensak et al, 2014 [145]</td>
<td>Detection of emotion</td>
<td>AE</td>
<td>The model provided better performance compared with support vector machine and Naïve Bayes classifiers</td>
</tr>
<tr>
<td>Jokanović 2017 [146]</td>
<td>Human fall detection</td>
<td>AE</td>
<td>Experimental data were used to demonstrate the superiority of the model over principal component analysis method</td>
</tr>
<tr>
<td>Xia et al, 2018 [147]</td>
<td>Cardiac arrhythmia classification</td>
<td>AE</td>
<td>The results from the model (99.8% accuracy) showed that the classification performance of the proposed approach outperforms most of the state-of-the-art methods</td>
</tr>
</tbody>
</table>

aCNN: convolutional neural network.
bRNN: recurrent neural network.
cDBM: deep Boltzmann machine.
Similarly, RNN methods have been effective in mining discriminative features from raw input sequences acquired from body-worn sensors. The use of deep RNN for building recognition models for human activities was proposed in [32]. It was capable of capturing long-range dependencies in variable-length input sequences. Moreover, the use of fuzzy logic with RNN to create a recurrent fuzzy NN increases adaptability and the bottleneck of regression problem to handle driving fatigue for preventing road accidents [134]. In addition, classification of multiple types of motion when observing a human action can be difficult because of the complex nature of the timescale signal. Therefore, [135] proposed supervised multiple timescale RNN architecture for handling the issue of action classification. To overcome the difficulty of setting the initial states, a group of slow context nodes, known as classification nodes, was created. The supervised model provides both prediction and classification outputs simultaneously. In [136], continuous-time RNN networks were considered as dynamic models for the simulation of human body motion. These networks comprise a few centers and many satellites connected to them. The centers evolve in time as periodical oscillators with different frequencies.

Furthermore, [40] developed a decoding scheme from a combination of Lomb-Scargle periodogram and DBN to recognize incomplete EEG signal data to solve the problem of motor imagery recovery for performing classification tasks such as heart rate variability. The use of a variety of representations and DBM algorithms was explored for seizure detection in high resolution, multichannel EEG data [138]. In addition, a DL framework based on improved DBN with glia chains (DBN-GCs) for handling emotion recognition task was constructed [140]. In the framework, DBN-GCs are employed for extracting intermediate representations of EEG raw features from multiple domains separately, as well as for mining interchannel correlation information by glia chains. The higher-level features describe time domain characteristics and frequency domain characteristics. The time-frequency characteristics are fused by a discriminative RBM to implement emotion recognition task. Owing to the increasing monitoring of heart rate through mobile phones and wearable devices, [141] presented a novel technique for accurately determining heart rate during intensive motion by classifying PPG signals obtained from mobile phones or wearable devices integrated with motion data obtained from accelerometer sensors.

Moreover, AE models have also been constructed to solve health and biomedical challenges using signals and sensors. For example, AE-based multiview learning was implemented to monitor and analyze multichannel EEG signals of epileptic patients to prevent complications caused by epileptic seizures [142]. The implemented approach was an end-to-end model that was able to jointly learn multiview features from both unsupervised multichannel EEG reconstruction and supervised seizure detection via spectrogram representation. In [145], the utilization of stacked hierarchical AE learning approach was proposed for automatic emotion recognition with nonstationary EEG signals. To alleviate overfitting problem, principal component analysis was applied to extract the most important components of the initial input. In addition, covariate shift adaptation of the principal components was implemented to minimize the nonstationary effect of EEG signal. In another similar implementation, a stacked AE was proposed to detect human fall [146]. The proposed approach automatically captures the intricate properties of signal from radar. To minimize false alarms in human fall detection, information from both the time-frequency and range domains was fused together.

Challenges in Health Care for Deep Learning Applications

In spite of the all the impressive achievements and capabilities of DL discussed in the previous section, the technique is still in its infancy in biomedical and bioengineering applications. There are significant challenges that need to be resolved for DL to be able to handle the inherent medical and health care challenges. This section highlights some of the challenges confronting the implementation of DL methods.

Medical Data Representation and Transformation

DL algorithms can make the most effective observations and predictions with the appropriate type and quantity of data. Currently, real-world medical data are in unstructured formats such as sequences (time series, audio and video signals, DNA, and so on), trees (XML documents, parse trees, RNA, etc), text data (symptoms description, tumor description, medical records), or combinations of any of these formats [148]. Unfortunately, the core of DL technique can only process numeric input data as eventually it is broken down to strings of zeros and ones for computing system. Some qualitative data are not easily converted into a usable format and processing can sometimes become complicated. Humans can easily process and make meaning of these data and when there is a simultaneous change, for example, in intensity and quantity, it can easily be understood and adjustment can be made with regard to the changes; an example is temperature and light. The representation of similar processes and conditions in DL requires a lot of encoding and thoughtful mathematical expressions in DR and transformation. Cross-domain feature learning algorithm based on stacked denoising AE has been considered for effective feature representation to describe data with multimodal property (eg, signals, image, video, and audio) [149]. A DL architecture that is capable of integrating multiple types of data concurrently is needed to handle some real-world situations.

Figures 15 and 16 show the differences between currently available implementation of DL methods and the expected real-world implementation, respectively. In Figure 15, different medical data have corresponding DR formats which fit a particular DL architecture. The design is expected to respond to one type of input or DR and produce a response for the expected input. However, Figure 16 is a smart DL that mimics the simultaneous process of the human body where it is capable of handling multiple inputs simultaneously to decide a response.
Consider, for example, a multiple DR DL model for monitoring a baby's health condition. When the model observes an abnormal behavioral pattern of the baby, the temperature and the physiological signals from the baby are analyzed and considering the input of light intensity and the temperature of the environment and the baby, the model produces a response for the baby's health status.

**Handling Biomedical Data Stream**

Another challenge with DL is dealing with fast moving and streaming data [150]. There is a rapid change in the health care industry with huge volume of health care data emanating at a rapid rate. The benefit of this is that the medical practitioners can leverage on these with the support of DL model to diagnose and deliver health care services for different pathological conditions. These data can be found in real-time biomedical signals from many sources, including blood glucose monitoring, brain activity, blood pressure and oxygen saturation level, biomedical imaging from ultrasound, electrography, MRI, in thousands of terabytes for insight into medical conditions.

Unstructured data format of useful patient records in the form of clinical text contains useful patterns and genomic data describing relationship between various genetic markers, disease conditions, and mutations. Physiological sensing data from ECG and EEG are important signals that are acquired from different parts of the body. It is important for DL to be able to make meaning of large volumes of continuous input data that change with time and also take into consideration when previous data become obsolete. In [151], continuous activity learning framework for streaming videos by intricately tying together deep hybrid feature models and active learning was proposed. In another architecture, a streaming hardware accelerator was proposed for incremental feature learning with denoising AE [152,153]. Although, some DL architecture variants have tried to proffer techniques for working around this situation, there are unresolved challenges regarding effective analyses of fast moving, large-scale streaming data in terms of memory consumption, feature selection, missing data, and computational complexity.
Figure 17 describes the summary between generated continuous medical data (CMD) and the usage of the data by DL. The challenge for DL is to make use of CMD, rather than only performing classification and prediction on the new data. The figure describes the use of updated database storage to keep generated data, which serves as a buffer to hold data until it is used to update the model in the DL stream processing.

The importance of this architecture is that it provides the platform for many consumer streams such as mobile device, medical practitioners, and third-party application programming interface (API) services to utilize the data. However, in the future, there may be variants of DL methods to handle real-time CMD, which may eliminate or reduce the function of big data analysis module.

Analyzing Medical Big Data

Large quantity of data is responsible for highly accurate results recorded in DL. During the learning phase, features in the data are used to build or create parameters in the neurons to achieve prediction. It is important for the data to be large. In addition, it is also important for the data to contain important and required features for the training. Some medical domains that want to take advantage of DL are restricted because of the difficulty in generating or acquiring data and sometimes labeling data requires domain experts, who are not readily available. In [154], a technique was presented for dealing with fine-grained image classification scarcity. Furthermore, [155,156] presented an approach to deal with useful features in data for DL. The question is how much information is available in large data. Tuning parameters of neurons is achieved largely through validation computation procedures and the choice of DL structure. Medical big data (MBD) analysis has numerous advantages, including disease control, treatment, and diagnosis. Some MBD can be obtained from various sources, for example, medical imaging devices, the internet, biometric data, large clinical trials, biomarker data, clinical registries, and administrative claim record [157]. DL provides the tool to make smart and accurate analysis of data in this field, which will assist experts take better decision, report patient health status, and build an efficient AI. However, there are some challenges confronting DL in this domain. The major challenge is the difficulty in acquiring MBD because of danger of data misuse and lack of data sharing insensitivity which could compromise privacy of patients, legal issue, costly equipment and medical expert involved [158].

Another issue is the method of data collection which is done through application forms and protocols which could be hectic. The data are sometimes relatively small compared with data from other environments (eg, social media) and they are generated from nonreplicable situations or not readily common conditions. There are other inherent challenges encountered in MBD. Apart from missing data, there is the issue of errors in encoding medical record data during storage and difference in measurement equipment and measurement scale. In some areas, data are not available or are not enough because of the lack of knowledge on the importance of big data and data analysis. Synthetic data are sometimes constructed and integrated with acquired real data to achieve a large data size and maintain a balance of variables, nevertheless, how much trust should be given to synthetic data. In the aspect of analysis, there are different types of patient characteristics which can result in differences in physiological signals such as weight and the time of treatment, which may be an additional dimension [159]. These issues need to be resolved to provide an integrated health care system that will improve service delivery and reduce dependence on experts. DL methods require reliable and large data for successful results. Although it is relatively easy to acquire data from other sources, such as Web or user internet pattern, online customer reviews, electronic devices, and atmospheric conditions (eg, temperature and wind speed), it is
often difficult to acquire data from human subjects because of the inherent challenges such as maintaining fixed position sometimes over a long period of time, static charges interference during data acquisition from the subject, difference in metabolic conditions, and negative side effects and reaction by the subject. A summary of the source of MBD, benefits of DL, and challenges of MBD is presented in Figure 18. It is necessary to have either single or multiple repositories to manage MBD; however, there are challenges such as poor network connection, incomplete or inconsistent data, and unavailable computing resources that will mitigate against achieving the desired analysis of the data.

Figure 18. Overview of external challenges in acquiring and analyzing medical big data.

Hardware Requirements for Medical Big Data
DL solution requires large training data to function effectively. Usually real-world medical data are very large and are constantly increasing. To implement tasks and create models, the computing machine needs to be equipped with sufficient processing power. To handle such requirements, data scientists and engineers developed multicore high performing GPUs and similar processing units as the regular central processing unit is impractical to handle large-scale DL tasks [160]. These GPUs are expensive, consume lot of power, and are not readily available for common use or in medical institutes and hospitals where the data are captured and generated. However, some companies, such as Wolfram Mathematica and Nervana Systems, have taken up the project to provide cloud-based services that allow researchers to speed up the training process [42]. The challenge is that industry level DL systems use high-end data centers, which are not available in medical institutions, whereas, deployment after training is done on smart devices, such as laptops, smart wearable devices, embedded computers, and other mobile devices, which have small and inefficient processing units. The larger the DL architecture, the bigger the computing requirement needed to accomplish training. Deploying DL solution to the real world thus becomes a costly and processor consuming situation. mHealth big data are pointless without suitable DL analytic methods to extract meaningful information and hidden patterns from data. One study [161] presents a tutorial on DL in mobile big data analytics and discusses a scalable distributed DL framework over Apache Spark. The framework is executed as an iterative MapReduce computing on many Spark workers. A partial deep model is learned by each Spark worker on a partition of the overall
mobile, and a master deep model is then built by averaging the parameters of all partial models. Moreover, there are current hardware designs intended to implement artificial neurons in a chip, such as Intel Curie, NuPIC, SpiNNaker, and IBM TrueNorth [42]. There are couple of notable software packages that provide implementation of DNN and have API for Python, Java, C++, and MATLAB, for example, TensorFlow by Google, neon by Nervana Systems, and Caffe by Berkeley Center.

**Future Trends for Deep Learning**

The current achievement in DL will open up more research areas and improvements on existing models. This section describes possible directions for research and development with focus on health care and applications of physiological signals.

**Complexity of Computation**

There is increasing application of DL in the medical field, especially in the area of physiological signals such as ECG, EEG, electromyography (EMG), and so on. ECG measures the bioelectrical activity of the heart, EEG monitors the bioelectrical activities of the brain, and EMG observes the working condition of the muscles and nerves of the body. The success recorded in this area will bring to the surface more application and implementation variation techniques. The purpose of automated analysis of these signals is for implementation in clinical devices as a practical medical diagnostic tool to improve the efficiency of treatment and continuous health monitoring. To achieve this feat, subsequent studies need to enhance the complexity of classifier algorithm to improve computational efficiency and complexity. For example, one study showed that the memory and complexity of DBN model is higher than other algorithms such as SVM, logistic regression, and K-nearest neighbor (KNN) [139,162]. However, DBN provides high accuracy over the other algorithms. Therefore, improvement is needed to enhance the DL algorithm for practical use.

**Multitasking Deep Learning**

Currently, the rise in the use of wearable devices in recent years means that multiple physiological signals can be captured simultaneously and continuously. The classification and analysis of these signals may require different DL methods for different tasks. Future studies should consider a single generalized DL method that could satisfy multiple classifications. The purpose of this approach will conserve time and effort that would otherwise be needed to create a specific method for each classification. One study [163] considered a complex scenario of learning over multivariate and relational time series with missing data, where relations are modeled by a graph. They not only predicted future values for the time series, but also to fill in missing values. Another future consideration is to design DL methods that combine multiple physiological signals for classification. Multiple signals from wearable devices provide the possibility to integrate these signals to have a unified model. Constructive application of these signals will definitely increase accuracy and will also serve multiple purposes, where when one of the signals is not available, the system can still function with available signal input. Furthermore, a combinational adaptive DL model that is capable of handling multiple physiological signals for different classification tasks (multitasking) will minimize dependence on a single model and open the opportunity for a different approach to the application of DL.

**Medical Internet of Things and Application**

Internet of Things (IoT) and big data are responsible for the creation of smarter environment. One study [164] describes a smart environment as a physical world that is richly and invisibly interwoven with sensors, actuators, displays, and computational elements, embedded seamlessly in the everyday objects of our lives, and connected through a continuous network and smart mobility. IoT devices are on the increase; an estimated 50 billion devices will be connected to the internet by 2020 [165]. This will bring about explosion in the size of data that will be generated. The exponential growth of data from connected devices, such as wireless body sensor, smart meters, and so on, makes DL the desired tool to make meaning from these data. A cloud-based DL becomes a challenge because of connection bottlenecks and overall reduction in the quality of service owing to latency issues [166]. Edge computing is proposed to move computing service from centralized cloud servers to edge nodes closer to the end users [167]. Some research has been conducted in this emerging field, such as seizure prediction in controlling epilepsy in medically refractory patients with EEG and electrocorticography signals via IoT [168]. The rapid proliferation of mobile phone and wearable devices has contributed to the evolution of IoT-enabled technology from usual single center–based system to more personalized health care systems. mHealth uses the wireless connection in IoT and mobile technology from mobile industry to create a connection between patients and health care professionals to make patients become advocates of their own health and promote communication between the professional and patients. mHealth framework in IoT has been used to create a voice pathology detection system using DL [169]. In the system, voices are captured using smart mobile devices. Voice signals are processed before being fed to a CNN. One study [170] presented a DL and mHealth technologies for improving tuberculosis diagnosis in Peru. Figure 19 shows the structure of edge computing technology where all the data captured from IoT devices are stored in the cloud. The edge nodes use specific data from the cloud required by client devices to perform DL analysis and computation. Edge computing adds 2 major enhancements to cloud computing by processing large volumes of data before transferring it to the cloud and enabling computing ability in the edge node, which optimizes the resources in the cloud. An example is DL-based food recognition system for dietary assessment on an edge computing service infrastructure [171]. Further research can be done to improve this area for efficient implementation of DL, for example, a distributed, layer-centered DL architecture that supports edge node operation of cloud resources. DL techniques maximize the number of tasks in computing environment owing to limited service capability, network performance, and scalability.

Performance evaluation and measurement of DL on edge computing is also another area to consider. Moreover, in the future there will be distributed and integrated variants of DL methods for edge computing because of the increase in IoT devices and technology.
Figure 19. Deep learning service for medical internet of things (IoT) with edge computing and mobile apps for continuous health care monitoring using magnetic resonance images (MRI) and signals such as electrocardiogram (ECG), electroencephalogram (EEG), electromyography (EMG).

Semisupervised Learning for Biomedical Data

Another key area of interest would be to explore the situation of both labeled and unlabeled data which occur in many biological domains such as proteins and DNA. The objective of DL in such cases is to integrate semisupervised training techniques toward achieving the criteria for good DR learning. For further studies to enable DL understand the patterns and DRs in such situations (unlabeled/unsupervised data), one approach would be to consider the existing labeled/supervised data to tune learned pattern and representation to achieve the optimal modeling for the data. Another approach is to combine DL and active learning [151]. Variants of semisupervised learning in data mining and active learning methods such as adaptive learning and transfer learning can be exploited toward obtaining improved DRs. Input from crowdsourcing or human experts can be used to obtain labels for some data samples which can then be used to better tune and improve the learned DRs [150]. Furthermore, hybrid DL has been constructed for feature extraction, classification, and verification of faces [172]. Application of DL in physiological signals for health care monitoring and analysis is still in its infancy and often suffers from incomplete or unavailable labeled data. More study needs to be done in this area and the implementation of hybrid techniques and variants of semisupervised learning to overcome the challenges of unlabeled data.

Replacement of Biomedical Research Methods by Deep Learning

There are more areas to implement DL to improve services, operations, devices, and software for health and medical fields. One study [173] proposed a clinical validation technique for improving grading of data collected by crowdsourcing for diabetic retinopathy, a leading cause of vision loss because of diabetes mellitus. A logistic regression method was implemented with 50% dataset for training that have normal and abnormal classification labels. Test and validation was performed on 50% dataset. The result achieved 90% sensitivity. However, the operation requires human decision which is prone to error and bias. CNN can be applied to 50% of labeled images to learn the features through series of convolution and pulling layers to predict 50% test set. The sensitivity is expected to be more than 90% as CNN abstraction of features at different layers will improve the sensitivity results. Furthermore, analysis of fall of individuals with dementia from continuous video monitoring was performed for early detection and prevention [174]. Analysis was carried out using a 4-point Hopkins Falls Grading Scale. A suitable DL method will be a hybrid technique of both RNN and CNN (recurrent CNN), which is able to approximate a function from a series of video frames in the continuous video sequence to systematically determine patient’s condition: prefall, fall, and postfall. This can be implemented to trigger alarm for medical attention for the patient. In [175], mainstream wearable device was presented in health monitoring to support consumers in making purchasing decision. The analysis method
implemented may become ineffective as the data grows larger, but a DNN will remain effective despite the size of the data and the performance will not decline. Another area of application is in cardiovascular hemodynamics and diseases with simple diagnostic algorithm [176]. LSTM technique will effectively map the sequence of sounds from the device capturing the sound to distinguish between normal and pathologic heart sounds. LSTM is capable of understanding the pattern from the sound data because of the gate and memory circuit which is an integral part of the DL algorithm. One study [177] presented a qualitative and quantitative tablet-based software application for assessing bodily symptoms for both clinical and research purposes. The implementation can be achieved with multilayer stack AE between patients and doctors. The architecture of AE is able to encode and decode the input from patients to the expected output for the treating doctor and vice versa. The multilayer concept will handle the test-retest reliability. Furthermore, a construction of a priori analysis was employed to describe the essential qualities of participant’s experience [178]. This included delineation of common and novel themes relating to informed consent, with a self-administered, mobile phone-based electronic consent (eConsent) process over a 6-month period within the Parkinson mPower app. This challenge can effectively be resolved with structured DBN architecture. Data collected for the specified period can be used to train a DBN model that resides in a cloud and the mPower app can communicate with the model to get required result. DBN layer-wise training technique ensures that features in the input data are taken into consideration during the creation of the model. This architecture removes processing responsibility from the mobile app (this makes the device light), provides the possibility for extension of the model, allows multiple users to take advantage of the system, and allows for central update when necessary. In [179], user needs for mobile behavioral-sensing technology was presented for depression management using thematic analysis with an inductive approach. The research was conducted by interviewing 9 clinicians and 12 students with depression, recruited from a counseling center. The interview duration was between 40 and 50 min and there was audio recording and transcription. The success recorded was because of small data size. However, it will become challenging with large size of data and human limitation will affect performance. Therefore, hybrid DL technique will provide a better performance, with the use of LSTM to model the recorded audio and DNN for the structured content. The use of hybrid technique will make better meaning from the data, as the model keeps learning and improving with increasing available data without human bias or the limitation of thematic analytic model. DL can be implemented to understand the use of gyroscope for classification of physical activities using mobile phone motion sensor. In [180], 13 physical activities were considered, and the classification technique required the use of many algorithms: C4.5, Naïve Bayes, logistic regression, KNN, and meta-algorithms such as boosting and bagging. DL technique called RBM will be appropriate to replace the implemented algorithms. The conditional distribution over the hidden nodes in RBM makes the feature presentation of each activity from the input signal possible.

**Conclusions**

ML is gradually influencing the way health care treatment and monitoring is performed. All of this can be attributed to the success recorded by DL. Compared with conventional ML and feature engineering, DL has potentially proven to provide response to data analysis and learning problems found in enormous volumes of data. Different variations of DL techniques have been implemented across many areas such as biomedical image, health record processing, sensors and physiological signal processing, human motion and emotion analysis, and so on. A successful AI system must have an excellent ML component; DL is taking the position as the number one choice for AI. To understand DL, in this review paper, we discussed about the basic architecture of DL methods. The discussion focused on principles of operation and application in health and medical domains. We presented the following models: (1) AE, (2) RNN, (3) CNN, (4) DBN, and (5) DBM. We presented a review of publications that have implemented these models in medical image, physiological signals, biological system, and EHR. We investigated the trend of DL implementation from 2012 to 2017. We observed a steady rise, with CNN having the highest increase occurrence. Computer and network architecture will gradually begin to change to support big data and DL techniques for efficiency and scalability. Moreover, there are some inherent challenges encountered in DL that need to be addressed. Most of these data in the real world are in unstructured format that cannot be processed by DL methods and require extra layer of encoding and representation. Clinical data are expensive to acquire and dataset contains incomplete and inconsistent records.

Statistical results presented in this review paper reveals that future applications and trends in DL will see more application of CNN implemented in medical image processing. There will be more variations of DL techniques across the general DL methods. There will be increase in the application of physiological signals using DL methods for diagnosis. The advancement in IoT and edge computing technology will bring about a different model of DL that will support this technology. Further research and study need to consider targeting this platform and solve issues relating to performance evaluation, scalability, and limited service capability. AI for mHealth will be driven by DL assisted by cloud and edge computing to process big data from wearable and mobile devices. Therefore, we can say that DL offers an excellent algorithm and is the answer to the challenges presented by MBD. However, the use of DL in every application that requires data analysis should not be done at the expense of other ML algorithms with less computation and memory requirement that are capable of producing similar results. Furthermore, attention should be given to other ML algorithms that have good possibility of achieving high performance with big data to deal with the demand for data analysis.
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Abbreviations

2D: two-dimensional
3D: three-dimensional
AE: autoencoder
AI: artificial intelligence
API: application programming interface
BM: Boltzmann machine
CMD: continuous medical data
CNN: convolutional neural network
CRF: conditional random fields
CT: computed tomography
DBM: deep Boltzmann machine
DBN: deep belief network
DBN-GCs: deep belief network with glia chains
DL: deep learning
DNN: deep neural network
DR: data representation
ECG: electrocardiogram
EEG: electroencephalogram
EHR: electronic health record
EMG: electromyography
FC: fully connected
GPU: graphics processing unit
IoT: Internet of Things
KNN: K-nearest neighbor
LSTM: long short-term memory
MBD: medical big data
mHealth: mobile health
ML: machine learning
PPG: photoplethysmogram
RBM: restricted Boltzmann machine
ReLU: rectified linear unit
RNN: recurrent neural network
scRNA-seq: small cytoplasmic RNA sequence
SSAE: stacked sparse autoencoder
SVM: support vector machine
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Abstract

Citizen science enables citizens to actively contribute to all aspects of the research process, from conceptualization and data collection, to knowledge translation and evaluation. Citizen science is gradually emerging as a pertinent approach in population health research. Given that citizen science has intrinsic links with community-based research, where participatory action drives the research agenda, these two approaches could be integrated to address complex population health issues. Community-based participatory research has a strong record of application across multiple disciplines and sectors to address health inequities. Citizen science can use the structure of community-based participatory research to take local approaches of problem solving to a global scale, because citizen science emerged through individual environmental activism that is not limited by geography. This synergy has significant implications for population health research if combined with systems science, which can offer theoretical and methodological strength to citizen science and community-based participatory research. Systems science applies a holistic perspective to understand the complex mechanisms underlying causal relationships within and between systems, as it goes beyond linear relationships by utilizing big data–driven advanced computational models. However, to truly integrate citizen science, community-based participatory research, and systems science, it is time to realize the potential of ubiquitous digital tools, such as smartphones, for connecting us all and providing big data. Smartphones have the potential to not only create equity by providing a voice to disenfranchised citizens but smartphone-based apps also have the reach and power to source big data to inform policies. An imminent challenge in legitimizing citizen science is minimizing bias, which can be achieved by standardizing methods and enhancing data quality—a rigorous process that requires researchers to collaborate with citizen scientists utilizing the principles of community-based participatory research action. This study advances SMART, an evidence-based framework that integrates citizen science, community-based participatory research, and systems science through ubiquitous tools by addressing core challenges such as citizen engagement, data management, and internet inequity to legitimize this integration.

(JMIR Mhealth Uhealth 2019;7(8):e14056) doi:10.2196/14056

KEYWORDS
community-based participatory research; smartphones; mobile phones; population health; mHealth; eHealth; digital health; big data; evidence-based framework; citizen science; participatory research; participatory surveillance; systems science; ubiquitous tools

Population Health Science in the Digital Age

Global population health crises in the 21st century are extremely complex, with links to economic disasters [1-3], warfare [3,4], and climate change [3,5]. The digital age offers new opportunities and challenges for population health science to tackle these global crises. For instance, digital tools and technologies are increasingly being used to not only address urgent humanitarian crises [6] but also facilitate citizen
participation, population health interventions, and knowledge transfer [7].

However, digital technologies are rarely evaluated for their impact on health outcomes [6], and perhaps more relevant to population health, citizens, communities, and researchers are seldom involved in designing digital tools [7,8]. Given that most digital tools are developed for profit, where privacy and confidentiality are major concerns [8,6], adoption of digital technology in population health science should take special consideration to remedy ethical pitfalls.

Given that addressing health inequities is one of the primary goals of population health science [9-11], there is a role for digital tools and technologies in contributing to the reduction of health disparities. Nevertheless, a digitally driven big data approach has the risk of widening existing health disparities if care is not taken to engage diverse populations to realize potential benefits [12]. Complex global health crises are exacerbated by health inequities and are difficult to address using traditional research practices, thus citizen science is emerging as a powerful approach that policy makers are increasingly employing in determining population health solutions [13,14].

An example of citizen science interventions is the ability to harness technology to inform active, healthy neighborhoods in developing countries [15]. This bottom-up approach of involving community members in research can also be an effective way to translate knowledge to a broader audience [14,16] and has inherent overlap with community-based participatory research, which is known to facilitate community involvement in informing research, policy, and practice [17].

Community-based participatory research has led the crusade of minimizing health disparities [18,19] by engaging communities equitably in all aspects of the research process [20]. However, global population health problems require holistic systems science solutions that enable the examination of complex interconnected factors influencing health outcomes [21,22]. As systems science has been identified as particularly effective for addressing health inequities [22], it is time now to reimagine the implementation of population health science in the digital age by developing a framework that integrates citizen science, community-based participatory research, and systems science (ie, three-pronged approach).

**Citizen Science**

Citizen science enables citizens to actively contribute to all aspects of the research process, from conceptualization and data collection, to knowledge translation and evaluation [23,24]. Citizen science has its roots in environmental and ecological activism [25], where volunteers across the globe can collect data without being restricted by the constraints of traditional academic research [26].

The applicability of citizen science has become increasingly interdisciplinary over the past couple of decades [27], which has implications for population health science—a field of science that plays a key role in addressing broad health inequities [28]. Moreover, with increasing power of citizens to effect change [13], citizen science is earning a place in national science policies of countries such as the United States and Australia by complementing the efforts of governments and health professionals [14].

Citizen scientists can support and encourage regional data collection in a manner that will help researchers and policy makers to avoid the *one-size fits all* approach [14]. Involvement of citizens in research procedures is also an effective way to communicate health information to a broad audience [14,16]. Rowbotham et al [14] argue that citizen science offers an opportunity to transform population health science by engaging a larger proportion of the population in data collection to bring citizen scientist perspectives closer to traditional decision-making processes.

As citizen science can range from contributory (ie, data collection) and collaborative approaches (ie, analysis and interpretation of data) to cocreation of knowledge (ie, conceptualizing research and translating knowledge) [27], it has a natural overlap with community-based participatory research.

**Community-Based Participatory Research and Citizen Science**

Community-based participatory research has a strong record of application across multiple disciplines and sectors to address health inequities [29-31]. A significant emphasis of community-based participatory research is on generating empirical evidence on social determinants of health, which in essence could be used to inform and influence population health policies.

However, as community-based participatory research is entrenched in human rights and social justice, it can be applied to promote local and regional policy change by bringing together community needs, scientific evidence, and political power [31]. In the path toward policy advocacy, participatory action can be the catalyst in engaging evidence with political power [31]. A key component in this participatory action is the involvement of diverse stakeholders in all aspects of the research process through shared responsibility and research ownership [29,32-37].

This foundational strength of community-based participatory research can result in symbiosis with citizen science in the realm of population health science, as there is considerable alignment between these 2 research approaches [38]. To translate citizen science into community voices that could potentially inform and influence policies [24], it is imperative that citizen scientist endeavors are structured using community-based participatory research principles, where citizens co-design studies and cocreate knowledge with researchers by contributing to all aspects of the research process [24,39].

As citizens are ultimately potential voters, citizen science can perhaps stimulate renewed impetus among decision makers and catalyze evidence-based policy formulation. The alignment with citizen science can catapult community-based participatory research action from local endeavors to global initiatives because citizen science is not restricted by geography, jurisdictions, or...
populations, thus enabling local solutions to global problems. Data collection on a global scale is the essence of citizen science, and in the 21st century, the potential for participatory modeling with a systems lens enables systems science via citizen science to solve population health issues [40].

**Systems Science, Community-Based Participatory Research, and Citizen Science**

Systems science takes a holistic perspective in understanding complex mechanisms by focusing on causality and going beyond linear correlations to advance data analytics through computational modeling that could inform public health decisions [41-48]. El-Sayed and Galea [46] conclude that a systems science approach can upend traditional analytical tools with novel methods such as machine learning, microsimulation, and social network analysis that do justice to the complexity and dynamism of population health science.

Systems thinking also includes qualitative mapping and problem structuring of ill-defined issues that enable stakeholders to directly address health disparities [47]. A systems science approach for structuring problems aligns with community-based participatory research by taking into consideration the need for stakeholder involvement to tackle systemic health inequities [48-50].

Frerichs et al [41] identified 5 areas of synergy between systems science and community-based participatory research—paradigmatic, socioecological, capacity building, colearning, and translational. These synergies provide a rationale for integrating systems science and community-based participatory research, with the central concept revolving around qualitative problem-structuring and systems mapping — a process that prioritizes research questions for computational modeling to delineate the complex pathways that influence health disparities.

Systems science can change the paradigm of population health science when combined with community-based participatory research and citizen science. Apart from their interdisciplinarity, the 3 research approaches have tremendous potential for symbiosis if they are used together for reciprocal benefit. For instance, community-based participatory research-informed qualitative mapping could benefit from citizen perceptions at the population level [41], an aspect that is core to citizen science.

Nevertheless, the crux of citizen science is citizen-driven quantitative data collection [51], which has implications for both systems science and population health science. Large groups of citizens could provide individual, environmental, and social big data needed for examining interconnected, nonlinear relationships through agent-based modeling that could inform population health policies [24,52]. A systems perspective can broaden citizen science as an anchor for population health science, which is increasingly adopting socioecological frameworks [53-55]. The realization of research conducted using these frameworks requires complex multilevel subjective and objective data that enable linkages across geographic and jurisdictional barriers.

Although there are examples of citizen science projects combining social and ecological data [56-59], participation of citizens in population health endeavors (ie, large-scale linkage of individual-level health data with administrative and contextual data) has rarely been tested or implemented. Citizen science has predominantly been used for environmental change or ecological activism, whether it is reconstruction of native landscapes in disaster zones in Iraq after the collapse of Saddam Hussein or the determination of social, environmental, and economic associations in high-risk industries such as coal mining [60,61].

The bottom-up approach of citizen science to bring about social and environmental change has a place in population health science if integrated with community-based participatory research [51]. Nevertheless, the need for big data will eventually thrust systems science to the forefront in conducting population health science [62], and this need can be addressed by leveraging citizen-owned ubiquitous digital tools for large-scale data collection by combining citizen science and community-based participatory research.

**Integration Through Ubiquitous Tools**

The growth of citizen science in recent years can be attributed to the global spread of internet-connected devices [63], and among all internet-connected devices, the ubiquitous presence of smartphones is the most significant development for citizen science-enabled population health research. The phenomenal growth of smartphone ownership in both developed and developing countries [64] creates an opportunity for the proliferation of citizen science across international borders.

Methodologically, the technology that powers these devices offers extraordinary research opportunities for population health science to overcome traditional constraints in terms of participant recruitment and retention, data collection and analysis, interventions, and knowledge translation [24]. Because smartphones have become a key part of day-to-day life and the primary one-stop communication device at home, work, and on the go [24,65], researchers can collaborate with citizen scientists to triangulate critical data: qualitative perceptions via audio, video, and photo-enabled ecological momentary assessments; traditional and novel quantitative data via deployment of surveys in real time; and objective data sensed via in-built smartphone sensors (eg, accelerometers, pedometers, and global positioning system) [24]. This triangulation allows consistent and longitudinal capture of big data in terms of volume, velocity, variety, and veracity [66], which is essential for the development of novel computational models informed by systems science approaches.

Although such comprehensive endeavors are not commonplace at the moment, initiatives such as the SMART Platform are leading the integration of citizen science, community-based participatory research, and systems science in implementing studies for population health surveillance, integrated knowledge translation, and policy interventions [24,67]. The success of
this three-pronged approach will ultimately depend on academic leadership in engaging citizens and communities to leverage data required to address population health issues that are of concern to citizens, communities, policy makers, and researchers.

According to some estimates, there will be 6 billion smartphones in circulation by the end of 2020 [64]. Our lives may be difficult to imagine without these gadgets, and out of all the internet-connected devices that we use, smartphones are the most versatile and pervasive tools. As there is no indication that we will revert to the days without these devices, the real question is, how can we transform smartphones into effective research tools?

The three-pronged approach provides a paradigm-changing purpose to these research tools. However, for this approach to come to fruition, academia needs to play a role in empowering citizens through smartphones, especially because leaders in the technology industry do not have a strong record of safeguarding citizen privacy and confidentiality [68].

The SMART Framework

SMART is an evidence-based framework designed to conduct population surveillance, knowledge translation, and interventions by integrating citizen science, community-based participatory research, and systems science. The framework informs the SMART Platform, which researchers are utilizing to engage with citizen scientists via their smartphones to implement multiple studies with varied study designs (eg, cross-sectional and longitudinal studies to quasi-experimental and community trials) across different jurisdictions within and outside of Canada [69]. SMART Platform provides the flexibility to engage with participants (ie, citizen scientists) in real time to capture rich population health data across jurisdictions.

Studies conducted by the SMART Platform apply mixed-methods approaches to understand not just the incidence and prevalence of health behaviors and outcomes but also where, when, how, and, more importantly why health behaviors and outcomes change. Comprehensive population health data collection is achieved by triangulating traditional surveys with ecological momentary assessments deployed via smartphones and mobile sensors. These data can be linked with upstream policy and administrative data and downstream health care utilization data to inform policies across jurisdictions in collaboration with primary stakeholders [24].

The SMART Framework is rooted in continuous and consistent engagement of citizen scientists by empowering them to cocreate knowledge. The three-pronged approach allows collaborative development of research questions through qualitative systems mapping that enables data collection across the life course to inform dynamic modeling [41]. The evidence generated by this approach is translated back to all relevant stakeholders, including citizen scientists through the same devices that provide the digital data used in all analyses—smartphones (Figure 1).

Figure 1 enumerates the key components of the SMART Framework (ie, stakeholder engagement on the left side and data processes on the right side) as well as the direction of the data (>) and evidence (<<) flow in relationship with the key stakeholders. The engagement of key stakeholders in the SMART Framework is encapsulated by the interaction between citizens, communities, researchers, and policy makers [51].

The contribution, collaboration, and cocreation cycle is central to citizen science and community-based participatory research, and the engagement of stakeholders that materializes within this cycle is essential for qualitative systems mapping to determine research questions.

Researchers have a vital role to play in both empowering citizens to participate in collaboration with communities and to translate evidence back to all the stakeholders, including policy makers.
Thus, researchers occupy a central role that straddles both stakeholder engagement and data processes. The evidence translated will enable evaluation of existing research goals in collaboration with stakeholders to inform future data generation.

Data processes are driven by collection, synthesis, and analysis, with researchers playing the primary role in enabling these processes. Nonetheless, there is a significant potential for citizen involvement in data processes, depending on the level of engagement—contribution, collaboration, or cocreation [51]. These processes are dependent on data management, dynamic modeling, and evidence mobilization to ultimately convert data into evidence and translate it back to all stakeholders through the researchers.

The infinity symbol is representative of the continuous interplay between stakeholders and constant flow of data and evidence within the framework. Digital data leveraged through ubiquitous devices such as smartphones are central to this endless data generation, which is apparent from our dependence on these devices. The stakeholder interplay and data and evidence flow are facilitated by the three-pronged approach, which in turn expedites population health surveillance, integrated knowledge translation, and interventions—processes that are not only interconnected but also interdependent [24]. Overall, the framework enables quick replication of studies in different geographic locations, with an option to centralize or decentralize data collection and storage to follow ethical guidelines for data privacy, anonymity, and security.

An example of this synergy is evident from one of the initiatives informed by the SMART Framework—SMART Indigenous Youth. This initiative is a longitudinal community trial that engages indigenous youth (aged 13-18 years) and educators in rural and remote areas of Canada as citizen scientists [70]. The objective of SMART Indigenous Youth is to improve mental health outcomes among youth by embedding a land-based, culturally appropriate active living intervention into the school curricula.

As part of this initiative, youth and educator citizen scientists are able to cocreate knowledge through a strong partnership between researchers, schools, and rural and remote communities where these citizen scientists reside. The communities are independent jurisdictional units governed by Chief and Council, who also engage with researchers in concert with schools and citizen scientists. This stakeholder engagement accelerates the big data collection (surveillance) needed for the dynamic modeling that generates evidence translated to stakeholders (integrated knowledge translation) to evaluate the community trial (intervention).

SMART Indigenous Youth is an ideal example of research informed by the SMART Framework, and this investigation would not be possible without the power of citizen-owned smartphones. These ubiquitous tools are the reason for real-time engagement of citizen scientists in rural and remote areas, thus they serve as tools of equity for a population that is among one of the most vulnerable in Canada [71,72].

**Addressing Challenges**

**Citizen Engagement: Recruitment, Retention, and Compliance**

The success of citizen science is dependent on its ability to contribute data, or collaborate and cocreate knowledge with researchers [51]. However, for these actions to transpire, citizen scientists need to be engaged and empowered. Engagement and empowerment are directly connected to recruitment, retention, and compliance, which are key challenges for the success of citizen science. Through the SMART Platform [69], we are
integrating citizen science and community-based participatory research to aid citizen engagement and empowerment. For example, when we recruit youth citizen scientists, we not only engage with schools and school administrators as community partners, but we also form youth citizen scientist councils, where youth interact with researchers and school administrators to drive the research process.

Currently, the SMART Platform is using mobile technology and wearables within and outside of Canada to run simultaneous surveillance and intervention studies with varied designs (eg, cross-sectional and longitudinal studies to quasi-experimental and community trials) among populations across the life course [69,70,74-76]. An important factor in maximizing recruitment, retention, and compliance is to develop strategies that are specific to different studies, cohorts, and demographic groups.

For instance, effective recruitment and retention of older cohorts (aged >65 years) requires continuous engagement and in-person deployment of mobile apps to minimize social isolation and potential technology anxiety. With respect to marginalized populations such as indigenous youth, apart from in-person group deployment through peer-to-peer interaction, incentives such as free data plans play a key role in the success of mobile health interventions.

Finally, to improve engagement from a mobile technology and methodological perspective, it is crucial to understand how mobile interfaces can be made more intuitive to reduce the burden of traditional surveys instruments. Deploying and testing ecological momentary assessments and developing replicable methods for objective data derivation are strategies used by the SMART Platform to reduce burden and increase overall compliance [69,77].

Moreover, the Platform is devised to trigger questions based on time, location, and movement to understand citizen science compliance. The challenges of citizen engagement need to be addressed by a combination of logistical, technological, and methodological solutions—before, during, and after data collection—that are facilitated by the three-pronged approach of the SMART Framework.

Legitimization: Resources, Power Balance, and Traditional Conservatism

The SMART Framework’s three-pronged approach inherently faces challenges with legitimization, with leveraging resources being the primary obstacle, as this approach requires significant support in terms of personnel training, funding, and time [41]. Furthermore, as computational modeling processes used by researchers lack transparency, the balance of power between researchers, and communities or citizens could be another valid challenge [78].

In addition, traditional conservatism of academic research could be a larger barrier for this three-pronged approach within population health science, where there is risk of reinforcement and perpetuation of the status quo [79]. With transformative change necessitating more than the involvement of multiple stakeholders [80,81], a need exists for continuous evaluation of the three-pronged approach.

Rowbotham et al [14] state that although citizen science has been neglected by population health science, it has the potential to traverse cross-jurisdictional boundaries to provide new insights in solving population health problems. Moreover, in their study exploring the role of citizen science in transforming population health science, the authors also emphasize the role of community-based participatory research in addressing population health issues [14].

Conducting research using the three-pronged approach requires a long-term vision that cannot be restricted to short-term projects. Existing evidence indicates that citizen science projects, especially those that take a systems perspective, require longevity, and although citizen science projects have been able to obtain private and public funding for longitudinal studies through cross-disciplinary funding initiatives, there is an inherent risk of altering the project goals to meet funding requirements [82].

Utilizing the three-pronged SMART Framework, the SMART Platform has evolved into a digital methodological toolkit that can address broad population health issues ranging from the physical inactivity pandemic and youth mental health, to indigenous health and school health policies [69,70,74-76]. In doing so, the Platform has been able to secure funding from multiple private and public sources by aligning its goals with priorities of both funding agencies, and citizens and communities.

This tactic has triggered the interest of interdisciplinary researchers in citizen science–enabled population health studies, which is important for the success of the integration of citizen science, community-based participatory research, and systems science [52]. The integration also allows the transfer of power to citizens and communities, who play an important role in evaluating the implementation of the SMART Platform. In the SMART Framework, researchers empower citizens to play a larger role and challenge traditional conservatism in academia. This ultimately allows population health science to use citizen science as a tool when integrated with community-based participatory research and systems science.

Data Management: Privacy, Security, and Linkages

Ethical considerations in terms of data privacy, security, and anonymity are at the forefront of the SMART Framework. Smartphone-enabled citizen scientist personal data provide sophisticated granularity in terms of potential identification of participants in real time through a slew of sensors such as a global positioning system [83].

Protecting privacy and anonymity of citizens requires advanced encryption processes, which are embedded into the SMART Platform [24]. However, before beginning data collection and storing encrypted data, obtaining informed consent is mandatory [77]. As part of the SMART Platform, citizens not only provide informed consent through their smartphones, but they are also able to drop out of studies and request the deletion of their data. Citizens can also review the informed consent through their smartphones at any point during the study.

Beyond the ability to provide and delete data, citizen scientists in the SMART Platform co-own the data and are able to
participate in data visualization, contribute to analysis, and translate knowledge—all aspects that are enabled by the integration of citizen science, community-based participatory research, and systems science. However, citizen science–enabled data need to be linked with administrative, policy, and even health care access and utilization data to address population health issues [77].

Data linkages require digital and logistical infrastructure as well as policy maker support. For citizen science engagement, technological tools that facilitate secure data collection, synthesis, analyses, and dissemination are essential [52]. These data processes require front-end human-computer interfaces such as smartphone apps and back-end interfaces that encapsulate data management, modeling, and mobilization, as articulated within the SMART Framework.

The SMART Platform utilizes sophisticated front-end interfaces, which comprise constantly evolving smartphone apps specific to various projects. This evolution is informed by the contribution of citizen scientists, communities, and policy makers. Although there is a growing movement for open-source back-end data management [84,85], the SMART Platform functions on a closed back-end database. Nevertheless, the data that are processed as part of this closed back-end are made open to public and interdisciplinary researchers after applying rigorous protocols of data anonymization. These efforts are a part of the strategy to increase interoperability through data linkages with other data sources that maximize the potential benefits of citizen science–enabled research [56,57,86-91].

The ultimate success of such data linkages is dependent on policy maker support, an integral part of SMART Framework to translate data into evidence. The SMART Platform aims to implement this approach by linking upstream behavioral citizen science data with downstream health care utilization data in collaboration with policy makers at multiple levels (local, provincial, and federal).

Internet Inequity: Sociodemographics, Global Gaps, and Policy Initiatives

Of all the challenges that the integration of citizen science, community-based participatory research, and systems science has to overcome, the most systemic barrier is internet inequity. Internet inequity could be defined as differential access to the internet based on wealth of a country (high-, low- or middle-income), geographic region (urban, rural, or remote), socioeconomic status, gender, age, or ethnicity [12,92-94].

If the goal of the three-pronged approach is to address global population health inequities through citizen-owned devices, this integration needs to take into account the fact that there is potential for widening existing health disparities through digital divides that exclude vulnerable groups [12].

Large-scale surveys have shown significant differences in access to the internet across socioeconomic status [92,93]. Buchi et al [92] conducted structural modeling using data from representative surveys from 5 countries (New Zealand, Sweden, Switzerland, United Kingdom, and United States) to show that sociodemographics independently account for 50% of variance in usage, with age as the strongest predictor.

The Pew Research Centre’s Internet Project conducted a study to explore how smartphone dependence (ie, when one’s only means of accessing the internet is via a smartphone) and smartphone use differ between key demographic groups in the United States. Results showed that minority groups and younger, lower income, and less educated users are more likely to be dependent on smartphones. These findings suggest that smartphones can symbolize both equity and inequity depending on access to the internet [93].

The digital divide is a complex phenomenon as depicted in the study by Hilbert [94], who investigated nationally installed bandwidth potential of 172 countries from 1984 to 2014. The results indicated that internet bandwidth divide between high- and low-income countries first increased during the period of study and then decreased to historic lows between 2012 and 2014. Although there is no clear pattern in terms of the bandwidth divide across high- and low-income countries, in general, there are apparent links between bandwidth divide and income divide [94].

Although more individuals have access to global bandwidth than ever before [94], some countries are more digitally progressive and can provide the road map for better access to the internet [95]. With the United Nations declaring that access to the internet is a human right [96] and with a significant proportion (>75%) of people in 26 countries agreeing with this assessment [97], policy makers have a moral responsibility to address internet inequity.

Countries such as Canada are tackling internet inequity by allocating resources and setting national targets such as providing high speed internet to 100% of homes and businesses by 2030. This strategy is especially important in reducing the urban-rural divide in access to the internet [98].

Although it is beyond the purview of academics to address structural and systemic issues related to internet inequity, as part of the SMART Platform, researchers are engaging with policy makers, communities, and citizens to develop bottom-up approaches for providing internet access to all participating citizen scientists. For example, to provide youth citizen scientists in rural and remote areas with internet access, free data packages are being negotiated as incentives, and schools are increasing internet access to youth during and after school hours.

Conclusions

Citizen science, community-based participatory research, and systems science need to be integrated in addressing global population health problems. However, for this integration to materialize, it is necessary to repurpose citizen-owned ubiquitous communication devices (ie, smartphones) that have revolutionized the ability to sense, share, and link big data. Smartphones have the reach to not only create equity by empowering disenfranchised citizens, but smartphone-based apps also have the capacity to source big data to inform policies through the voice of the citizens. SMART is an evidenced-based framework that integrates citizen science, community-based participatory research, and systems science through ubiquitous...
tools by addressing challenges such as citizen engagement, data management, and internet inequity to legitimize this integration.
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Abstract

Background: A high burden of preventable morbidity and mortality due to surgical site infections (SSIs) occurs in low- and middle-income countries (LMICs), and most of these SSIs occur following discharge. There is a high loss to follow-up due to a wide geographical spread of patients, and cost of travel can result in delayed and missed diagnoses.

Objective: This review analyzes the literature surrounding the use of telemedicine and assesses the feasibility of using mobile phone technology to both diagnose SSIs remotely in LMICs and to overcome social barriers.

Methods: A literature search was performed using Medline, Embase, CINAHL, PubMed, Web of Science, the Cochrane Central Register of Controlled Trials and Google Scholar. Included were English language papers reporting the use of telemedicine for detecting SSIs in comparison to the current practice of direct clinical diagnosis. Papers were excluded if infections were not due to surgical wounds, or if SSIs were not validated with in-person diagnosis. The primary outcome of this review was to review the feasibility of telemedicine for remote SSI detection.

Results: A total of 404 articles were screened and three studies were identified that reported on 2082 patients across three countries. All studies assessed the accuracy of remote diagnosis of SSIs using predetermined telephone questionnaires. In total, 44 SSIs were accurately detected using telemedicine and an additional 14 were picked up on clinical follow-up.

Conclusions: The use of telemedicine has shown to be a feasible method in remote diagnosis of SSIs. Telemedicine is a useful adjunct for clinical practice in LMICs to decrease loss to postsurgical follow-up.

(JMIR MHealth UHealth 2019;7(8):e13309) doi:10.2196/13309
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Introduction

Surgical site infections (SSIs) cause preventable morbidity and mortality. The etiology of SSIs is multifactorial and is due to various perioperative factors such as: antibiotic use, cleanliness of surgical equipment and postoperative wound care [1]. The greatest burden is seen in low- and middle-income countries...
(LMICs) [2], and therefore investigating factors to reduce the incidence of SSIs should be a clinical priority.

Primary prevention of infection plays a significant role in decreasing morbidity and mortality; however, complete eradication of SSIs is not possible. Therefore, to minimize the morbidity of SSIs, timely management is required. This proves challenging in LMICs, as most SSIs are diagnosed after discharge [3]. The surgical population experiences a high loss to follow-up, ranging between 32-75% [3,4,5], which increases the proportion of infections that go undetected and untreated. The wide geographic spread, as a result of poor healthcare infrastructure, is a significant factor in the high loss to follow-up. Specifically, patients report long journey times, with high associated costs and loss of income as the key reasons behind nonattendance [6].

While this highlights a wider problem surrounding access to healthcare facilities in LMICs, one practical solution to improve patient follow-up after discharge is the use of telemedicine. This is possible because LMICs have seen exponential expansion of mobile phone infrastructure in recent years, allowing for greater implementation of telemedicine [7].

Previous studies reporting the use of telemedicine in LMICs have described improvement in cancer clinic attendance rates [8] and long-term surgical follow-up of cleft palate surgeries [9]. Currently, the only systematic review available that details the use of telemedicine for surgical follow-up for SSI detection is based solely within developed countries [10].

A number of studies describe the use of telemedicine in LMICs using telephone questionnaires [3-5]; however, to the authors’ knowledge, a review comprehensively summarizing the use of telemedicine within an LMIC setting has yet to be performed. Thus, the authors aimed to review the feasibility of telemedicine for diagnosis of SSIs in LMICs and the associated financial costs.

**Methods**

**Overview**

The electronic search was conducted according to the preferred reporting items for systematic reviews and meta-analysis (PRISMA) guidelines [11] (Figure 1). The search was conducted independently by two authors (CS and SK) and included the databases Medline, Embase, CINAHL, PubMed, Web of Science, the Cochrane Central Register of Controlled Trials and Google Scholar.

MeSH search terms used were: [“developing country*” OR “LEDC” OR “resource poor setting*” OR “lower economically developed” OR “LMIC” OR “Low* and middle income” OR “low* middle income” OR “less developed” OR “global south” OR “low* income” OR “third world” OR “global health” OR “rural"] AND [“surgical site infection*” OR “surgical wound infection*” OR “SSI” OR “Surgical wound dehiscence” OR “Wound infection*” OR “Complication*” OR “Posturgical” OR “post operative complication*” OR “wound healing*”] AND [“phone” OR “telephone” OR “cellphone” OR “text message*” OR “phone call” OR “telephone call” OR “text” OR “telemedicine” OR “smartphone” OR “interviews as topic” OR “telephone interview*”]. Bibliographic references for each article were directly searched to identify additional studies not found in the primary electronic search. The last search date was June 2019.
Definitions

LMICs are defined as belonging to the World Health Organization (WHO) classification of a low or low-middle income country [12] at the time of study. Low-income countries are defined as a country with a gross national income (GNI) per capita of 1025 United States Dollars (USD) or less, and low-middle income countries are defined as having a GNI per capita between 1026-4035 USD [12]. Telemedicine is defined as the use of telecommunication devices for remote delivery of medical care [13].

SSIs are defined in line with the Centers for disease control and prevention (CDC) criteria [14], stipulating infection must have occurred within 30 days of primary incision and can only involve the skin and soft tissues surrounding the incision site. At least one of any of the following signs of infection must also be present: purulent discharge, positive organism cultures, heat, erythema, local edema or pain.

Inclusion Criteria

Literature reviews and original research published in English in peer-reviewed journals were eligible for inclusion. Studies included reported the use of telephone communication for detection and diagnosis of SSIs, in comparison to the current
practice of direct clinical diagnosis. All operations requiring a skin incision and overnight stay were included. All types of anesthesia were included.

Exclusion Criteria
Animal studies, case reports, grey literature, trial protocols, editorials and expert opinion articles were excluded. Two papers were excluded due to full texts being unavailable. Conference reports and proceedings were excluded due to the high probability of incomplete data. Articles not in the English language were also excluded. Studies where telemedicine was not validated by in-person physician diagnosis were excluded. Similarly, studies that did not report SSI incidence rate or did not report on infections from surgical wounds were excluded. In the instance that multiple studies referred to the same dataset, the publication with the most complete dataset was used.

Outcome Measures
The primary outcome measure was the number of SSIs diagnosed using telephone interviews as a proportion of the total number of SSIs diagnosed. Secondary outcome measures included determining the proportion of patients who were able to be contacted using telephone follow-up, as well as the cost of the intervention itself for the healthcare provider and the patient.

Data Extraction
Data were extracted independently by two researchers (CS and SK) from the included studies using a standardized pro forma. All differences in data extraction were highlighted and discussed between the two authors. If a consensus was not reached, SP was consulted and given the deciding vote. The data were categorized as study demographics (ie, geographical location, number of included patients, follow-up time, number of follow-ups, method of telephone use), patient demographics (ie, study population, type of surgical procedures) and infection demographics (ie, SSI diagnosis criteria, SSI incidence).

Outcome data was collected in groups relating to patient characteristics (ie, number of patients with a mobile phone, number of patients participating in the telemedicine intervention, proportion of patients who were successfully followed up with using telemedicine), SSI characteristics (ie, total number of SSIs, proportion of SSIs diagnosed using telemedicine), and economic outcomes relating to the cost of telemedicine intervention.

Quality Assessment
Objective measurement of quality and risk of bias was independently analyzed using the Methodological index for nonrandomized studies (MINORS) criteria [15] by two authors (CS and SK). In addition, the effectiveness and ability of each study to be replicated in a wider setting was assessed using the WHO mobile health evidence and reporting assessment (mERA) checklist [16].

Results

Study Selection
The search criteria retrieved 404 articles, of which seven were duplicates. Following screening, a total of 18 articles were identified for full text review. Three full text articles met the inclusion criteria.

Included studies were performed in Kenya [5], India [4] (low-middle income countries) and Tanzania [3] (low income country). A total of 2082 patients were included, with 172 SSIs reported overall and a mean SSI rate of 8.75%. All studies assessed the use of telephone calls to diagnose SSIs (Table 1).

Table 1. Included study characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Aiken et al</th>
<th>Nguhuni et al</th>
<th>Pathak et al</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publication year</td>
<td>2013</td>
<td>2017</td>
<td>2015</td>
</tr>
<tr>
<td>Geographic location</td>
<td>Kenya</td>
<td>Tanzania</td>
<td>India</td>
</tr>
<tr>
<td>Number of included patients</td>
<td>1172</td>
<td>374</td>
<td>536</td>
</tr>
<tr>
<td>Study population</td>
<td>All patients undergoing surgical procedure</td>
<td>Obstetric patients</td>
<td>All patients undergoing surgical procedure</td>
</tr>
<tr>
<td>Included surgical procedures</td>
<td>Caesarean section, laparotomy, hernia repair, orthopedic lower limb surgery, salpingectomy, cystectomy</td>
<td>Caesarean section only</td>
<td>Hernia repair, colonic and urogenital surgery</td>
</tr>
<tr>
<td>Method of telemedicine</td>
<td>Telephone calls with predetermined questionnaire</td>
<td>Telephone calls with predetermined questionnaire</td>
<td>Telephone calls with predetermined questionnaire</td>
</tr>
<tr>
<td>Follow-up frequency</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Follow up performed</td>
<td>Days 14 &amp; 28</td>
<td>Days 6, 12 &amp; 28</td>
<td>Day 30</td>
</tr>
<tr>
<td>Length of follow up</td>
<td>30 days</td>
<td>30 days</td>
<td>30 days</td>
</tr>
<tr>
<td>SSI diagnosis criteria</td>
<td>CDC criteria for diagnosis of SSI</td>
<td>CDC criteria for diagnosis of SSI</td>
<td>Local SSI criteria</td>
</tr>
<tr>
<td>SSI rate</td>
<td>7.90%</td>
<td>12.0%</td>
<td>6.34%</td>
</tr>
</tbody>
</table>

SSI: surgical site infection
CDC: centers for disease control and prevention
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Table 2. Summary of findings.

<table>
<thead>
<tr>
<th>Findings</th>
<th>Aiken et al</th>
<th>Nguhuni et al</th>
<th>Pathak et al</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients providing a telephone number, %</td>
<td>&gt;90</td>
<td>84</td>
<td>100</td>
</tr>
<tr>
<td>Patients with ≥1 successful telephone follow up who had provided a telephone number, %</td>
<td>Not stated</td>
<td>87</td>
<td>71</td>
</tr>
<tr>
<td>Patients contacted by phone and seen in clinic, %</td>
<td>Not stated</td>
<td>73</td>
<td>69</td>
</tr>
<tr>
<td>Patients undergoing surgical procedure</td>
<td>89</td>
<td>484</td>
<td>10</td>
</tr>
<tr>
<td>Patients with SSIs(^a) that participated in telephone screening, %</td>
<td>Not stated</td>
<td>72</td>
<td>Not stated</td>
</tr>
<tr>
<td>SSIs detected over phone or clinic review at day 7</td>
<td>Not stated</td>
<td>11/14</td>
<td>Not stated</td>
</tr>
<tr>
<td>SSIs detected over phone or by clinical review at day 14</td>
<td>Not stated</td>
<td>7/11</td>
<td>Not stated</td>
</tr>
<tr>
<td>SSIs detected over phone or by clinical review at day 30</td>
<td>Not stated</td>
<td>0/0</td>
<td>Not stated</td>
</tr>
<tr>
<td>Total SSIs detected over phone or by clinical review</td>
<td>16 / 23</td>
<td>18 / 25</td>
<td>10 / 10</td>
</tr>
</tbody>
</table>

\(^a\)SSI: surgical site infection

**Accuracy of Telephone Follow-Up Diagnosis**

Of all the cases, 44 SSIs were diagnosed over the phone [3,4,5], and all were confirmed as SSIs on clinical follow-up. However, 14 additional SSIs were not detected over the phone and only diagnosed on clinical follow-up (Table 2).

**Number of Patients Able to be Contacted by Phone**

A total of 172 SSIs were recorded across the three studies [3,4,5]; however, only 58 of these SSIs occurred in populations who took part in telephone follow-up. The remaining 114 SSIs were diagnosed in follow-up clinics and involved patients not contacted via telemedicine.

Within the three studies, between 84-100% of patients provided a telephone number [3,4,5]; however, 13-29% of these patients were unable to be contacted. Loss to follow-up occurred due to patients not returning to clinic after telemedicine communication. This resulted in an inability to confirm SSI diagnosis.

**Cost Analysis**

Only one study [3] commented on the cost of intervention. Phone calls were recorded as lasting between 3-5 minutes, and it was estimated that each phone call cost approximately 0.50 USD. As each patient was followed up with on days 7, 14 and 28, this would be equivalent to 1.50 USD per patient (0.23% of Tanzanian gross domestic product [GDP] per capita at the time of calculation). In a reflection of the cost for in-person outpatient appointments, 2008 data supplied by the WHO documents one hospital outpatient appointment in Tanzania as costing a minimum of 1.27 USD [17], which is 2.54 times more expensive than if telephone follow up were to be used.

**Quality Assessment of Studies**

Each of the studies was assessed using the MINORS criteria [15] to determine their quality. As they were all comparative prospective studies, the maximum score was 24. The individual study scores were between 14-19 (Table 3).

The MINORS criteria assess whether the paper has a clearly stated aim, if it includes all eligible patients, if it collected data according to a preestablished protocol, if there was an appropriate endpoint to the aim of the study, if there was an unbiased assessment of the study endpoint, if there was an appropriate follow-up period, whether it had a loss to follow up less than 5%, if it prospectively calculated the study size, whether or not it utilized an adequate control group, if the study group was managed during the same time period as the control, if there was a baseline equivalence of the two groups and if there is adequate statistical analysis.

When each text was compared against the WHO mERA checklist (Table 4), they scored between eight to nine points out of a possible 16. The mERA checklist requires authors to present the availability of infrastructure to support the intervention and justify its use; to describe how the intervention can integrate into existing health information systems and how this will be delivered; to describe formative research on the intervention; to provide user feedback; to provide a description of how people are informed of the program; to mention barriers to access and costs assessment; and, finally, they must evaluate the limitations of delivery at scale and of adapting the intervention to other populations.
### Table 3. Methodological index for nonrandomized studies criteria for each paper.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>Score</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2b</td>
<td>Description</td>
<td><em>b</em></td>
<td><em>b</em></td>
<td><em>b</em></td>
</tr>
<tr>
<td>3c</td>
<td>Score</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4d</td>
<td>Description</td>
<td>References a pilot study</td>
<td>Does not state reason some patients were excluded</td>
<td>No inclusion criteria stated</td>
</tr>
<tr>
<td>5e</td>
<td>Score</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6f</td>
<td>Description</td>
<td>SSIs diagnosed in reference to the standardized CDC-NHNS risk criteria</td>
<td>SSIs diagnosed in reference to the standardized CDC-NHNS risk criteria</td>
<td>No criteria for SSI diagnosis explained</td>
</tr>
<tr>
<td>7g</td>
<td>Score</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8h</td>
<td>Description</td>
<td>Not stated whether those in clinic were blinded to the telephone outcomes</td>
<td>Not stated whether those in clinic were blinded to the telephone outcomes</td>
<td>Not stated whether those in clinic were blinded to the telephone outcomes</td>
</tr>
<tr>
<td>9i</td>
<td>Score</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>10j</td>
<td>Description</td>
<td>30 days</td>
<td>30 days</td>
<td>30 days</td>
</tr>
<tr>
<td>11k</td>
<td>Score</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>12l</td>
<td>Description</td>
<td>The loss to follow up was not commented on</td>
<td>Loss to follow up was 13%, but 26% of those who had been contacted by phone did not return to clinic</td>
<td>No loss to follow up</td>
</tr>
<tr>
<td>13m</td>
<td>Score</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>14n</td>
<td>Description</td>
<td>Specificity, sensitivity</td>
<td>Specificity, sensitivity, positive predictive values, negative predictive values</td>
<td>Not recorded</td>
</tr>
<tr>
<td>15o</td>
<td>Description</td>
<td>Compared against clinical diagnosis</td>
<td>Compared against clinical diagnosis</td>
<td>Compared against clinical diagnosis</td>
</tr>
<tr>
<td>16p</td>
<td>Score</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>17q</td>
<td>Description</td>
<td>Patients were their own control</td>
<td>Patients were their own control</td>
<td>Patients were their own control</td>
</tr>
<tr>
<td>18r</td>
<td>Score</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>19s</td>
<td>Description</td>
<td>No Table 1 referenced</td>
<td>No Table 1 referenced</td>
<td>No data on group equivalence mentioned</td>
</tr>
<tr>
<td>20t</td>
<td>Score</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>21u</td>
<td>Description</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>22v</td>
<td>Score</td>
<td>18</td>
<td>19</td>
<td>14</td>
</tr>
<tr>
<td>23w</td>
<td>Description</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

- **a** Has a clearly stated aim.
- **b** Not applicable/no description given.
- **c** Includes all eligible patients.
- **d** Collected data according to a preestablished protocol.
- **e** There was an appropriate endpoint to the aim of the study.
- **f** SSE: surgical site infection.
- **g** CDC-NHNS: Centers for Disease Control and Prevention-National Healthcare Safety Network.
- **h** There was an unbiased assessment of the study endpoint.
- **i** Had an appropriate follow-up period.
- **j** Had a loss to follow up less than 5%.
- **k** Prospectively calculated the study size.
- **l** Utilized an adequate control group.
- **m** Study group was managed during the same time period as the control.
- **n** Baseline equivalence of the study group and control group.
- **o** Adequate statistical analysis.
- **p** Out of 24.
Table 4. Mobile health evidence and reporting assessment checklist.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Infrastructure (population level)</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Technology platform</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Interoperability or HIS(^a) context</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Intervention delivery</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Intervention content</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Usability/content testing</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>User feedback</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Access of individual participants</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Cost assessment</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Adoption inputs/program entry</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Limitations for delivery at scale</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Contextual adaptability</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Replicability</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Data security</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Compliance with national guidelines or regulatory statutes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Fidelity of the intervention</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Total (out of 16)</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
</tbody>
</table>

\(^a\)HIS: health information systems.

**Discussion**

**Primary Findings**

More operative interventions are being undertaken in LMICs, however, higher rates of postoperative complications in LMICs are seen when compared with high income countries. Among these complications, SSIs have been found to be the most common [2]. The aim of this review was to establish the feasibility of using telemedicine to increase SSI detection and reduce the associated complications.

This review demonstrates that using telemedicine is a feasible intervention. All studies reported high telemedicine access and all SSIs diagnosed using telemedicine were found to be accurate. However, telemedicine alone underdiagnosed SSIs, as additional superficial infections were picked up during in-person clinical review.

Additionally, in terms of cost-effectiveness, telemedicine intervention was found to be 2.54 times less expensive than hospital outpatient appointments, using 2008 data supplied by the WHO recording one hospital outpatient appointment in Tanzania as costing a minimum of $1.27 [17].

Furthermore, based on an extrapolation of similar study data that showed a follow-up rate of 54% [18], the use of telemedicine could have detected an additional 8.28 SSIs otherwise lost to follow-up. This amounts to 36.59 USD per disability adjusted life years (DALY), where the DALY is an undiagnosed infection. This is considered a highly cost-effective intervention as per the WHO Choosing interventions that are cost-effective (CHOICE) guidelines [19], since the intervention is less than one third of Tanzania’s 2015 GDP per capita (290.66 USD) [20]. However, as only one paper discussed cost-effectiveness, firm conclusions on the cost of telemedicine intervention as a whole cannot be extrapolated from these data alone.

The included studies were able to reach up to 87% of patients for follow-up using telemedicine. This is much higher than the reported follow-up in a comparable Tanzanian study that did not use telemedicine, where only 46% of patients returned in person to clinics [18].

These results also reflect the success of LMIC telemedicine interventions in other medical fields. One study on follow-up of cancer patients in Nigeria found an additional 78.4% of patients completed all follow-up appointments if they were contacted by phone instead of being required to return to the hospital [8]. Telemedicine has also shown good efficacy in increasing patient compliance with returning for hospital follow-up, due to increased interaction with health care providers through text and call reminders [9,21].

This study strengthens the existing evidence for the incorporation of more telemedicine services in LMICs, as a practical way of delivering healthcare in remote settings. In Tanzania, two phone calls at day 7 and day 14 would have picked up over 90% of SSIs [3], evidence that this intervention can be a useful addition to clinicians’ practices. However, across the three studies, 25% of SSIs were missed by telemedicine alone. This shows that, currently, the intervention may have a low sensitivity that can limit its application.
Limitations
The most notable limitation of this review was that only three studies were eligible for inclusion in the final analysis. This may have been a result of only considering articles in the English language; however, this is not thought to bias overall results [22,23]. Furthermore, there was high heterogeneity between studies, due to studies being undertaken in different geographical areas, involving different surgical procedures, and in populations without standardized SSI diagnosis criteria between the three studies. As a result, meta-analysis was not considered applicable.

Additionally, within all three papers there is potential reporting bias due to a lag period of 2-7 days between phone diagnoses of SSI and clinical follow up. As SSI status is able to change within this window, this may have affected results. Furthermore, none of the studies confirmed whether diagnosing clinicians were blinded to the telephone results. There is further potential bias with regards to the subjectivity of CDC diagnosis criteria, such as whether a wound is considered erythematous or hot. Although this is explored by Nguhuni et al [3] and Aiken et al [5], Pathak et al [4] do not comment upon this.

A potential consequence of these biases is the low reported incidence of SSIs across the three studies (6.3% [4], 7.9% [5] and 12% [3]), of which 93% were reported as superficial. This is markedly lower than the SSI incidence reported in the GlobalSurg 2 study [24], which found LMICs to report an average SSI rate of 14-23.2%, with 81.1% being superficial. This discrepancy may be due to caesarean sections being the most common procedure represented within the study data, as these tend to be elective operations, with clean wounds and minimal contamination. Furthermore, patients undergoing caesarean section are not representative of the wider surgical population, as they are usually otherwise healthy young women. This limits the generalizability of the data analyzed.

Regarding the included data, while a total of 2719 patients were eligible for inclusion and up to 90% of patients provided telephone numbers [3] across the studies, only 573 patients were recorded as having successful telephone follow-ups with clinical confirmation and were therefore able to be included in the final analysis. Consequently, this may also limit the results. Moreover, telemedicine access is likely to be correlated to socioeconomic status and literacy, which was not commented upon in any of the included studies. It could therefore be argued that while telemedicine addresses the need for access to healthcare, it does so unequally, increasing social inequality.

None of the studies included in this review commented upon subsequent interventions or outcomes due to increased SSI detection, therefore the impact of the intervention is currently unclear. Future work should incorporate this and be undertaken using the WHO guidelines on monitoring and evaluation of digital health interventions [16] (Figure 2). Initially, pilot studies should be used to better measure the efficacy of telemedicine use, then they should be followed up by scaling-up of the intervention to measure the effectiveness of the intervention itself as well as changes in patient outcomes in both trial and less controlled environments.

Figure 2. World Health Organization Mobile health evidence and reporting assessment schematic depiction of the six stages of the intervention maturity life-cycle, from preprototype to national level deployment.
Furthermore, the studies analyzed in this review only considered the use of telephone consultation; however, as mobile data access increases, ease of access to modalities such as image capture and live video streaming will also increase. This may help increase accuracy of diagnosis, as clinicians are able to simultaneously view the surgical site and question the patient. Therefore, ongoing study should not be limited to previously used telemedicine technology but instead focus on the most appropriate in terms of ease of use, accuracy of diagnosis, time and cost.

Conclusion

The use of telephone surveillance has been shown to be a feasible option for follow-up in comparison to in-person diagnosis, with evidence that it is also cost effective. The main advantage of its use is that it can help identify SSIs that would otherwise be unreported, thus increasing the potential prompt management of time sensitive infections. However, currently, the quantitative impact of this intervention has yet to be calculated, so more research is needed to address this. Future studies should also aim to improve the accuracy of diagnosis via telemedicine through strengthening questioning methods and exploring other modalities such as live video streaming. With application of robust telephone screening programs, there is evidence that this has the potential to be a great addition to the tools used to improve the high SSI morbidity and mortality seen in LMICs.
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Abstract

Background: Technological advancements, together with the decrease in both price and size of a large variety of sensors, has expanded the role and capabilities of regular mobile phones, turning them into powerful yet ubiquitous monitoring systems. At present, smartphones have the potential to continuously collect information about the users, monitor their activities and behaviors in real time, and provide them with feedback and recommendations.

Objective: This systematic review aimed to identify recent scientific studies that explored the passive use of smartphones for generating health- and well-being–related outcomes. In addition, it explores users’ engagement and possible challenges in using such self-monitoring systems.

Methods: A systematic review was conducted, following Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines, to identify recent publications that explore the use of smartphones as ubiquitous health monitoring systems. We ran reproducible search queries on PubMed, IEEE Xplore, ACM Digital Library, and Scopus online databases and aimed to find answers to the following questions: (1) What is the study focus of the selected papers? (2) What smartphone sensing technologies and data are used to gather health-related input? (3) How are the developed systems validated? and (4) What are the limitations and challenges when using such sensing systems?

Results: Our bibliographic research returned 7404 unique publications. Of these, 118 met the predefined inclusion criteria, which considered publication dates from 2014 onward, English language, and relevance for the topic of this review. The selected papers highlight that smartphones are already being used in multiple health-related scenarios. Of those, physical activity (29.6%; 35/118) and mental health (27.9; 33/118) are 2 of the most studied applications. Accelerometers (57.7%; 67/118) and global positioning systems (GPS; 40.6%; 48/118) are 2 of the most used sensors in smartphones for collecting data from which the health status or well-being of its users can be inferred.

Conclusions: One relevant outcome of this systematic review is that although smartphones present many advantages for the passive monitoring of users’ health and well-being, there is a lack of correlation between smartphone-generated outcomes and clinical knowledge. Moreover, user engagement and motivation are not always modeled as prerequisites, which directly affects user adherence and full validation of such systems.

(JMIR Mhealth Uhealth 2019;7(8):e12649) doi:10.2196/12649
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Introduction

Background
Modern mobile phones have long transcended their basic use as communication tools. At present, a smartphone is equally a digital camera, a pedometer, a fitness tracker, or a virtual assistant, among others. Smartphones are familiar, unobtrusive, and discrete devices in today’s society. Their various embedded sensors along with their high ubiquity have turned them into a valuable accessory in multiple areas of research. One such area is passive sensing or self-monitoring for either predicting or classifying health-related behaviors of smartphone users [1]. Behavioral patterns such as app usage, social interactions, and a user’s activity log or contextual information such as user’s location or Wi-Fi connectivity are just a few examples of smartphone data that can be modeled into passive indicators of a user’s health or well-being [2,3]. A smartphone’s numerous embedded sensors such as digital camera, microphone, global positioning system (GPS), accelerometer, gyroscope, Wi-Fi, Bluetooth, light and sound sensors, along with their programmable platforms, enable the passive collection of user data, thus making smartphones particularly promising self-monitoring tools.

Objectives
This systematic review aims to overview current existing literature about the passive sensing technologies and data of smartphones used to monitor users’ health status. Passive sensing does not require any explicit user involvement but rather relies on the ubiquity of smartphones for gathering meaningful data in the background, without any biases that could be introduced by users’ categorical participation. In this review, we assess recent studies on the use of smartphones as a tool for providing passive health insights, which do not use any other kind of complementary sensing or monitoring tools. Moreover, we are interested in highlighting possible limitations or system validation concerns that have been identified in the studies included in the review.

Methods

Search Strategy
This systematic review follows the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines and is registered in the PROSPERO database (identifier CRD 4201912447). The objective of this paper was to review the literature regarding the functionality of passive sensing of modern smartphones. As such, we focused on finding the most suitable keywords for retrieving recent studies that focus on this topic. We conducted a bibliographic search on the following Web-based databases: PubMed, IEEE Xplore, ACM Digital Library, and Scopus.

The search query used for this purpose was as follows: (smartphone OR mobile) AND (sensing OR monitoring) AND well-being AND (health OR mhealth)

This strategy retrieved 7602 publications. Papers published between January 2014 and March 2019 were included in the search. We first removed duplicate titles by an automatic script and then assessed the remaining titles for relevance for the topic. The studies that passed this first assessment were further evaluated based on their abstract. The final decision on the inclusion of a study was based on its full-text evaluation.

Inclusion and Exclusion Criteria
The titles, authors, and publication dates of the manuscripts resulting from the search were provided in a list that was further ordered by author names. Manuscripts written by the same author group and that refer to the same methodology or application were analyzed for the sake of identifying the most recent or complete publication. Having identified one such manuscript per author group, the remaining articles written by the same author group were discarded, as they would contain similar content and thus add some redundancy to the final results of the review. Other inclusion criteria were as follows:

Relevance for the Chosen Topic
Study focus is passive sensing. Therefore, studies in which users have to explicitly manipulate the smartphone were not considered. Publications that considered smartphone as the sole sensing device were included.

Publication Date
Papers published from January 1, 2014 to April 1, 2019 were included in the review. Due to the fast evolution of smartphone technologies, what existed a few years ago may be obsolete now. Therefore, we decided to include only recent manuscripts based on current technologies.

Exclusion criteria were as follows: (1) publication language other than English; (2) use of other sensing devices or external sensors; (3) user interaction with the sensing system—this review focuses on passive sensing, where users should neither be aware of the sensing process nor willingly interact with the device for this purpose; (4) unavailability of the full text of a manuscript through the library services in our research institute; (5) out of scope for this review’s target; (6) lack of results—position papers were excluded; and reviews.

Study Selection
On the basis of the aforementioned selection criteria, the query results were evaluated based on their titles first and then abstracts. The full text of remaining papers was read and analyzed critically to select the ones that best fulfilled the main purpose of this review. Figure 1 shows a PRISMA flow diagram [4] of the bibliographic search.
Data Collection and Analysis
The first 2 authors of this review performed individual assessments of the papers to be included in the review. These reviewers identified possible bias in each paper, based on the Cochrane Collaboration’s risk of bias tool [5]. Finally, observations were combined into 1 spreadsheet for discussion. In case of disagreement, the third author provided advice on the final decision regarding the inclusion of a manuscript. No papers were discarded because of bias.

Study Limitations
The search query used for the retrieval of studies for this review resulted in 7602 papers. These papers were evaluated by 2 reviewers only, which may have caused biases in the selection and screening of search results considering the topic of the review. However, when in doubt, the 2 reviewers involved the third author for an objective opinion. Another limitation of this review is the fact that all the information presented and summarized here was manually collected.

Results
Overview
A total of 7602 manuscripts were retrieved through the systematic search methodology described above. After removal of duplicates, we obtained 7404 studies. Of the 7404 titles inspected, 1339 were considered suitable for abstract assessment. Out of these, 199 abstracts were considered as potential candidates for the review, which led to 199 full-text retrievals and assessments. Finally, 119 manuscripts were included in the review. Table 1 shows the number of returned and selected papers from different Web-based databases.

The exclusion of a large number of papers after title assessment is because of the broadness of the search query used for study retrieval. The query was not applied to a specific field or section of a paper (e.g., title or abstract), rather we looked for the terms in the query anywhere in the text of the manuscript. This led to the retrieval of a large number of papers related to the Internet of Things, smart homes, wearable monitoring systems, and robotics, as well as a considerable number of systematic reviews. The abstract evaluation further refined the number of candidate studies as, on one hand, many revealed the use of external sensors as complements of smartphones in the sensing process. On the other hand, many studies exposed explicit human interaction with the monitoring system, which would no longer satisfy 1 of the inclusion criteria for this review, passive sensing. Table 2 summarizes the percentage of excluded papers in the last step of our evaluation, based on the exclusion criteria described above.

Among the studies included for the review, we can verify that the number of published papers related to passive sensing and monitoring of health conditions using smartphones has increased over the years. More particularly, the number has doubled from 2014 to 2017 as shown in Table 3. This advocates for the research interest on the topic and strengthens the motivation of this review.

Below we provide an overview of some of the study characteristics including their main purpose, target audience, number and types of participants, and the sensing methods used. We also compiled the health conditions that have been studied and monitored using the various smartphone sensors.

Table 1. Number of returned and selected papers from different databases.

<table>
<thead>
<tr>
<th>Studies</th>
<th>PubMed, n</th>
<th>IEEE Explore, n</th>
<th>ACM Digital Libraries, n</th>
<th>Scopus, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Returned</td>
<td>2994</td>
<td>1604</td>
<td>409</td>
<td>2595</td>
</tr>
<tr>
<td>Included in review</td>
<td>44</td>
<td>41</td>
<td>10</td>
<td>23</td>
</tr>
</tbody>
</table>
Focus and Target Population of Included Studies

As shown in Table 3, the interest in sensing capabilities of a smartphone with the aim of improving users’ health and well-being has been increasing over the last few years. Among the selected papers for this systematic review, physical activities and mental health are 2 of the most studied health dimensions, along with sociability, students’ academic performance monitoring, and general well-being, as shown in Table 4.

Of the selected papers, 29.6% (35/118) are dedicated to the detection of users’ physical activities. Most of them aimed to recognize basic daily activities such as walking [6-22], standing or sitting [6-12,15,17-19,21-24], jogging or running [6-13,17,24], going up and down the stairs [6-10,15], lying down [10,11,15], and driving a bike [6,12,13] or vehicle [13,14,25]. In addition, 1 study tried to infer riding up and down an elevator [15]. I assessed different activities including being stationary, limping, shuffling, and skipping [13], and 1 detected shopping and dining activities [14]. Physical activities were also explored in the sense of detecting and counting steps [26,27], distinguishing physical activity from lifestyle activities such as eating [28,29], assessing mobility in the elderly to avoid sedentary lives [30], studying its relationship with happiness including nonexercise activities [31-33], or even measuring and predicting the walking speed and distance of patients with pulmonary diseases [34].

Another health-related issue well studied in the selected papers is mental health disorders. Some of the mental health-related issues, factors, or diseases that have been investigated using smartphones are as follows: stress conditions [35-37], bipolar disorder [38-42], anxiety [42,43], schizophrenia [44,45], depression [46-49], psychotic relapse [50], mood [51-54], and affect, which have been detected, for example, using photos taken by the camera in smartphones [55,56]. A novel approach for understanding users’ emotions is the study of the typing behavior and texting speed of the users [57]. The influence of users’ exposure to natural outdoor environments on mental health has also been investigated through passive sensing [58]. Two other studies developed their monitoring solution including a recommendation system to support patients with depression to cope with their diagnosis [59,60]. Mental health systems have also been used as a tool by caregivers to access the summary of situations experienced by patients with depression [61] or to alert physicians and families if an abnormal behavior is detected in patients with mood disorders [62].

Sociability has been less studied, but it is an equally important health dimension of people’s overall well-being. It is known to have a considerable impact on the stress and anxiety levels of individuals. In fact, healthy relationships between colleagues may improve their productivity [3], united families are happier [29,63], and students cope better with their studies when surrounded by friends [64]. One way of analyzing this health dimension is by exploring interaction patterns and near locations [65,66]. An interesting approach for using the sensing capabilities of smartphones to infer the risk-taking propensity of users has been proposed in 2 studies [67,68]. One recommendation study in particular includes a feature that informs caregivers that their patients feel lonely and need additional examination [69].

Only 5.9% (7/118) of the selected papers chose to infer users’ sleep by detecting sleep patterns, irregular nights, and sleep start and end times [2,70-74]. One study focused on the correlation between sleep patterns and schizophrenia [75].

Table 2. Distribution of rejected papers resulting from the full-text assessment.

<table>
<thead>
<tr>
<th>Reason for exclusion</th>
<th>Excluded studies, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full text not available</td>
<td>18</td>
</tr>
<tr>
<td>Review paper</td>
<td>7</td>
</tr>
<tr>
<td>Off-topic</td>
<td>12</td>
</tr>
<tr>
<td>Preliminary work</td>
<td>6</td>
</tr>
<tr>
<td>User interaction required</td>
<td>22</td>
</tr>
<tr>
<td>Use of external sensors</td>
<td>17</td>
</tr>
<tr>
<td>Language (not English)</td>
<td>2</td>
</tr>
<tr>
<td>Same application–different study</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3. Number of unique returned papers by year.

<table>
<thead>
<tr>
<th>Year</th>
<th>Studies per year, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014</td>
<td>16</td>
</tr>
<tr>
<td>2015</td>
<td>19</td>
</tr>
<tr>
<td>2016</td>
<td>30</td>
</tr>
<tr>
<td>2017</td>
<td>28</td>
</tr>
<tr>
<td>2018</td>
<td>19</td>
</tr>
<tr>
<td>2019</td>
<td>6</td>
</tr>
</tbody>
</table>
The health areas described above were investigated on an individual basis by some of the selected papers, but several other studies explored more than just 1 area to infer insights on users’ general well-being. Such systems are developed to detect the physical activities, sleep patterns, sociability levels, and location of users to either better understand and improve their behaviors or to promote awareness and self-reflection [76-80].

Self-monitoring systems have become very helpful in supporting older people with their health conditions and in the early diagnosis of abnormal conditions in the elderly. For example, the easy monitoring of cardiac parameters with smartphones, only using the users’ photographs of the finger or face, can provide a first pulse rate estimation, and users can quickly understand if something is wrong and needs additional examination [81,82]. Similarly, incidents of fall events and tremors are prone to increase in older people. Fall detection systems can quickly alert when a fall occurs, decrease the time spent on the floor, and reduce the fear of falling among the elderly [1]. On the other hand, the early diagnosis of hand tremors by passive sensing is an important contribution in the diagnosis and treatment of Parkinson disease [83-86].

Finally, 10.1% (12/118) of the selected studies developed monitoring systems specifically dedicated to students, mainly to understand how their behaviors (physical activities, sleep, and social interactions) affect their academic performance [87-89], mental health [46-48], social anxiety [43], mobility, and behaviors [18,90-93]. One study [94] presented an approach for predicting the students’ food purchase within their proximity to provide them with recommendations about healthier options.

Considering the selected papers and their described study focus, we can categorize them by disease or lifestyle monitoring. In fact, 4 studies aimed to monitor health conditions related to a specific disease, such as detecting sleep abnormalities in patients with schizophrenia or hand tremors in those with Parkinson disease, and another 12 opted to use smartphones to sense users’ daily lives to improve their general health and well-being. Among the studies that targeted a specific population, 6.9% (8/118) were on monitoring students’ lives [64,69,87,88,90,92-94] and 27.1% (33/118) on people with mental health conditions, such as depression or schizophrenia [55,60-62,75]. Senior population and workers were targeted by 3 studies each [1,3,9,30,35,69]. Among the remaining studies, 2 aimed to monitor patients with Parkinson disease [83,84], 1 targeted pulmonary patients [34], and 1 targeted family members [29]. It should be noted that among studies that aimed to monitor diseases, almost all of them targeted a specific population.

Table 4. Study fields of the selected papers.

<table>
<thead>
<tr>
<th>Study topic</th>
<th>Studies per topic, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>General well-being</td>
<td>12</td>
</tr>
<tr>
<td>Fall detection</td>
<td>6</td>
</tr>
<tr>
<td>Sleep</td>
<td>7</td>
</tr>
<tr>
<td>Sociability</td>
<td>9</td>
</tr>
<tr>
<td>Mental health</td>
<td>33</td>
</tr>
<tr>
<td>Physical activity</td>
<td>35</td>
</tr>
<tr>
<td>Heart rate</td>
<td>2</td>
</tr>
<tr>
<td>Hand tremors and Parkinson’s</td>
<td>4</td>
</tr>
<tr>
<td>Respiratory issues</td>
<td>3</td>
</tr>
<tr>
<td>Students’ well-being</td>
<td>10</td>
</tr>
</tbody>
</table>

Smartphone Technologies

Today’s off-the-shelf smartphones are equipped with many passive and powerful sensing technologies, which allow the continuous collection of various health-related data. Among the smartphone physical sensors, accelerometer is the most used sensor because of its low privacy and power consumption. In fact, 56.7% of the selected papers (67/118) took advantage of this sensor to gather users’ data, mostly related to physical activities.

The GPS is another commonly explored physical sensor in smartphones as it is part of most commercially available smartphones. Of the studies included, 40.6% (48/118) collected useful GPS data about users’ location and movements. This sensor was either used alone or along with Wi-Fi, Bluetooth, or accelerometer. Besides the users’ location, Bluetooth was highly used to infer levels of sociability. In fact, of the 6 papers that used Bluetooth, 4 aimed to detect users’ physical encounters.

Microphone and gyroscope are other well-studied sensors in passive systems and have been explored in 20.3% (24/118) and 16.9% (20/118) of the selected papers, respectively. A microphone is used to infer loneliness, sleep, and fall events, and a gyroscope is essentially used to detect basic physical activities.

In addition to the information collected by physical sensors, proposed solutions also collect a set of useful health-related data about the use of smartphones and users’ usage pattern. The most common ones are related to communication events including calls and text messages and smartphone usage such as screen events, light values, time spent on the phone, and device settings. Furthermore, battery level and status and app usage, used in 5.9% (7/118) of the selected papers, allow the collection of useful data about sleep.
Other health-related data can be collected from physical sensors and smartphone data, for example, camera, temporal context, and magnetometer, as shown in Table 5. The table overviews the sensors and smartphone data that are used in the selected papers.

Table 5. Source of the health-related data in percentage. SMS: short message service; API: application program interface; GPS: global positioning system.

<table>
<thead>
<tr>
<th>Source of data</th>
<th>Studies, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera</td>
<td>3</td>
</tr>
<tr>
<td>Google APIs</td>
<td>3</td>
</tr>
<tr>
<td>Battery level &amp; stats</td>
<td>5</td>
</tr>
<tr>
<td>Magnetometer</td>
<td>6</td>
</tr>
<tr>
<td>Bluetooth</td>
<td>6</td>
</tr>
<tr>
<td>SMS &amp; calls</td>
<td>13</td>
</tr>
<tr>
<td>Gyroscope</td>
<td>14</td>
</tr>
<tr>
<td>Microphone</td>
<td>17</td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>15</td>
</tr>
<tr>
<td>Smartphone &amp; app usage</td>
<td>19</td>
</tr>
<tr>
<td>GPS</td>
<td>48</td>
</tr>
<tr>
<td>Accelerometer</td>
<td>35</td>
</tr>
<tr>
<td>Others</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 6 provides an overview of the use of smartphone sensors and data in the selected papers and different health areas.

Table 6. Summary of the smartphone sensors used in the reviewed papers.

<table>
<thead>
<tr>
<th>Studied behavior</th>
<th>Smartphone sensors/data</th>
</tr>
</thead>
<tbody>
<tr>
<td>General well-being</td>
<td>Microphone [77,95]; accelerometer [32,76,77,79,95-97]; smartphone usage [54,67,77,79]; app usage [54,78], activity recognition API [78]; text messages, calls, Wi-Fi [78,79]; GPS a [67,78-80,95,97]; Bluetooth, magnetometer, gyroscope, battery level and status [79], camera [98]</td>
</tr>
<tr>
<td>Fall detection</td>
<td>Audio features (microphone) [1], accelerometer [99-102], GPS b</td>
</tr>
<tr>
<td>Sleep</td>
<td>App and smartphone usage [2,71,73,103]; Wi-Fi, temporal context, battery level and status [2,70,71]; accelerometer [2,71,75]; GPS, calls, text messages, activity recognition API [70]; microphone [71,74]</td>
</tr>
<tr>
<td>Sociability (loneliness, relationships)</td>
<td>Bluetooth [3,65,66,69]; accelerometer, gyroscope, microphone [29,104]; GPS [29,43,64,65,68,104]; Wi-Fi [29,66,69]; calls, text messages, social app usage [43,65,68,69]; emails [69]</td>
</tr>
<tr>
<td>Mental health (depression, emotions, stress level, bipolar disorder, schizophrenia)</td>
<td>GPS [36-39,42,44,46,47,50-52,58-61,72,105-107]; smartphone and app usage [36,39,41,42,52,53,59,60,72,106,108-110]; accelerometer [35,36,39-42,44,51,57,58,60,72,106]; cell-ID/calls [45,49,51,72,105-107]; text messages, GPS [42,45,51,55,105,107]; Wi-Fi [42,44,47,51,60]; Bluetooth [44]; microphone [36,40,44,45,51,52,62,106]; camera [55,56]; keyboard [57]; temporal context [60]; battery usage [37]; Bluetooth [37]; Google location services API, activity recognition API [61,63]</td>
</tr>
<tr>
<td>Physical activities recognition (mobility, steps counting)</td>
<td>Accelerometer [6-13,15-19,21-28,30,31,33,34,38,111-114]; gyroscope [6,12,15,16,18,21,22,25,27,30,33,111,113,114]; magnetometer [6,16,18,21,27,111,113]; GPS [13,14,17-20,115-117]; barometer [15,18,111]; gravity sensor [26], microphone [18,28]; Wi-Fi access points [17,18,28]</td>
</tr>
<tr>
<td>Heart rate measurements</td>
<td>Camera [81,82]</td>
</tr>
<tr>
<td>Hand tremor</td>
<td>Accelerometer [83,84]; gyroscope [84]</td>
</tr>
<tr>
<td>Oxygen, breath, and voice analysis</td>
<td>Accelerometer [118]; microphone [119,120]</td>
</tr>
<tr>
<td>Parkinson disease</td>
<td>GPS [86]; gyroscope [85]; accelerometer [85]</td>
</tr>
<tr>
<td>Students’ monitoring (behaviors, performance)</td>
<td>GPS [48,87,88,91]; microphone [87,88,90,91,93]; Wi-Fi [87,88,91,94]; accelerometer [87,90,91,93]; smartphone usage [87,90,91]; temporal context [88]; app usages, text messages, calls [48,89,90]; battery level and status [90,91]; location, weather data [92]; gyroscope, Bluetooth [91]; Google activity recognition [89]</td>
</tr>
</tbody>
</table>

aAPI: application programming interface.
bGPS: global positioning system.
One of the main advantages of the use of smartphones in health monitoring is the possibility to passively collect data. Passive data collection means that user interaction or participation is not intentional, and all sensing data come from the ubiquitous sensors of the smartphone. Of the 118 selected papers, 50 used collected data from only 1 sensor, mostly accelerometer to detect physical activities, GPS and camera were also used alone in 7 different papers. On the other hand, of the selected papers that investigated the use of several sensors, 23 used accelerometer that was essentially used along with gyroscope, GPS, Wi-Fi, and microphone to detect physical activities and general users’ behaviors.

In the spectrum of smartphone technologies, one of the main challenges that can affect the health-related collection of data when developing monitoring systems is the choice of the operating system. In fact, there are some differences and difficulties in development for Android or iOS systems, the 2 most used phone operating systems worldwide. Android is currently the most popular system and has the advantage of being convenient from the programming point of view [7]. Scanning rates of sensors are found to be superior with this operating system [3]. Furthermore, iOS hampers third-party apps to run endlessly in background, which may make the data collection difficult [91]. Of the selected papers, 56.7% (67/118) developed their system only for Android smartphones, 6 developed for both Android and IOS, and 45 did not provide any information about the chosen operating system.

### System Validation

To ensure that users of smartphone-based passive monitoring systems engage with their use requires a strong validation before releasing such systems for mass usage. Three aspects related to the validation of systems can be highlighted: the dimension of the sample of participants, the study duration, and the ground truth data that are used to compare and evaluate the results.

Validation of monitoring systems is an important phase as it can provide researchers and developers with relevant feedback and information about the accuracy and efficiency of the systems. The developed systems are tested by a sample of participants for a specific duration. Of the selected papers, about 71.1% (84/118) asked less than 50 participants to use and test their developed systems. Only few studies tested their developed systems with more participants: in 16.1% (19/118) of the studies, the systems were tested by 51 to 450 participants, monitoring systems with more participants: in 16.1% (19/118) their developed systems. Only few studies tested their developed systems for both Android and IOS, and 45 did not provide any information about the chosen operating system.

#### Table 7. Number of participants within the selected papers.

<table>
<thead>
<tr>
<th>Participants, n</th>
<th>Studies per participant range, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤50</td>
<td>84</td>
</tr>
<tr>
<td>51–450</td>
<td>19</td>
</tr>
<tr>
<td>&gt;10,000</td>
<td>3</td>
</tr>
<tr>
<td>Not specified</td>
<td>12</td>
</tr>
</tbody>
</table>

Ground truth data allow the comparison and validation of the data collected by smartphones. Of the selected papers, about 59.3% (70/118) indicated the type of data used as ground truth, and the remaining studies did not provide any relevant information. The most used method is self-reports and questionnaires that can be performed either by a physician or provided by the participants. This method is very useful when testing monitoring systems because self-reports can be prompted to the users in their smartphones without involving any additional efforts. On the other hand, this method presents some disadvantages because the users may not always respond accurately, and results turn out to be biased. In the studies selected for this review, the questionnaire method has been essentially used to collect information about the users’ mental health [36,39,55,56,64,77,87,92], sleep [2,58,77], stress levels [35,53,55,108], and physical activities [51,77,109]. Some of the studies chose to use self-reports recognized in the health area, as for example the Patient Health Questionnaire about depression [59,60], the Pittsburgh Sleep Quality Index [75], the Unified Parkinson’s Disease Rating Scale [84], and the Beck’s Depression Inventory [80]. To collect ground truth data, dedicated devices can also be used as an alternative to questionnaires: actigraph [34], fitness devices [27,34], electrocardiogram [82], and video clips [15,30] to record participants’ physical activities. The actual pulse rate of the participants has also been collected when trying to measure cardiac parameters using the smartphone [81]. Of the selected papers, 3 asked the participants to manually label the data about them used during the study [9,65,88].
Table 8. Study duration of the selected papers.

<table>
<thead>
<tr>
<th>Experiment duration, weeks</th>
<th>Studies, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – 3</td>
<td>19</td>
</tr>
<tr>
<td>4 – 8</td>
<td>15</td>
</tr>
<tr>
<td>9 – 35</td>
<td>19</td>
</tr>
<tr>
<td>≥36</td>
<td>9</td>
</tr>
<tr>
<td>Not specified</td>
<td>57</td>
</tr>
</tbody>
</table>

Limitations and Validation Concerns

Users’ motivations, interests, and concerns about monitoring systems may influence their adherence on using available solutions. Some of them are related to physiological aspects such as improving behaviors or monitoring health conditions such as cardiac parameters, and others are related to more technical aspects of the systems. Selected papers in this review had more concerns about technical limitations of the proposed solutions as they may affect the users’ interest and adherence to monitoring systems.

As described previously, 56.7% (67/118) papers decided to develop their systems with Android as it is simpler to develop third-party apps and because it is the most common operating system worldwide attracting more people to use the proposed systems.

Battery levels and privacy are 2 main themes approached in some of the selected papers. In fact, if these 2 aspects do not fulfill the users’ expectations, they may not use the available solutions. Of the selected papers, about 36.4% (43/118) improved the use of smartphone battery or demonstrated some concerns about its levels and hope to improve this performance in future work. The most used solution to maintain reasonable levels of battery was to decrease the sampling rates of sensors [2,13,35,70,77,91,93]. Other studies chose to pause the sampling when the battery was low [51] or to only do a unique sampling per day [65]. Finally, only 1 study [11] used accelerometer to classify activities because this sensor does not use much battery. Related to privacy, 25.4% (30/118) evidenced that privacy issues may drop users’ adherence. For example, users may want their data to be securely stored as explained and implemented in 2 studies [34,87]. Other studies chose to not store any user information on the smartphone or in the cloud [51,78], to hash all the relevant information about the user [2,3,65,78,87] or to only use the accelerometer as it raises few privacy concerns [35].

Another possible limitation of these studies is that if a developed system is tested by a sample of young adults, it may not be adapted to senior people, and results may not be accurate [1,15]. Some of the proposed models were developed and tested only with a specific population and may be too personalized, thus leading to inaccurate results when the systems are used by other populations [88,94]. Other papers pointed out the fact that personalized models produced better results than general models [2,35,70,76]. Summing up, about 16.1% (19/118) raised some concerns about the accuracy of the developed models when used on different populations. This percentage can be explained by the fact that 43.2% (51/118) of the selected papers chose to develop their systems to specific populations, and no concerns were raised by the developed models.

One of the main advantages in using a smartphone in health monitoring is its unobtrusiveness. However, almost half the selected papers required the smartphones to be on a specific body position, such as in the pocket trouser, in the handbag, or in the hand. Other studies required the smartphones to be placed in the users’ vicinity [1,2,59] or to keep it always on to make sure that the system works correctly [3,75]. These conditions may nullify the use of smartphones as it turns it into an obtrusive device for users.

Finally, considering that the main purpose of health monitoring systems is to improve users’ behaviors, health, and well-being, 37.2% (44/118) of the selected papers referred the importance of a recommendation and feedback system to make sure that users are aware of their behaviors to be able to improve them. In fact, such system features may lead to improvements in users’ daily lives and health when providing useful information to users, for example, improvements in subjects’ depression levels [60]. However, users are not willing to receive too many recommendations, as described in 1 study [55], and notifications should be sent to users only when necessary, for example, when symptoms are detected [83].

Table 9 presents a list of the selected papers that referred the described technical aspects that can have an impact on the users’ adherence to the systems.

Table 9. List of the selected papers that referred possible limitations either in the validation of the systems or in their use.

<table>
<thead>
<tr>
<th>Concerns</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy</td>
<td>[2,3,34,35,51,61,65,69,70,78,79,87,91]</td>
</tr>
<tr>
<td>Developed models</td>
<td>[1,2,15,35,70,76,88,94]</td>
</tr>
<tr>
<td>Smartphone body position</td>
<td>[1-3,6-13,15,26,27,29,30,34,58,59,75,83,84]</td>
</tr>
</tbody>
</table>
Discussion

Comparison With Prior Work

The reviewed studies illustrate the potential of monitoring several health dimensions using only data collected from the smartphone to support users in improving their health and well-being. Several strategies for data collection were demonstrated for different health areas offering researchers several options to develop passive sensing solutions. We provide an overview of the limitations of such health-related monitoring systems reviewing the specific use of smartphone technologies to monitor, understand, and improve users’ well-being through several health dimensions. As far as we know, this is the first review that investigates the use of smartphone sensing technologies and data in health monitoring and discusses the limitations and concerns on using such systems.

Many reviewed papers focused on specific conditions such as mental health (bipolar disease, schizophrenia, major depressive disease, and mood disorder) [121-125], stress [126], cardiology [127], sleep [128], weight control through physical activities [129], management of chronic diseases in older adults [130], or in a more general way, health and well-being with particular representation of mental health and sleep [131], and psychological research (social interactions, activities, and mobility patterns) [132]. Regarding the technologies and devices used in the reviews, smartphone is the most commonly used [121-123], but only a few studies used it to collect data from its sensors [121,123,126,128,129]. In other cases, smartphones are used to prompt ecological momentary assessments to users [123,124,126], provide smartphone apps [122-125,128], or send some recommendations by short messaging service to the users [129]. Reviewed papers also consider wearable devices [122,123,125,128,130] and other devices and technologies such as tablets, fitness trackers, smartphone-connected devices, accessories, and desktop resources [123,127-130].

Compared with these reviewed papers, this review does not target a specific condition or a sensor. Our ambition was to identify all health-related aspects that can be monitored with a smartphone and to understand how far we are from using such systems as an alternative or a complement to standard clinical procedures.

Current Challenges

Although the use of smartphones in health monitoring demonstrates to be a promising study field, available solutions still face some limitations that need to be overcome to make sure that users are comfortable and confident in using such systems. In fact, in some situations, monitoring systems may be perceived as uncomfortable, burdensome, and intrusive to users.

Regular users expect monitoring systems to be able to provide useful information and recommendations about their behaviors [133]. Given a health-related feedback, users are prone to improve their lifestyle and habits in relation with physical activities, well-being, sociability, and mental health [134,135].

Several technological aspects of health monitoring systems using smartphones should be taken into account. Among them, the most interesting one is the possibility to passively and continuously collect health-related data about users without changing their daily lives, thus turning smartphones into an unobtrusive and less burdensome tool compared with other health devices. In addition, smartphones are portable, cheaper, and more convenient than other devices and stay with the users throughout the day, which makes them a familiar tool to users [135]. Moreover, these passive systems can be used to share behavioral and health-related data with health professionals and peers. Recommendations, interventions, feedback, and reminders can be integrated to inform the users about their current state and eventually improve it [133,136].

Despite these advantages, users may still have some concerns about the use of smartphones in health monitoring. Nowadays, users decide very quickly on whether they are going to use a smartphone app or not; therefore, the developed systems should fully meet their expectations. The first aspect that the users normally evaluate is the design of apps. In addition, they hope that the developed system is easy to use and that they will not spend too much time to understand how it works. Concerns about the battery and privacy are also often raised. In fact, users expect that their battery level will not drop significantly given that these systems usually run in background continuously. Users may also discard apps because of privacy issues. Data collected using smartphones are private and should not be shared without permission or maliciously accessed. Generally, users accept to share their data with physicians or within a group of people with the same goal but are not comfortable with sharing it on social media sites, as an example. In addition, users are comfortable with apps using password access but are not willing to spend too much effort in creating accounts. Moreover, inconsistent or inappropriate results or advice may lead to the removal of a certain app. Still related to technical aspects, users expect that the app will not consume excessive space and memory and that it can run in background without affecting other smartphone functionalities [133,136].

Another important point is that users are willing to receive a reasonable number of notifications about their current state, mostly positive recommendations. The possibility to choose the frequency and timing of notifications is a feature that is interesting to them [133]. On the other hand, users are also interested in setting personal goals and achieving them. This shows that a challenge or gamification feature is prone to increase the users’ engagement [133,136].

Considering the described challenges and possible concerns, the developed systems referred in this systematic review still face some limitations that need to be overcome to meet users’ expectations and needs. First of all, validation of monitoring systems is one of the most important phases, and the systems should be tested with a sample of population highly representative of the target population for a sufficient period to collect enough data and produce results as accurate as possible. Among the selected papers, 71.1% (84/118) asked up to only 50 participants to test the developed system, and about 17.7% (21/118) of the selected papers tested their system for 1 to 3 weeks, which seems to be a short period to ensure reasonable results to make sure users are confident on using available solutions. In addition, some of the proposed systems developed...
models too personalized for specific populations, which may produce inaccurate results when using the system with other populations. Furthermore, the main advantage of using smartphones as a data collector is its unobtrusiveness. However, 43.2% (51/118) of the selected papers require users to keep the smartphone near them or use it on a specific body position such as hand, chest, or trouser pocket. Privacy and battery levels are other 2 aspects that need to be considered when developing monitoring systems and that make users more confident when using such systems. In fact, users insist on maintaining a good battery level despite the use of several smartphone sensors and expect that their data will be securely stored.

This review points out that smartphones may have the potential to collect health-related data and provide useful feedback to users about their health conditions. Despite the growing interest and ongoing maturation, monitoring systems may still need to be improved to attract a more diversified type of users and meet their expectations. Besides above-mentioned needs and concerns, more questions may be raised by the use of smartphones in health monitoring. In fact, at present, smartphones are used worldwide, but younger population are more comfortable using them. Health monitoring systems may be very useful to older populations, but smartphones may not be an easy and adaptable tool to them. In addition, these systems may attract more people with diagnosed diseases and specific goals, such as monitoring behaviors, controlling pulse rate, or improving their fitness, than to people with no specific goal in mind. Finally, a disadvantage of such systems is that when the users are familiar with them or have achieved their personal goals, they may not use the developed system anymore.

Conclusions
In recent years, the capabilities of smartphones have made it possible to detect and monitor health-related behaviors of their users. Smartphones are easy to use, unobtrusive, familiar, and cheap compared with more traditional monitoring methods and come with many sensors that allow the continuous collection of health-related data, without directly interfering with users’ daily activities.

As demonstrated by this systematic review, the monitoring of health and well-being of users using a smartphone and its sensors is a promising field, hence the growing interest and ongoing maturation. Although there are a couple of predominant fields in which smartphone passive sensing contributes to the well-being of its users, considerable other domains remain underexplored. In addition, most studies focus on the prevailing use of some of the most common sensors, such as GPS or accelerometer, whereas only a handful of studies have so far explored user patterns in interaction with smartphones.

Smartphones have emerged as a good monitoring tool as they are unobtrusive, discrete, and omnipresent in today’s society and allow to continuously collect data about their users. Smartphones facilitate the diagnosis and treatment of some diseases as the care manager may have access to additional data sensed by them. Nevertheless, available solutions still present some limitations, such as privacy and battery issues, that have to be overcome to meet the users’ expectations. Finally, another aspect worth mentioning is that researchers and developers are focused on understanding what might motivate users to use such monitoring systems and arouse their confidence and long-term adherence.
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Abstract

Background: Cancer is a major cause of morbidity, disability, and mortality worldwide, and breast cancer is the most common cause of death in women. Different modalities of cancer treatment can have adverse effects that reduce the quality of life of patients and lead to treatment interruptions, if not managed properly. The use of mobile technologies has brought innovative possibilities for improving health care. Mobile apps can help individuals manage their own health and well-being and may also promote healthy lifestyles and information access.

Objective: The aim of this study was to identify available evidence on the use of mobile apps to provide information and facilitate communication regarding self-care management related to the adverse effects of toxicities owing to breast cancer therapy.

Methods: This systematic review includes studies which were identified using a search strategy adapted for each electronic database: CINAHL, Cochrane Library, LILACS, LIVIVO, PubMed, SCOPUS, and Web of Science. In addition, a gray literature search was performed using Google Scholar. All the electronic database searches were conducted on April 17, 2019. Two investigators independently reviewed the titles and abstracts of the studies identified and then read the full text of all selected papers. The quality of the included studies was analyzed by the Cochrane Collaboration Risk of Bias Tool and the Methodological Index for Non-Randomized Studies.

Results: A total of 9 studies which met the eligibility criteria—3 randomized clinical trials and 6 nonrandomized studies published in English from 2010 to 2018—were considered for this systematic review; 396 patients with breast cancer, as well as 40 experts in the medical and nursing fields, and 3 software engineers were included.

Conclusions: The evidence from the studies included in this systematic review is currently limited but suggests that mobile apps for women with breast cancer might be an acceptable information source that can improve patient well-being; they can also be used to report symptoms and adverse treatment-related effects and promote self-care. There is a need to test more evidence-based apps in future randomized clinical trials.

(JMIR Mhealth Uhealth 2019;7(8):e13245)  doi:10.2196/13245
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Introduction

Background

Cancer is a major cause of morbidity, disability, and mortality worldwide, affecting more than 18 million people each year [1]. In Brazil alone, about 600,000 new cases of the disease are estimated for 2019. Among women, the most common types of cancer are those of the breast, intestines, cervix, lungs, and thyroid. Worldwide, breast cancer is the most common cause of death in women, with approximately 626,000 estimated victims in 2018 [1,2].

The different modalities of cancer treatment can have adverse effects that may reduce the quality of life of patients and lead to treatment interruptions if not managed properly [3]. Considering the need to handle side effects in a population with a life-threatening disease, promoting symptom management–related knowledge remains a high priority for patients and a challenge for health professionals [4-6].

The landscape of mobile app usage has been growing and evolving. Apps can be used to offer services related to entertainment, media, education, shopping, finances, travel, health, and so on [7]. The use of mobile technologies presents innovative possibilities for improving health care. Mobile apps can help individuals manage their own health and well-being and may also promote healthy lifestyles and information access. According to international estimates, by 2018, nearly 2 billion smartphone and tablet users were using health-related apps [8].

Considering the important role they can play in patient education, disease self-management, and remote monitoring of patients, the use of smartphones is receiving more attention in the health domain every day. A systematic review investigating smartphone-based health care technologies concluded that many medical apps have been developed and are widely used by health professionals and patients alike [9].

In a study evaluating 185 mobile apps related to breast disease in the main app stores (Apple iTunes, Google Play, BlackBerry World, and Windows Phone), the authors found that most (n=139) concerned breast cancer [10]. A recent cross-sectional review of 599 apps [11] has verified the state of the practice regarding breast cancer-related mobile apps to characterize health apps from app stores (iOS and Android). These studies have identified a lack of evidence related to the involvement of medical experts in the creation and development of such apps. They have, therefore, highlighted the need to identify high-quality apps to increase consumer confidence in their use during health care [10,11].

A systematic review of apps targeting patients with breast and prostate cancer involved 5 studies and a total of 644 patients. The purposes of the apps were related to the main psychological variables in psycho-oncological care: quality of life and anxiety and depression symptoms [12]. Another systematic review identified 29 studies on mobile health apps targeting only patients with breast cancer. More than half of the studies addressed apps in an intervention for prevention, early detection of breast cancer, or survivors of the disease [13]. Both systematic reviews found that rigorous trials regarding the

subject are lacking, despite the existence of studies related to cancer-focused apps. Future investigations should continue to explore and test the impact of mobile health apps on the treatment of breast cancer [12,13].

None of these recent reviews exclusively evaluated apps for women with breast cancer during cancer treatment. Therefore, given the magnitude of the disease burden, the needs of this population, the increasing use of mobile apps in the health domain, and the need to identify quality apps, it is necessary to enhance knowledge about the mobile apps available to provide information and improve the course of treatment of women with breast cancer.

Objective

This systematic review aimed to identify available evidence on the use of mobile apps to provide information and facilitate communication regarding self-care management related to the adverse effects of toxicities owing to breast cancer therapy.

Methods

Protocol and Registration

This systematic review was conducted according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses Checklist [14]. The protocol was registered at the International Prospective Register of Systematic Reviews under number CRD42018083548 [15].

Eligibility Criteria

In this systematic review, we included the following: (1) studies about mobile apps, defined as any computer programs or software installed on mobile electronic devices to provide information and facilitate communication regarding self-care management and adverse effects related to toxicities owing to breast cancer therapy, (2) studies that performed validation of content or evaluated the usability or effectiveness of apps, and (3) studies that collected the opinions of patients, clinicians, or experts about apps developed for patients with breast cancer. There were no restrictions on the year of publication or language.

Studies were excluded for the following reasons: (1) if they focused on mobile apps related to other types of cancer, (2) if they focused on electronic technologies, but not mobile apps, such as telephone services, text messages, videotapes, audiotapes, audiovisual materials in DVDs, websites, games, or online programs for desktop computers, (3) if they concerned the post-treatment period, (4) if their objective was to evaluate mobile apps intended for health professionals but not patients, (5) if they focused on emotional, cognitive, and behavioral strategies, and (6) if they took the form of reviews, letters, conference summaries, book chapters, or studies that only described the development of mobile apps.

Information Sources and Search Strategy

Studies were identified using an individual search strategy for each of the following electronic databases: CINAHL, Cochrane Library, LILACS, LIVIVO, PubMed, SCOPUS, and Web of Science (Multimedia Appendix 1). The reference lists of selected
papers were hand searched for potentially relevant studies that might have been missed in the electronic database searches. In addition, a gray literature search was performed using Google Scholar.

Duplicated references were removed by using appropriate software (EndNote Basic, Thomson Reuters). All the electronic database searches were conducted on April 17, 2019.

**Study Selection**

Study selection was completed in 2 phases by using an online app (Rayyan, Qatar Computing Research Institute). In phase 1, 2 investigators (FOAMC and PEDR) independently screened the titles and abstracts of all citations retrieved from electronic databases and identified papers that appeared to meet the inclusion criteria. In phase 2, the same investigators independently read the full text of all selected papers and excluded studies that did not meet the inclusion criteria. Any disagreements in the first or second phases were resolved by discussion and consensus between the 2 reviewers. In case a consensus could not be reached, a third investigator (EBF) became involved to make a final decision. Studies that were excluded after full-text assessment and the reasons for their exclusion are listed in Multimedia Appendix 2.

**Data Collection Process and Items**

Two investigators (FOAMC and PEDR) independently collected data from the selected papers: population characteristics (groups, n, mean age, and treatment focus on app), study characteristics (author(s), country and year of publication, and objective), intervention characteristics (purpose of the app, operation, description, and operating system), and outcome characteristics (primary outcomes and main conclusions). Any disagreement was resolved by discussion and mutual agreement. A third author (EBF) was involved when required to make a final decision. If the required data were not complete, attempts were made to contact the authors to retrieve any pertinent information.

**Risk of Bias in Individual Studies**

Two investigators (FOAMC and PEDR) independently conducted the risk of bias assessment for the selected papers. Again, any disagreement was resolved by discussion and mutual agreement. A third author (EBF) was involved when required to make a final decision.

To assess the risk of bias of the included randomized controlled trials, including judgments about sequence generation, allocation concealment, blinding of participants, personnel and outcome assessors, incomplete outcome data, and selective reporting, the Cochrane Collaboration Risk of Bias Tool [16] was used. The risk of bias was assessed as low, high, or unclear. We also used the Methodological Index for Non-Randomized Studies (MINORS) [17] for the nonrandomized studies; this was done to analyze the study aim and appropriate endpoints, inclusion of participants, data collection, and follow-up period, as well as the calculation of the study size and loss to follow-up. For the comparative study, the characteristics of the groups and the statistical analyses were also verified.

**Synthesis of Results**

The heterogeneity across studies was evaluated by considering clinical (treatment-related differences), methodological (design and risk of bias), and statistical (outcome measures) characteristics. Therefore, owing to the heterogeneity among the included studies, a quantitative synthesis was not undertaken. Congruent with the review objectives, the results of the included studies were analyzed and reported according to the characteristics of the mobile apps, their assessment, and satisfaction with their use.

**Results**

**Study Selection**

The literature search initially yielded 3416 papers from 7 electronic databases. After duplicate removal, the titles and abstracts of 2396 papers were screened, and 25 potentially relevant studies were selected for full-text reading; 16 papers were excluded (Multimedia Appendix 2) and 9 papers met all the eligibility criteria and were considered for this systematic review [18-26]. Figure 1 shows a flow diagram of the study identification, screening, and inclusion processes.

**Study Characteristics**

All studies were published in English from 2010 to 2018 and evaluated mobile apps for women with breast cancer during treatment. In total, 4 studies included patients undergoing chemotherapy [18-21], 1 concerned postoperative patients [22], and another focused on both chemotherapy and surgery [23]. One study included patients undergoing chemotherapy and radiation therapy [24], and another included patients undergoing adjuvant endocrine therapy with aromatase inhibitors [25]. Only one study allowed any type of therapy for breast cancer [26].

In this systematic review, 396 patients with breast cancer were included, as well as 40 medical and nursing experts and 3 software engineers. The clinical nursing experts’ average career length was 17.0 years, with the duration ranging from 7 to 36 years in one of the studies [23]. One study included 2 breast surgeons, an oncologist, a radiation oncologist, a plastic surgeon, a gynecologist, a clinical geneticist, and 3 specialized breast cancer nurses [26].

A study measured health literacy through a validated instrument, showing that 72.5% of participants had high health literacy [25]. Regarding educational level, in 1 study, 56.1% of the participants had completed elementary or junior middle school [21]. Concerning familiarity with mobile apps, 1 study found that 67% of the participants frequently used them, while 33% were relatively inexperienced before participating in the study [26].

The main characteristics of the studies included are presented in Tables 1, 2, and 3.
Figure 1. Flow diagram of literature search and selection process (adapted from Preferred Reporting Items for Systematic Reviews and Meta-Analyses [PRISMA]).
Table 1. Summary of population characteristics of included papers (n=9).

<table>
<thead>
<tr>
<th>Year, author, country&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Groups</th>
<th>N</th>
<th>Mean age (years)</th>
<th>App’s treatment focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016, Egbring et al, Switzerland&lt;sup&gt;b&lt;/sup&gt; [18]</td>
<td>CG&lt;sup&gt;c&lt;/sup&gt;: regular physician support; EG1&lt;sup&gt;c&lt;/sup&gt;: mobile app without physician review; EG2: mobile app and physician review on scheduled visits</td>
<td>CG: 41 patients; EG1: 45 patients; EG2: 41 patients</td>
<td>CG: 56; EG1: 50; EG2: 53</td>
<td>Chemotherapy</td>
</tr>
<tr>
<td>2016, Graetz et al, United States&lt;sup&gt;b&lt;/sup&gt; [25]</td>
<td>CG: mobile app without weekly reminders to use it; EG: mobile app with weekly reminders to use it</td>
<td>CG: 23 patients; EG: 21 patients</td>
<td>CG: 59.3; EG: 60.6</td>
<td>Adjuvant endocrine therapy with aromatase inhibitors</td>
</tr>
<tr>
<td>2016, Hwang, Canada&lt;sup&gt;b&lt;/sup&gt; [22]</td>
<td>CG: conventional follow-up; EG: e-monitoring in addition to conventional follow-up</td>
<td>CG: 37 patients; EG: 35 patients</td>
<td>CG: 65.5; EG: 60.1</td>
<td>Surgery</td>
</tr>
<tr>
<td>2010, Klasnja et al, United States&lt;sup&gt;b&lt;/sup&gt; [24]</td>
<td>Two groups of patients evaluated the app for three weeks</td>
<td>5 patients</td>
<td>50</td>
<td>Chemotherapy (n=3) and radiation therapy (n=2)</td>
</tr>
<tr>
<td>2017, Liu et al, China&lt;sup&gt;b&lt;/sup&gt; [23]</td>
<td>EvG1&lt;sup&gt;d&lt;/sup&gt;: clinical nursing experts; EvG2: medical and nursing experts and software engineers</td>
<td>EvG1: 19 nurses; EvG2: 8 experts</td>
<td>EvG1: 38.9; EvG2: not available</td>
<td>Surgery and chemotherapy</td>
</tr>
<tr>
<td>2016, Young-Afat et al, The Netherlands&lt;sup&gt;b&lt;/sup&gt; [26]</td>
<td>EvG1: patients with breast cancer; EvG2: physicians and specialized nurses</td>
<td>EvG1: 15 patients; EvG2: 10 experts</td>
<td>EvG1: 51; EvG2: not available</td>
<td>Any type of cancer therapy</td>
</tr>
<tr>
<td>2018, Zhu et al, China&lt;sup&gt;b&lt;/sup&gt; [20]</td>
<td>Two groups (FTFI&lt;sup&gt;e&lt;/sup&gt; and TI&lt;sup&gt;f&lt;/sup&gt;) of patients that evaluated the app</td>
<td>13 patients</td>
<td>49.5</td>
<td>Chemotherapy</td>
</tr>
<tr>
<td>2018, Zhu et al, China&lt;sup&gt;b&lt;/sup&gt; [21]</td>
<td>CG: only usual care; EG: e-support program and usual care</td>
<td>A: 57 patients; B: 57 patients</td>
<td>A: 46.2; B: 48.2</td>
<td>Chemotherapy</td>
</tr>
</tbody>
</table>

<sup>a</sup>Country of the study coordinator.  
<sup>b</sup>CG: control group.  
<sup>c</sup>EG: experimental group.  
<sup>d</sup>EvG: evaluator group.  
<sup>e</sup>FTFI: face-to-face interviews.  
<sup>f</sup>TI: telephonic interviews.
Table 2. Summaries and intervention characteristics of included papers (n=9).

<table>
<thead>
<tr>
<th>Year, author, country</th>
<th>Study characteristics</th>
<th>Intervention characteristics</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016, Egbring et al, Switzerland [18]</td>
<td>To evaluate the effects of a mobile app on patient-reported daily functional activity</td>
<td>Improvement in the patient-reported functional activity and adverse effects of chemotherapy</td>
<td>The app allows patients to record their daily functional activity and perceived symptoms during chemotherapy with indications of severity. Patients can edit a list of their preselected symptoms or select any of the 48 symptoms available.</td>
</tr>
<tr>
<td>2018, Graetz et al, United States [25]</td>
<td>To evaluate the feasibility of a Web-based symptom-reporting app for patients with early-stage breast cancer using AIs b</td>
<td>Improvement in symptom burden and medication adherence</td>
<td>The ability to report symptoms and AI medication use, with built-in alerts sent to a patient’s care team on the basis of the predetermined thresholds.</td>
</tr>
<tr>
<td>2016, Hwang, Canada [22]</td>
<td>To determine if unscheduled visits for care and hospital readmission can be prevented by e-monitoring and to assess patient satisfaction with the app</td>
<td>Provision of care for postoperative wounds</td>
<td>The app allows for electronic wound monitoring. The patient takes photos of the wound on postoperative days 1, 3, 7, and 14 and attaches them to electronic messages sent to the surgeon, who must answer within 24 hours.</td>
</tr>
<tr>
<td>2010, Klasnja et al, United States [24]</td>
<td>To refine the functional requirements of a mobile app to assist patients with cancer during treatment</td>
<td>Provision of health information to manage care-related issues in unanchored settings</td>
<td>The app has modules including daily check-ins to track well-being and symptoms; calendar events (eg, consultations with clinicians); logs to monitor medications, pain, and surgery drains; and notes (ie, text, photo, and audio) for quick capture of care-related information.</td>
</tr>
<tr>
<td>2017, Liu et al, China [23]</td>
<td>To develop and evaluate the structure and contents of a smartphone app for women with breast cancer</td>
<td>Provision of information support regarding disease, treatment, medication, exercise, nutrition, symptoms, examination, and social support</td>
<td>The app has 5 main function modules: personalized information recommendation, category knowledge center, headline information browsing, newest information browsing, and information searching.</td>
</tr>
<tr>
<td>2016, Young-Afat et al, The Netherlands [26]</td>
<td>To evaluate patient experience and satisfaction, physicians’ and nurses’ opinions, and scientific potential of a supportive breast cancer app</td>
<td>To be beneficial in clinical practice and research</td>
<td>The app has 4 main functionalities: repository for information (audio recorded and imaging), symptom registration, timeline of treatment trajectory, and personalized information about breast cancer and treatment.</td>
</tr>
<tr>
<td>2017, Zhu et al, China [19]</td>
<td>To develop and evaluate the content and functionality of a mobile app for women with breast cancer undergoing chemotherapy</td>
<td>Provision of social, emotional, and information support</td>
<td>The app has 4 components: learning (information related to breast cancer and symptom management), discussion (anonymous support group), ask the expert (online consultation), and personal stories (stories of breast cancer survivors).</td>
</tr>
<tr>
<td>2018 A, Zhu et al, China [20]</td>
<td>To explore participants’ perceptions of the strengths and weaknesses of the BCS, and their suggestions for program improvement</td>
<td>Provision of social, emotional, and information support</td>
<td>The app has 4 components: learning (information related to breast cancer and symptom management), discussion (anonymous support group), ask the expert (online consultation), and personal stories (stories of breast cancer survivors).</td>
</tr>
<tr>
<td>Year, author, country&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Study characteristics</td>
<td>Intervention characteristics</td>
<td>Operation</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>2018 B. Zhu et al, China [21]</td>
<td>To determine the effectiveness of the BCS program to address women’s self efficacy, symptoms, and quality of life during chemotherapy</td>
<td>Provision of social, emotional, and information support</td>
<td>The app has 4 components: learning (information related to breast cancer and symptom management), discussion (anonymous support group), ask-the expert (online consultation), and personal stories (stories of breast cancer survivors).</td>
</tr>
</tbody>
</table>

<sup>a</sup>Country of the study coordinator.<br> <sup>b</sup>AIs: aromatase inhibitors.<br> <sup>c</sup>BCS: Breast Cancer e-Support Program.
<table>
<thead>
<tr>
<th>Year, author, country</th>
<th>Intervention characteristics</th>
<th>Operating system</th>
<th>Outcome characteristics</th>
<th>Main conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016, Egbring et al, Switzerland [18]</td>
<td>Mobile app to record daily functional activity and adverse effects of chemotherapy</td>
<td>iOS&lt;sup&gt;b&lt;/sup&gt; and Android</td>
<td>Functional activity and adverse effects of chemotherapy</td>
<td>Patient well-being and reporting of the adverse effects of chemotherapy can be improved by using a mobile app under the supervision of the treating physician.</td>
</tr>
<tr>
<td>2018, Graetz et al, United States [25]</td>
<td>App that allows patients to share information in real time with their cancer care team outside of clinic visits</td>
<td>Information not available</td>
<td>Symptom burden and medication adherence</td>
<td>The use of an app with weekly reminders significantly improved short-term Adherence, which may reduce the symptom burden of women with breast cancer.</td>
</tr>
<tr>
<td>2016, Hwang, Canada [22]</td>
<td>Smartphone app that allows for communication between the patient and the surgeon (Medeo)</td>
<td>Information not available</td>
<td>Unscheduled visits for care, hospital readmission, and patient satisfaction</td>
<td>Electronic wound monitoring was associated with significantly less unscheduled care, including hospital readmission and visits to the emergency department or walk-in clinic, a high degree of patient satisfaction, and a possible reduction in cost to the health care system.</td>
</tr>
<tr>
<td>2010, Klasnja et al, United States [24]</td>
<td>Mobile app to assist patients in managing care-related information (HealthWeaver Mobile)</td>
<td>Android only</td>
<td>Participants’ perceptions of HealthWeaver Mobile</td>
<td>The possibility of taking photos and audio notes was highly valued by participants. The app was seen not only as a valuable way to capture information quickly but also as a means of accessing information, especially through calendar events.</td>
</tr>
<tr>
<td>2017, Liu et al, China [23]</td>
<td>Smartphone app to provide personalized information support (Information Assistant)</td>
<td>Information not available</td>
<td>Participants’ evaluation of Information Assistant</td>
<td>A few useful pieces of information, photos, and videos have been added, allowing patients to gain maximum benefits from the app. It is able to deliver high-quality information support.</td>
</tr>
<tr>
<td>2016, Young-Afat et al, The Netherlands [26]</td>
<td>Supportive breast cancer mobile app to assist in clinical practice and research (OWise)</td>
<td>iOS and Android</td>
<td>Participants’ evaluation of OWise</td>
<td>Benefits for patients and their medical teams, especially because of the option to make audio recordings of consultations and the availability of personalized information.</td>
</tr>
<tr>
<td>2017, Zhu et al, China [19]</td>
<td>Mobile app to promote women’s self-efficacy and social support (BCS&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>iOS and Android</td>
<td>Participants’ perceptions of BCS</td>
<td>More information has been added in the app tutorial, as well as the information related to food choices, sexual activity, pregnancy, and the interpretation of laboratory results, making the app useful, attractive, and easy to use.</td>
</tr>
<tr>
<td>2018, Zhu et al, China [20]</td>
<td>Mobile app to promote women’s self-efficacy and social support (BCS)</td>
<td>iOS and Android</td>
<td>Participants’ perceptions of BCS</td>
<td>Potential of BCS to support women during chemotherapy. Its benefits can be maximized by incorporation into routine care.</td>
</tr>
</tbody>
</table>
Main conclusions

The BCS program demonstrated its potential as an effective and easily accessible intervention to promote women’s self-efficacy, symptom interference, and quality of life during chemotherapy.

Risk of Bias Within Studies

On the basis of the methodological quality assessment using MINORS [17], the total scores of the validation studies ranged from 12 to 16 [19,20,23,24,26], while the nonrandomized comparative study reached a total score of 21 [22], as shown in Table 4.

On the basis of the methodological quality assessment using the Cochrane Collaboration Risk of Bias Tool [16], one of the studies [21] presented a low risk of bias in all domains evaluated. Only one of the studies [18] presented high risk in 2 domains, both regarding blinding; the authors indicated that the absence of blinding may have affected the outcomes evaluated. In one study, there were no reports regarding blinding of outcome assessment [26], as shown in Figure 2.

Table 4. Methodological appraisal of selected studies on the basis of Methodological Index for Nonrandomized Studies (MINORS).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. A clearly stated aim</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2. Inclusion of consecutive patients</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3. Prospective collection of data</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4. Endpoints appropriate to aim of study</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5. Unbiased assessment of study endpoint</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6. Follow-up period appropriate for aim of study</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>7. Loss to follow-up less than 5%</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8. Prospective calculation of study size</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>9. An adequate control group</td>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>10. Contemporary groups</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>11. Baseline equivalence of groups</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>12. Adequate statistical analyses</td>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Total score</td>
<td>21</td>
<td>12</td>
<td>16</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

aItems were scored 0 (not reported), 1 (reported but inadequate), or 2 (reported and adequate). The global ideal total score is 16 for noncomparative studies and 24 for comparative studies. See list of references for full source information on papers. MINORS index is described in Slim et al [14].

aNot applicable.
Synthesis of Results

All the analyzed studies carried out the evaluation of mobile apps for women during the treatment of breast cancer. On the basis of the objective, different types of apps were developed. In general, all involved the provision of useful and quality information to patients as a way of improving management of adverse treatment effects through the promotion of self-care at home.

Some studies reported the importance of using the specific app under the supervision of health professionals, either online [19,22,25] or in person [18]. Two studies evaluated an app capable of communicating with health care professionals, providing remote electronic monitoring [22,25]. One study developed a pilot randomized controlled trial to assess the feasibility of an app with or without weekly reminders, allowing the sharing of health information on a real-time basis with the patient’s oncology care team. Participants who used the weekly reminders feature had a higher app usage rate (74% vs 38%, \( P < .05 \)) during the intervention and reported higher drug adherence than those who did not opt for this feature (100% vs 72%, \( P < .05 \)) [25].

Another study reported a significantly lower number of unexpected medical consultations, including hospital readmissions and visits to the emergency department, in the e-monitoring group than the conventional follow-up control group (3% vs 22%, \( P < .05 \)), as the app allows the professional to conduct an electronic consultation if necessary, avoiding complications. Almost all e-monitoring patients felt that the app led to improved care (95%) and would recommend it to a friend or colleague (90%).

Three studies in this systematic review [19-21] concerned an app with an ask the expert module, capable of providing online consultations, which was found to be useful, attractive, and easy to use [19]. The authors developed and evaluated the content and functionality of the mobile app [19], tested it to determine its effectiveness regarding women’s self-efficacy, symptoms, and quality of life during chemotherapy [21], and explored participants’ perceptions of app strengths and weaknesses [20].

Through qualitative interviews, it emerged that the participants considered the app to be useful for improving knowledge and promoting emotional well-being and would recommend it to other women undergoing chemotherapy [20]. In addition, when tested, the app had significantly better health outcomes at 3 months regarding self-efficacy (21.05; 95% CI 1.87 to 40.22; \( P = .03; d = 0.53 \)), symptom interference (−0.73; 95% CI −1.35 to −0.11; \( P = .02; d = 0.51 \)), and quality of life (6.64; 95% CI 0.77 to 12.50; \( P = .03; d = 0.46 \)) compared with participants who received usual care [21].

Another study reported the importance of an app for patients who require face-to-face follow-up with health care professionals on scheduled visits. Through the app, the patient can make a recording of the perceived symptoms at home, improving the report of the adverse effects management for the health care professional during consultation [18].
The focus of some studies was on using mobile apps to improve the retention of information about the management of adverse effects and, consequently, to improve self-care and patient well-being. One study evaluated an app with a module dedicated to the latest research findings, technologies, and methods for breast cancer care, thereby helping patients obtain up-to-date information [23].

Moreover, one study assessed a mobile app that, in addition to offering patient guidance through the provision of knowledge, includes a calendar to highlight important dates related to events, treatments, and consultations. This app incorporates texts, photos, and audio, making it possible for patients to capture and store important information related to their care. This app allows greater interaction between the patient and the app, a fact that was valued by the study participants [24].

However, this was not the only study on an app enabling the inclusion of audio. In another study, all patients (n=15) used the audio recording function to record consultations with their nurses and physicians, and 14 (93%) patients found this feature useful. Patients considered the audio aspect and the personalization of information about disease and treatment as the most useful features of the app. Almost all physicians and nurses (90%) also found the recording function useful and would recommend the app to their patients [26]. Figure 3 shows screenshots of this smartphone app, named OWise.

**Figure 3.** Screenshots of the OWise.
Discussion

Summary of Evidence

This is a systematic review about the available evidence regarding women’s use of mobile apps during breast cancer treatment. A total of 9 papers, which covered the development of various types of mobile apps, were included [18-26]. The apps encompassed the transmission of useful information and the management of the adverse effects of breast cancer treatment through various features.

While there is growing interest in using patient reporting tools to improve symptom monitoring during cancer treatment, there is a lack of evidence about the impact of this strategy on clinical outcomes [26,27]. A mobile app has the potential to restore the daily functional activity of patients with early-stage breast cancer. This benefit is most significant when the patient uses the app under the supervision of health professionals as the review of the treatment during consultation is an opportune moment for a sincere discussion of symptoms reported by the patients in the app [18].

Electronic follow-up via apps may help avoid unplanned visits to the emergency room and hospital readmissions, reducing health care costs [22]. These results corroborate those of a study that examined health-related quality of life, emergency room visits, and hospitalizations among patients receiving chemotherapy for advanced solid tumors. The use of tablet computers to self-report symptoms during cancer treatment was associated with significant clinical benefits, decreased emergency room admissions, and reduced hospitalizations [27].

Web-based self-management support systems and apps involving health professionals are important to ensure the communication of high-quality information between patients and the health team empowering the patients to increase their self-care and improve their own health [28] and also the communication between patients and staff outside of health institutions as a way of ensuring continuity of care [22], enhancing knowledge, improving confidence level, and promoting emotional well-being [20]. Besides that, the involvement of health professionals in monitoring treatment effects through an app outside of clinic visits also might be a cost-effective way to improve symptom management and health outcomes [25].

Calendar events, photos, messages, and audio are a few of the mechanisms that can increase the usability of apps and improve the acquisition of information related to illness and treatment [18,24,26]. These features may improve self-care at home and restore the daily functional activity of patients. In addition, the audio recording function to record consultations with health professionals does not increase the duration of the consultation [26].

Characteristics related to communication and interaction were also demonstrated by a recent study that aimed to investigate the behavior of patients with prostate cancer when using a mobile app during radiation therapy [29]. As found in the studies included in this systematic review, there was improvement in the reporting and self-management of symptoms during treatment. In addition, the app provided continuous access to links to important information and, like one of the apps evaluated by a study included in this review, helped patients obtain up-to-date information regarding their disease and treatment [23].

In this context, health apps are increasingly being used in clinical care and might have significant informative potential. However, they are often inserted into clinical care before the necessary research to confirm the benefits for patients and health professionals has been conducted [26].

Limitations

Some methodological limitations of this systematic review should be taken into account. Most studies validated apps for mobile devices during their development, focusing on their content and functionality. More data from randomized clinical trials are needed to assess the effects of using mobile apps during the treatment of women with breast cancer, as is being done with the Breast Cancer e-Support program. In addition, the evaluated apps have different functionalities and are geared toward different treatments. Therefore, their heterogeneity prevents the data from being satisfactorily grouped, hindering a quantitative analysis.

Conclusions

The evidence from the studies included in this systematic review is currently limited but suggests that mobile apps for women with breast cancer might be an acceptable information source and lead to improved patient well-being. They can also be used to report symptoms and adverse treatment-related effects and promote self-care. However, the real utility of mobile apps for women undergoing breast cancer treatment is still uncertain. More evidence-based apps must be tested in future randomized clinical trials.
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Abstract

Background: With a wide range of use cases in both research and clinical domains, collecting continuous mobile health (mHealth) streaming data from multiple sources in a secure, highly scalable, and extensible platform is of high interest to the open source mHealth community. The European Union Innovative Medicines Initiative Remote Assessment of Disease and Relapse-Central Nervous System (RADAR-CNS) program is an exemplary project with the requirements to support the collection of high-resolution data at scale; as such, the Remote Assessment of Disease and Relapse (RADAR)-base platform is designed to meet these needs and additionally facilitate a new generation of mHealth projects in this nascent field.

Objective: Wide-bandwidth networks, smartphone penetrance, and wearable sensors offer new possibilities for collecting near-real-time high-resolution datasets from large numbers of participants. The aim of this study was to build a platform that would cater for large-scale data collection for remote monitoring initiatives. Key criteria are around scalability, extensibility, security, and privacy.

Methods: RADAR-base is developed as a modular application; the backend is built on a backbone of the highly successful Confluent/Apache Kafka framework for streaming data. To facilitate scaling and ease of deployment, we use Docker containers to package the components of the platform. RADAR-base provides 2 main mobile apps for data collection, a Passive App and an Active App. Other third-Party Apps and sensors are easily integrated into the platform. Management user interfaces to support data collection and enrolment are also provided.

Results: General principles of the platform components and design of RADAR-base are presented here, with examples of the types of data currently being collected from devices used in RADAR-CNS projects: Multiple Sclerosis, Epilepsy, and Depression cohorts.

Conclusions: RADAR-base is a fully functional, remote data collection platform built around Confluent/Apache Kafka and provides off-the-shelf components for projects interested in collecting mHealth datasets at scale.
Introduction

Background
The opportunity in health care for continuous monitoring of patients has steadily grown in parallel with the widespread availability of smartphones, more capacious mobile networks, and development of new wearable sensors that are able to continuously measure a growing set of physiological and phenomenological parameters. Many of these devices are currently in the lifestyle or fitness domain; however, vendors are increasingly developing these devices for medical-grade applications. If these streams of data can be reliably collected, analyzed, and acted on, it opens up the possibility of better understanding disease etiology, diagnosis, prognosis, and detecting relapse in most disease areas.

Existing mobile health (mHealth) platforms include some form of questionnaires, phone (Android, iOS) sensor data collection, wearables integration, backend infrastructure, and management user interface, but few presently include all or are scalable solutions. Moreover, 2 such examples are the Open source AWARE Framework, an Android platform for mobile phone–based context sensing [1], and the Health Insurance Portability and Accountability Act of 1996-compliant Bridge platform, which supports biomedical studies conducted through smartphones [2].

Objectives
The Euro 26 million Innovative Medicines Initiative (IMI) Remote Assessment of Disease and Relapse -Central Nervous System (RADAR-CNS) is a major international academic-industry research program aimed at developing novel methods and infrastructure for monitoring major depressive disorder (MDD), epilepsy (Epi), and multiple sclerosis (MS) using wearable devices and smartphone technology [3]. Beyond supporting the initial goals of the 3 disorder areas in RADAR-CNS, the RADAR-base platform aims to provide a highly extensible platform for mHealth applications [4].

To facilitate adoption by the wider mHealth community, the RADAR-base platform was released under an open source Apache 2 license in January 2018. RADAR-base is composed of backend infrastructure and 2 Android mobile apps: a cross-platform Cordova app for active monitoring of participants (active remote monitoring technology, aRMT) through conscious action (eg, questionnaires, audio questions, timed tests) and a native Android app for passive monitoring via phone and wearable sensors (passive remote monitoring technology, pRMT). RADAR-base also includes capabilities for data aggregation, management of studies, and real-time visualizations.

A key differentiator of RADAR-base platform is that it makes use of Confluent technologies (based around Apache Kafka) to provide an end-to-end solution for remote monitoring use cases (eg, participant management and data analysis) that scales horizontally through the use of Kafka and Confluent ecosystem. Other approaches to centralize information flow and decouple systems exist, in particular Messaging Queues and Enterprise Service Bus/Service Oriented Architecture (SOA) type architectures, which have a number of overlapping and differentiating factors compared with Confluent/Kafka, in particular around routing, scaling, performance, and ecosystem [3,6]. Kafka and the Confluent ecosystem have become the de facto industry standard for high-throughput event streaming data applications. More specifically, it is appropriate for building real-time streaming/transforming data pipelines that reliably move data between systems at scale. The RADAR-base platform has a number of requirements: first, data must flow from sensors or data sources into the platform through mobile devices and second, to transform these data (eg, restructured for Cold Storage, Hot Storage, aggregating data based on time windows and monitor the data coming in. This Kafka based pipeline, along with data schematization makes the platform flexible and open to a variety of devices, types of data, velocity, and throughput.

The RADAR-base platform can be deployed both in local settings, such as a hospital, for local data collection or for ambulatory studies through remote deployment for centralized data collection. The RADAR-base backend has been deployed on various platforms (cloud, bare-metal, etc) as a set of microservices using Docker containers. Both scenarios are used in RADAR-CNS.

The RADAR-base platform is a scalable, secure, open source Internet of Things (IoT) platform for real-time remote sensor data collection in the context of mHealth clinical studies.

Methods

Components
The RADAR-base platform consists of following major categories of components:

1. Data Collection Ecosystem
2. Data sources
3. Data Processing and Visualization
4. Study management and Security

Figures 1 and 2 show the integration and communication between different components of the RADAR-base platform.

Figure 1 shows the Technical Overview of the RADAR-base Platform Stack Platform Capabilities:

1. High throughput, low latency data collection
2. Scalability
3. Generalized device integration for passive data sources

1. Abstracted and composable integration mechanism for sensor devices
2. Third-Party RESTful (Representational State Transfer) data source integration
4. Configurable data sources at runtime
5. Schema evolution
6. Real-time data processing and analytics
7. Hot and cold storage
8. Data access (Representational State Transfer [REST]-API)
9. Modular, extensible dashboards
10. Electronic Case Report Form (eCRF) integration (REDCap)
11. Remote configuration
12. Cohort Management Portal
13. Security

Figure 2 shows an overview of the RADAR-base platform. Current data sources are as follows: Empatica E4, Pebble 2, Fitbit, Biovotion, Faros, Active aRMT Questionnaire app, and Passive pRMT app.

These functionalities are delivered through the following components:

1. Data ingestion: Recognizing and registering data sources (including smartphones and wearable devices), collecting the data via a direct Bluetooth connection or through a third-party application protocol interface (API), and streaming in near-real-time to the server (green box in Figure 1). Using Apache Kafka, the collected data are streamed to dedicated topics in real-time where the data are schematized using Apache AVRO and the Schema Registry. More details about data source mapping and integration can be found in the Data Sources and Study Management Sections below. Detailed further on the platform’s documentation wiki [7].
2. Data storage and management: Consists of 2 centralized storage systems behind an authorized security layer. The cold storage, based on Hadoop Distributed File System (HDFS), that is scalable and fault-tolerant, focused on storing large volumes of raw data, and the hot storage, based on MongoDB, for storing aggregated data to provide a near real-time overview of the raw data, principally for the data dashboards.
3. Data sharing: Visualizing aggregated data in a live dashboard and exporting raw data for further analyses in various formats including AVRO, JSON, and CSV.

Figure 1. Technical overview of the RADAR-base platform stack.
**Data Collection Ecosystem**

The entire RADAR-base backend is deployable as a set of microservices based on Docker containers [8].

**Representational State Transfer Proxy**

As the platform is based on Apache Kafka, we can either send data directly into Kafka via a native Producer or using HTTP and the Confluent REST proxy.

**Schema Registry**

The data sent into the platform from the data source will be converted into AVRO format before going into Kafka topics. To convert our data to AVRO, the REST proxy needs to know the schema (or format) of the data being sent. These schemas are stored in the Schema Registry to reduce the payload size of each request.

**Backend Streams and Monitors**

Event-by-event stream processing is built on top of Kafka Streams. It provides an abstract layer to monitor and analyze streams of data and write aggregated/transformed data into Kafka topics. The data are produced (into Processed Topics) and consumed (from Data Source Topics) in Apache Avro format using the schema stored inside the Schema Registry. This capability provides real-time analytics and is used to trigger real-time interventions (e.g., providing real-time data source statistics and sending notifications on source disconnection).

**Sink Connectors**

The data coming into Kafka is extracted into storage systems such as the HDFS and MongoDB with the help of Kafka Sink Connectors. The HDFS Sink Connector takes raw data coming into the system and deposits it into the HDFS storage in AVRO format (this time with the schema embedded, so the data are self-describing), which can be used for archival storage and historical analysis. The MongoDB sink connector takes aggregated data coming into Kafka from the Streams app’s Processed Topics and deposits it into the MongoDB storage.

**Data Typing**

The AVRO schema is a JSON format specification of the fields and data types, which data values can hold. The schema itself can be embedded in the message or a reference held to the schema stored in a Schema Registry. AVRO is a particularly convenient format for managing schema evolution in RADAR-base, as schema changes can occur frequently and without warning, especially where third-party data sources are concerned.

For illustration purposes, the schema for the phone acceleration is shown in Figure 3.
Data Sources

Data Sources represent a wide variety of systems able to send data into the RADAR-base platform; these include devices containing sensors, mobile phones, questionnaires and digital games/assessments, and Web-APIs data portals.

In RADAR-base, passive data sources are collected via the pRMT app, active data sources via the aRMT app, and third-party data sources via the THINC-it app in RADAR-CNS. Another type of data source includes middleware connecting a vendor’s Web API to the RADAR-base platform. For example, Fitbit does not provide a mobile Software Development Kit (SDK) to stream data to the pRMT app directly; instead, all the data are uploaded to the vendor data warehouse and provided to developers via a Web API. Getting these data into the RADAR system is achieved by implementing a server-side Kafka Source Connector, which continuously queries data from the vendor’s Web API and dumps it into Kafka inside the RADAR-base platform; this approach can be used to integrate other Web API/OAuth2 data sources [9].

Active Remote Monitoring App: Composable Questionnaire Delivery

The primary goal for the aRMT mobile app is to allow users to submit questionnaires through the user’s smartphone at a notified time. The questionnaire definitions and their regimen are defined by simple JSON configuration files, which are Web-served and therefore remotely configurable. New questionnaire configuration files can be easily created either manually or authored as REDCap data dictionaries and parsed.
via a simple script. The regimen or protocol configuration file defines the sequence of the questionnaires delivered and the local notifications or Firebase Cloud Messaging push notifications used to alert the user.

The aRMT app was designed as a hybrid Cordova app and usable on both iOS and Android. Furthermore, it includes Cordova plugins to collect active audio responses to questions, allowing active samples of raw speech audio to be collected for analysis. Finally, the aRMT app also serves as a means of providing time markers to data collected in parallel by the pRMT app, such as start and end labels of walking and balance tests used in the MS study in RADAR-CNS. Figure 5 shows a selected interface of the aRMT app.

Figure 5. User interface of the active Remote Monitoring app.

Third-Party App Integration: THINC-it
THINC-it is a third-party mobile app that makes use of 5 quick interactive tests to assess memory, concentration, and attention [10].

The THINC-it app uses the RADAR-base platform backend infrastructure as part of the RADAR-CNS project. It also provides a reasonable paradigm for other third-party app integration into the RADAR-base platform.

Data Processing and Visualization

Historic Raw Data Processing and Visualization
A common task is the exploration of collected raw data. In addition to the near-real-time visualization through the dashboard, the RADAR platform includes a python package for the processing and visualization of historic data. The package provides standard tooling for exploratory visualization of RADAR-base data (see Figure 6) and the easy implementation of preprocessing pipelines to take data exported from a RADAR-base project and output the processed data, with any accompanying labels, in a format suitable for use in standard machine learning libraries. Dask, a python library for parallel and larger-than-memory computing [11], is primarily used as the backbone. The potential for large longitudinal studies collecting high-frequency data necessitates the ability to distribute computation or to work on subsets. Moreover, the use of existing libraries allows straightforward integration with the rest of the python data science ecosystem.

Figure 6. Contiguity of phone sensor data over 6 months collected through RADAR-base for a participant in the major depressive disorder study. The red line corresponds to the enrollment date, whereas a coloured segment on each row corresponds to recorded data at an hourly resolution.
The package can make use of the common structure of RADAR-base data through the defined AVRO schema and specification for each modality. A schema describes data types, allowing automatic parsing of modalities stored without type. Each data source integrated into RADAR also contains a specification listing associated sensors with information on each. That information includes field names and units, allowing visualizations to be labeled automatically. As the specifications give the device and type of sensor for the associated data, those data can be mapped to relevant processing pipelines. For example, the Biovotion VSM1 device provides all its data in 1-second batches. These batches are ordered and so can be upsampled. Using the device specification, a function to upsample the data can be mapped to all the relevant data modalities. Alternatively, an analyst may wish to map a function to sensors of the same type across different devices, which is also made simple by using the specification to identify data from sensors of the same type.

**Real-Time Data Processing and Representational State Transfer (RESTful)Application Protocol Interface**

The RADAR platform exposes RESTful Services implemented using Jersey 2 and deployed on Grizzly server. Data collected in the platform are processed in real-time by a Kafka Streams application to provide aggregations (mean, max, etc) at various time resolutions (second, minute, hour, day, and week) and stored in MongoDB, which is served through the REST-API. The REST-API provides various API endpoints, which can be used to request the aggregated data in near-real-time and allows various combinations of queries. All the endpoints are secured; therefore, only a valid user or a client registered with the management portal with appropriate permissions/scopes can access these endpoints. All REST endpoints have been documented following OpenAPI specifications using Swagger: a powerful open source framework offering a large ecosystem of tools that help to design, build, document, and consume RESTful-APIs.

The REST-API also exposes some real-time information about the current status (connected or disconnected) of the sources registered for a particular subject along with when a data source was last detected sending data. All this information is used by the Dashboard to provide a real-time visualization of the current state of the studies/projects to project admins.

**Real-Time Visualization Via Dashboards**

Overview and visualization are provided by a clear, customizable user interface with an emphasis on exploring different aggregation and zoom levels in the data. The RADAR-base dashboards use Angular, RxJS, and D3 to construct views on data from the REST-API. These presently provide management project/study lists, compliance views, and participant-level visualization of longitudinal data. Figure 7 shows an example data view. More detailed figures are given in the Multimedia Appendix 1.

![Figure 7. Participant data view (battery and accelerometer streams).](image)

**Study Management and Security**

The management portal Web application is the main user interface for creating and organizing RADAR projects, enrolling participants, and managing the association of participants with corresponding data sources. Figure 8 shows the management portal interface.
Authentication, authorization, deidentification, and encryption are compulsory due to the sensitive information collected by the platform and to manage additional unknown risks associated with IoT using large numbers of network edge devices and endpoints. These are implemented for these following elements:

**Quick Response Code Authentication**

The management portal is used to issue a Quick Response (QR) code or Token for data-source to participant registration. This QR code can be scanned with the embedded QR code scanner in the integrated apps or alternatively a token can be entered directly as text. The decoded QR code provides some valuable information required by clients including sources, user ID, roles, scopes.

**Open Authentication 2**

To provide authorization and authentication, we utilize the OAuth2 workflow, an industry standard protocol for authorization. In the mobile apps, we use the Refresh Token grant type [12], and for other internal clients, we use the client credentials grant type. For instance, the gateway and the REST-API use the latter, whereas the mobile apps use the former.

For the mobile apps, an access token from the management portal is required for authorization across the platform. Without this token, data sources can neither register nor send data into the platform. The management portal provides a Refresh Token in the form of a QR code associated with a subject. This QR code can be scanned by the mobile apps to obtain a URL to a JSON Web Token, which embeds a Refresh Token and the authorization endpoint as a Bearer Token in an HTTP(S) request to obtain a new (Refresh-token+Access token) pair. This access token can then be used to access and post data according to the resources, roles, and scopes specified. Once the Access token expires, the most recently obtained Refresh Token is used to obtain a new (Refresh-token+Access token) pair.

The RADAR-base platform provides utilities for clients to easily manage the OAuth2 authorization flow [13]. An online manual is available, which specifies a step-by-step process of integrating new apps along with a list of utilities and libraries for QR code and OAuth [14]. The pRMT Android app uses OpenID Connect for authorization and authentication [15].

**Deidentification**

As discussed in eCRF Integration and REDCap Integration WebApp Sections, the strongly identifiable information is saved in a separate eCRF system, which is isolated from the RADAR-base platform [16]. Only the nonidentifiable data are saved in the platform. The 2 separated datasets are linked to each other as pseudonymized data only via RADAR-base Universally Unique ID.

**Reverse Proxy**

An nginx web server is used to proxy traffic into the platform and provide Cross-Origin Resource Sharing. Furthermore, the reverse proxy (nginx web server) can also be configured to act as a mitigation against Distributed Denial-of-Service attacks or using it as an HTTP load balancer.

**Gateway**

This component controls access to the Confluent Kafka REST Proxy for posting data from clients to Kafka through HTTP POST requests. It performs authentication and authorization, content validation, and decompression if needed. It also verifies if the access token sent in the HTTP POST request is valid and has the required privileges to perform the POST request for the specified resource, role, and scope.

**Audit Log**

The various components of RADAR-base keep activity logs at levels appropriate for that component. As the management portal keeps track of all study-related information, device assignments, and participant enrollment information, it keeps the most detailed audit logs. Any modification to the management portal database is stored in an audit record. These audit records store the user who made the modification, the time at which the modification was made, as well as the old and new state of the modified entity, allowing the complete history of all study metadata to be tracked or roll back modifications when necessary. Finally, the management portal also logs when, to what application, and for which user access tokens are being granted. It is important to note that this log is only there for the purposes of auditing. Validation of the tokens is not handled.
by the management portal. Instead, clients can use the management portal’s public key to validate the digital signature embedded in the access token. This way, components in RADAR-base can horizontally scale up, without the need for the management portal to scale up with them just to be able to keep up with validation requests. See Multimedia Appendix 1 for audit log figure.

**REDCap eCRF Integration**

Optional integration of one or more REDCap eCRFs servers is provided with RADAR-base. REDCap is a secure 21 CFR Part 11, FISMA, and HIPAA-compliant Web application for building and managing online surveys and databases [17]. When used in this mode, subject creation is linked automatically between the REDCap and RADAR-base.

**User Registration Workflow**

A brief workflow of the registration is shown in Figure 9. A subject or recruiter will register a new record in REDcap (optional). Creating this record will trigger the creation of a corresponding subject in the management portal via RESTful-API calls. From the management portal subject, the project admin (recruiter) will be able to register apps via a QR code (aRMT and pRMT). Apps can be downloaded from the playstore, and registration QR codes can be obtained and scanned from the management portal for the particular subject. Once the apps get registered, the relevant subject will start streaming wearables and phone data.

**Software Availability**

The entire RADAR-base platform is freely available at github repository as open source software [18]. The details of the platform can be read at the official RADAR-base website [16]. A detailed quickstart, deployment details, and developer documentation are made available at Confluence Wiki [19]. The Docker images for all the components are available at Docker Hub [8].

**Results**

Multiple instances of RADAR-base are deployed and in use for real-world studies of Epilepsy, MS, and MDD under the umbrella of RADAR-CNS [20,21].

The catalog of devices currently integrated into the pRMT app include onboard Android smartphone sensors, Empatica E4, Pebble 2 smartwatch, BiovotionEverion, Faros 180, and Fitbit; a list is maintained here [22]. Pluggable capability is provided to integrate new wearable devices offering a native SDK (eg, Empatica E4) or through third-party vendors’ REST-API (eg, Fitbit). The aRMT app provides highly extensible aRMT services.
functionality to the platform, rendering questionnaires from a JSON configuration file, for example, questionnaires using RADAR-CNS include RSES, PHQ8, and ESM. Figure 6 shows the contiguity of data collected from an MDD study participant’s phone over a 6-month period. There are daily patterns visible even at this resolution; topics that rely on user interaction are typically not collected during the night, creating a striped pattern in the figure.

Discussion

Remote Assessment of Disease and Relapse-Base Current Deployments

The current deployments of RADAR-base for the different disorders are explained below.

Major Depression Disorder

The RADAR-base platform has been deployed centrally to collect active (questionnaires) and passively generated (wearable Fitbit and smartphone sensor) data remotely for participants recruited to 3 sites of the MDD study. The sites include King’s College Hospital, London; Centro de Investigacion Biomédica en Red, Barcelona; and VU University Medical Center, the Netherlands. The objective being to collect regular self-reported symptoms and metrics such as sleep and ambulatory behavior. High-resolution data are being collected over a period of up to 2 years for each participant. More details about the MDD studies and preliminary data analysis are provided in our study [21].

Epilepsy

The Radar-base platform has been successfully tested and deployed in the Clinical Neurophysiology Department, King’s College London, and the Epilepsy Center, Medical Center University of Freiburg, in their respective video electroencephalograms monitoring units, and it is currently in active use in London and Freiburg with enrolled participants.

Latest participants have the facility to wear 3 devices (Faros, Bivotion, and E4) concurrently. We have explained the detailed deployment of the platform for Epilepsy studies and initial collected data in our study [20].

Multiple Sclerosis

MS studies using RADAR-base are underway at different partner sites across Europe. Participant recruitment has been started and data are being streamed to central deployment. An important focus here is to collect data from the Faros 180 devices used for several mobility and balance tests in addition to similar ambulatory behavior collected in the depression study.

These 3 studies expose the versatility of the RADAR-base platform and generate data with very different complexity, volume, velocity, and durations.

Technical Challenges

Several technical challenges were addressed, including:

1. High throughput, volume, and velocity of the data.
2. Processing data in real time.
3. Optimizing phone resources to handle data collection and streaming (particularly high-resolution sensors).

4. Privacy concerns particularly around Global Positioning System data used to track location or audio exposing identifiable information. For this, the RADAR-base platform calculates and sends the relative location from a reference point. Similarly, background audio sampling is one-way-mapped to a vector representation of features using an OpenSmile plugin [23]; in this way, raw background audio is not exposed while retaining useful information content for analytics purposes.

5. Identifiable information is kept separate from sensor data to make it pseudonymized.

6. Security (authorization and authentication) is also a major concern for sensitive data collected from participants. Access to data is provided via a secure data transfer protocol.

7. With the huge amount of raw data the platform is built to collect, it is essential to have efficient compression. All the data collected and stored are compressed and encrypted.


Comparison With Prior Work

A summary of other platforms comparing salient features with the RADAR-base platform are provided here. The recently developed mental health Nonintrusive Individual Monitoring Architecture platform, a prototype implementation used alongside an investigation of the key features required of a mHealth data collection platform; these include integrating data sources, a focus on privacy, and flexible user permissions [24]. Intel’s Context Sensing SDK is a library for Android and Windows with specific context states; it, however, only provides front-end components [25]. The EmotionSense app is developed by the University of Cambridge to sense emotions with implications for psychological therapy and improving well-being; however, it is only focused on depression [26]. Medopad provides solutions for different health care issues with symptom tracking; this is a commercial solution and mainly focuses on phone sensors and active monitoring methods [27]. PHIT allows users to build health apps based on existing infrastructure [28]. ResearchKit, an open source framework for building apps specifically for iOS, makes it easier to enroll participants and conduct studies. However, new wearable device integration requires strong programming skills and it does not include a data management solution [29].

ResearchStack is an SDK and UX framework for building research study apps on Android, with a similar application domain as ResearchKit [30]. Both ResearchKit and ResearchStack provide software libraries, frameworks, and development tools that require extensive programming skills to create apps. A framework to create observational medical studies for mobile devices without extensive programming skills was presented [31]. Further comparison of currently available sensing platforms/apps is provided in Multimedia Appendix 2.

A key differentiator in the RADAR-base platform is the use of the Confluent platform technologies [32] (based around Apache Kafka) as the underlying infrastructure to provide a highly...
scalable end-to-end solution for event-driven messaging, which is able to satisfy a wide variety of use cases, for example, high throughput, low latency messaging, real-time data processing, and fault tolerance/robustness. The platform can be deployed as microservices with Docker containers and with minimal effort extended to integrate new sensors and data sources.

**Future Works and Conclusions**

RADAR-base aims to stimulate the field of mHealth by providing an off-the-shelf platform for general remote data collection at scale. The project has long-term goals to improve participant care with use cases including predicting and pre-empting relapses and improving outcome measures in trials through the use of remote assessment technologies in a wide variety of disorder areas. Beyond RADAR-CNS, RADAR-base is being deployed across a number of other large EU IMI2–funded programs including RADAR-Alzheimer’s Disease and is presently deployed for BigData@Heart for remote monitoring in an atrial fibrillation treatment trial (the UK National Institute for Health Research—NIHR—funded RATE-AF NCT02391337).
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Abstract

Background: Smartphones may offer a new and easy tool to assess stress, but the validity has never been investigated.

Objective: This study aimed to investigate (1) the validity of smartphone-based self-assessed stress compared with Cohen Perceived Stress Scale (PSS) and (2) whether smartphone-based self-assessed stress correlates with neuroticism (Eysenck Personality Questionnaire-Neuroticism, EPQ-N), psychosocial functioning (Functioning Assessment Short Test, FAST), and prior stressful life events (Kendler Questionnaire for Stressful Life Events, SLE).

Methods: A cohort of 40 healthy blood donors with no history of personal or first-generation family history of psychiatric illness and who used an Android smartphone were instructed to self-assess their stress level daily (on a scale from 0 to 2; beta values reflect this scale) for 4 months. At baseline, participants were assessed with the FAST rater-blinded and filled out the EPQ, the PSS, and the SLE. The PSS assessment was repeated after 4 months.

Results: In linear mixed-effect regression and linear regression models, there were statistically significant positive correlations between self-assessed stress and the PSS (beta=.0167; 95% CI 0.0070-0.0026; P=.001), the EPQ-N (beta=.0174; 95% CI 0.0023-0.0325; P=.02), and the FAST (beta=.0329; 95% CI 0.0036-0.0622; P=.03). No correlation was found between smartphone-based self-assessed stress and the SLE.

Conclusions: Daily smartphone-based self-assessed stress seems to be a valid measure of perceived stress. Our study contains a modest sample of 40 healthy participants and adds knowledge to a new but growing field of research. Smartphone-based self-assessed stress is a promising tool for measuring stress in real time in future studies of stress and stress-related behavior.

(JMIR Mhealth Uhealth 2019;7(8):e13418) doi:10.2196/13418
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Introduction

Background

Stress is a common experience that occurs when an individual perceives that the environmental demands exceed his or her adaptive capacity [1]. At a European level, stress has been defined as “a state, which is accompanied by physical, psychological or social complaints or dysfunctions and which results from individuals feeling unable to bridge a gap with the requirement or expectations placed on them [2].” Stress can be categorized as distress, which is the unpleasant type of stress,
or _eustress_, which is the good kind of stress, the type that motivates one to deal with whatever is causing the stress [3]. Stress can also be categorized as acute or chronic. Acute stress is short-lived, often relating to a specific stimulus or an event. It is accompanied by physical symptoms such as quickening heartbeat, muscular tensions, shortness of breath, and sweating. Chronic stress, on the other hand, is a long-term reaction to the pressures of daily life [4]. Over time, people may get used to the physical symptoms of chronic stress, but overexposure of the body to stress hormones can have long-term health effects. Stress affects the body in various ways: it can suppress the immune system, impact memory, and disturb digestion [5].

Chronic stress has been associated with cardiovascular disease [6], breast cancer [7], and psychiatric disorders [8]. High stress levels have also been found to be associated with higher all-cause mortality in men [9].

Stress is an individual experience, and even though the physical symptoms of stress (such as increased heart rate) can be measured objectively [10], most measures of stress focus on the individual’s perception of stress, that is, subjective stress. Individuals appraise situations and responses to stress differently. Measures of self-assessed stress vary from simple yes or no questions (“do you feel stressed?”) to a more complex grading of stress, for example, different point Likert-scales, to specific questions about stressful events (for a review, see [11]).

A more definite measure of subjective stress can be determined by using special instruments, such as stress assessment scales. Stress assessment scales consist of a list of questions relating to stressful events and experiences. By having individuals respond to specific questions, it is more likely that they are assessing the same kind of stress, that is, the kind of stress that has been defined by the assessment scale.

Cohen Perceived Stress Scale (PSS) is widely used for measuring individual perception of stress. It is commonly implemented in a 10-question form and measures the way respondents have found their lives unpredictable, uncontrollable, and overwhelming in the previous 14 days. The PSS has a good internal reliability (Cronbach alpha=.78-.91) and is correlated with various self-report and behavioral criteria, such as stressful life events and depressive symptoms. [12,13].

Some predictors of subjective stress have been identified in individual studies. Thus, female gender, low self-esteem, and neuroticism have consistently been associated with higher levels of subjective stress [14-17]. Having experienced stressful life events is also a predictor of higher levels of subjective stress [18].

In the last decade, with the release of smartphones and tablets, the use of mobile health (mHealth) has been steadily growing. mHealth is the practice of using mobile devices in medicine and public health [19]. One method of collecting health measures, such as subjective stress, on a mobile device is ecological momentary assessment. Ecological momentary assessment is a collection of methods used to collect “assessments of the subjects’ current or recent states, sampled repeatedly over time, in their natural environment” [20]. Smartphones are a convenient and nonintrusive tool to measure subjective stress, as most people carry their phones with them throughout the day and are used to interacting with it in many locations, in many situations, and at all times [21]. Subjective stress measured on smartphones could, therefore, potentially reflect a person’s real-time stress level. Being able to self-assess one’s own stress levels in real time can help individuals to be aware of their own stress levels. Awareness of one’s own stress level is the first step toward coping with it [22]. Nevertheless, as previously reported in a systematic review by the authors, the validity of smartphone-based self-assessment of stress has never been systematically investigated [11].

**Objectives**

The objective of this study was to investigate the validity of smartphone-based self-assessed stress evaluated daily. More specifically, the aims were to evaluate (1) the validity of smartphone-based self-assessed stress compared with the PSS and (2) whether smartphone-based self-assessed stress correlates with neuroticism and psychosocial functioning and whether prior stressful life events predict smartphone-based self-assessed stress.

**Methods**

**Design and Settings**

This study was conducted at The Copenhagen Affective Disorder Research Centre, Psychiatric Centre Copenhagen, Denmark, using a prospective design. To increase participation, the study only consisted of 1 physical visit at baseline, whereas follow-up was conducted via mail. Participants were recruited by approaching blood donors in the waiting room at the Blood Bank at Rigshospitalet, Copenhagen, at random occasions from November 2015 to August 2016. Inclusion criteria were as follows: individuals older than 18 years, no history of psychiatric illnesses, no first-generation history of psychiatric illnesses, and should have an Android smartphone as their regular smartphone. Exclusion criteria were pregnancy and lack of Danish language skills.

A study protocol was written in August 2015 and can be acquired by contacting the author. No changes were made to the study design during follow-up.

This cohort of healthy individuals was recruited as a control group for ongoing case-control studies, investigating differences between patients with bipolar disorder, healthy individuals at risk of bipolar disorder, and healthy individuals [23].

The Monsenso app used to evaluate stress was installed on the participants’ Android smartphones at baseline, and all participants were encouraged to carry their smartphones with them during the day and to use their smartphone as usual during the 4-month study period.

**Measures**

The Monsenso app is a smartphone app previously developed and investigated in a number of studies by the authors (eg, [23-25]). The app allowed participants to enter self-assessment data and includes automatically collected sensor data, such as measures of smartphone use, physical activity, and voice features. Participants were asked to self-assess parameters that are of importance in bipolar illness, such as mood, sleep,
cognitive impairment, and stress. Both types of data could be historically visualized on the screen, allowing the participants to see their own data. Self-assessments were daily, and the app came with a preset alarm at 8 pm to remind participants to enter their data (Figure 1). Furthermore, analyses of the automatically collected sensor data and other self-assessment measures will be described in future papers.

Baseline Assessments

Clinical Assessments

The participants were included in the study from February to August 2016 and participated for a 4-month long study period. Absence of any psychiatric diagnoses according to the International Classification of Diseases, Tenth Revision was confirmed using Schedules for Clinical assessment in Neuropsychiatry (SCAN) interviews [26]. All participants were assessed at baseline using the Hamilton Depression Rating Scale-17 item (HDRS-17) [27], the Young Mania Rating Scale (YMRS) [28], and the Functioning Assessment Short Test (FAST) [29]. Sociodemographic data on the participants were also collected at baseline.

Questionnaires

Participants filled out the following questionnaires at baseline: the Eysenck Personality Questionnaire (EPQ) [30], the Kendler Questionnaire for Stressful Life Events (SLE) [31], and the PSS [13].

Follow-Up Assessments

At the end of the 4-month study period, participants received the PSS questionnaire [13] by mail, filled it out, and sent it back to the researchers. Participants could then uninstall the Monsenso app from their smartphones.

Smartphone-Based Self-Assessed Stress

The Monsenso app prompted participants daily to self-evaluate stress. Stress was evaluated on a 3-point Likert scale with the 3 possible answers being 0=no stress, 1=little stress, and 2=much stress (Figure 1). Participants were encouraged to self-evaluate stress at the end of their day during the follow-up period.

Questionnaire-Based Measures of Stress

Participants filled out the PSS at both baseline and follow-up. As the study period was longer than 14 days (as captured by the PSS), the questionnaire was repeated to account for variation over time and to increase the statistical power of the study. The PSS is a self-evaluating questionnaire comprising 10 items on the appraisal of situations as stressful in the last 14 days.

The questionnaire asks the participants to evaluate how often they have felt their lives to be unpredictable, uncontrollable, or overwhelming in the last 14 days. Participants responded on a 5-point scale ranging from 0 (never) to 4 (very often). A total of 4 items were worded in a positive direction and were therefore reverse scored. Total scores are from a scale of 0 to 40. A survey of healthy individuals in 2009 reported a mean (SD) PSS score of 15.52 (7.44) for men and 16.14 (7.56) for women [12].

Additional Measures

Participants also filled out the EPQ and the SLE questionnaires at baseline. As the EPQ and the SLE regard long-time measures of personality and life events, respectively, they were not repeated at follow-up.

The EPQ-Neuroticism (EPQ-N) refers to the neuroticism score in the EPQ. The EPQ is a questionnaire with 100 yes or no questions. Different questions make up the total scores for the different personality traits: neuroticism, extroversion, and psychoticism. The EPQ has been shown to be strongly replicable across 34 countries [32], and the neuroticism score has good internal reliability (mean 0.83) [33]. Individuals who score high on neuroticism are more likely to be emotionally unstable than the average person and experience feelings such as anxiety, worry, guilt, and loneliness [34].
The SLE is a questionnaire about stressful life events [35,36]. It is divided into 2 parts: the first part is about stressful life events throughout an individual’s lifetime, and the second part is about stressful life events in the past 12 months. A total of 2 total scores are calculated from the 2 parts. Inter-rater reliability values have been shown to be good to excellent ranging from 0.82 to 0.93 [35,37].

At baseline, the FAST was used to assess functional impairment. The FAST is an interviewer-administered instrument that comprises 24 questions divided into 6 specific areas of functioning [29]. These are autonomy, occupational functioning, cognitive functioning, financial issues, interpersonal relationships, and leisure time. Total scores are on a scale from 0 to 72, and higher scores indicate more functional impairments. Evaluations using the FAST scale were conducted rater-blinded by an interviewer without access to smartphone data.

Statistical Methods
First, descriptive analyses were produced (percentages, means, and SDs), and afterward the a priori defined statistical analyses were computed using linear regression models and linear mixed-effect regression models. A 2-level linear mixed-effect regression model, which accommodates both variation of the variables of interest within participants (intraindividual variation) and between participants (interindividual variation), was employed. The model included a fixed effect of visit number (baseline and follow-up) and a participant-specific random effect, allowing for individual intercept and slope for each participant. For all analyses, we first considered an unadjusted analysis and second, an analysis adjusted for sex and age as predefined possible confounding covariables.

Data were assembled into 3 different datasets, as the various measures and questionnaires addressed different time periods. In the first dataset, an average of self-assessed stress over the first and last 14 days of the study, was used as the PSS addresses the previous 14 days. In the second dataset, an average of all self-assessed stress data over the 4-month study period was used as the SLE, and the EPQ-N do not address a specific time period. Finally, in the third dataset, an average of self-assessed stress over the first 7 days of the study was used as the FAST at baseline addresses the previous 7 days. Even though questionnaires at baseline refer to the previous 7 or 14 days, we have decided to use the first 7 or 14 days of self-assessed measures, as we did not have any measures before baseline.

The data collected were entered in Microsoft Excel sheets, and the statistical software program Stata version 13.1 (StataCorp) was used for the statistical analyses. The statistical significance limit was set at $P<.05$.

Ethical Approval
The study was approved by the regional ethics committee in the capital region of Denmark (H-7-2014-007) and the Danish Data Protection Agency. All potential participants received written and oral information before informed consent was obtained, and participants were informed that they could withdraw from the study at any time during the study. The study complied with the Helsinki declaration [38].

Results
Participants’ Flow, Background Characteristics, and Questionnaires
A total of 255 individuals were approached at the Blood Bank during the 9-month recruitment period. Over half of those (129) were ineligible to participate, and another 49 were not interested in participating in the study or thought it would be too time consuming. Of the remaining 77 individuals, 46 were included in the study. Of these, 6 were not included in the final cohort because of a lack of smartphone data. Additional 6 participants did not return the follow-up questionnaire (see flow diagram, Figure 2).

Thus, the final cohort in this study consisted of 40 healthy blood donors. The mean age was 35.24 (SD 12.79) years; 55% (22/40) of them were women, and 65% (26/40) of them were in a relationship. Information on background and sociodemographic characteristics of participants is shown in Table 1.

The mean score of self-assessed stress on smartphones was 0.12 (SD 0.34) measured on a scale from 0 to 2. Scores from questionnaires at baseline and follow-up are shown in Table 2. Participants had an average of 81.82 (SD 38.83) self-assessment days. There was no difference in the PSS and smartphone-based self-assessed stress between sexes ($P>.82$). There was no association between the age of the participants and the PSS ($P>.54$), but there was a statistically significant positive association ($\text{beta}=.002; 95\% \text{ CI } 0.001-0.003; P<.001$) between smartphone-based self-assessed stress and the age of the participants, namely, that for every 10-year increase in age, there was an increase in smartphone-based self-assessed stress by 0.02 on a scale from 0 to 2.

The Validity of Smartphone-Based Self-Assessed Stress Compared With Perceived Stress Scale
Table 3 presents the results of linear mixed-effect regression model for the self-assessed stress using smartphones and the sum scores on the PSS.

As can be seen, a statistically significant positive correlation was found between smartphone-based self-assessed stress and the PSS in both the unadjusted model and the model adjusted for age and sex (unadjusted model $\text{beta}=0.167; 95\% \text{ CI } 0.007-0.0026; P<.001$), indicating that for every 10-point increase on the PSS, the smartphone-based self-assessed stress increased 0.167 on a scale from 0 to 2. Overall, there was little to no difference between the unadjusted and the adjusted models.

Association Between Smartphone-Based Self-Assessed Stress and Neuroticism
Table 3 presents the results of linear mixed-effect regression model for the self-assessed stress using smartphones and the sum scores on the EPQ-N.
A statistically significant positive correlation was found between smartphone-based self-assessed stress and the neuroticism score on the EPQ in both the unadjusted model and the model adjusted for age and sex (unadjusted model beta=.0174; 95% CI 0.0023-0.0325; P=.02), indicating that for every score that increased 10 points on the EPQ-N, the smartphone-based self-assessed stress was 0.174 higher on a scale from 0 to 2.

**Association Between Smartphone-Based Self-Assessed Stress and Prior Stressful Life Events**

Analysis of the correlation between smartphone-based self-assessed stress and prior SLE, measured with Kendler SLE Questionnaire, yielded no statistically significant results. Neither the SLE in the previous year before baseline (unadjusted model beta=.0055; 95% CI –0.0329 to 0.0219; P=.69) nor the SLE over lifetime (unadjusted model beta=.0064; 95% CI –0.0373 to 0.0502; P=.77) correlated with smartphone-based self-assessed stress.

**Table 3** presents the results of linear mixed-effect regression model for the self-assessed stress using smartphones and the sum scores on the FAST.

A statistically significant positive correlation was found between smartphone-based self-assessed stress and the FAST in both the unadjusted model and the model adjusted for age and sex (unadjusted model beta=.0329; 95% CI 0.0036-0.0622; P=.03), indicating that for every score that increased 10 points on the FAST, the smartphone-based self-assessed stress was 0.329 higher on a scale from 0 to 2.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>35.24 (12.79)</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>22 (55)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>23 (57.5)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Student</td>
<td>15 (37.5)</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>14.77 (2.09)</td>
</tr>
<tr>
<td>Sick days, median (IQR&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>2 (1-4.5)</td>
</tr>
<tr>
<td><strong>Civil status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>22 (55)</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>18 (45)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>32 (80)</td>
</tr>
<tr>
<td>Married</td>
<td>7 (17.5)</td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (2.5)</td>
</tr>
<tr>
<td><strong>Civil partner, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>In a relationship</td>
<td>26 (65)</td>
</tr>
<tr>
<td>Single</td>
<td>14 (35)</td>
</tr>
<tr>
<td><strong>Smoking, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>8 (20)</td>
</tr>
<tr>
<td>Former smoker</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Never smoked</td>
<td>26 (65)</td>
</tr>
<tr>
<td><strong>Alcohol units per week, median (IQR)</strong></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>5 (2-7.5)</td>
</tr>
<tr>
<td>Female gender</td>
<td>4 (1-6)</td>
</tr>
<tr>
<td>Male gender</td>
<td>6 (3-12)</td>
</tr>
<tr>
<td>Former alcohol abuse, n (%)</td>
<td>1 (2.5)</td>
</tr>
<tr>
<td><strong>Use of cannabis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>36 (90)</td>
</tr>
<tr>
<td>&lt;1 monthly</td>
<td>4 (10)</td>
</tr>
<tr>
<td><strong>Height (centimeters), median (IQR)</strong></td>
<td></td>
</tr>
<tr>
<td>174.68 (9.69)</td>
<td></td>
</tr>
<tr>
<td><strong>Weight (kilograms), median (IQR)</strong></td>
<td></td>
</tr>
<tr>
<td>78.22 (13.91)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>IQR: interquartile range.
Table 2. Total scores on different questionnaires and smartphone-based self-assessed stress.

<table>
<thead>
<tr>
<th>Questionnaires and measures (score range; N)</th>
<th>Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPQ-N&lt;sup&gt;a&lt;/sup&gt; (0-14; N=38), median (IQR&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>4.5 (2-7)</td>
</tr>
<tr>
<td>PSS&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Baseline (0-20; N=37), median (IQR)</td>
<td>6 (4-9)</td>
</tr>
<tr>
<td>Follow-up (0-21; N=34), median (IQR)</td>
<td>5.5 (3-9)</td>
</tr>
<tr>
<td>SLE&lt;sup&gt;d&lt;/sup&gt;, last 12 months (0-10; N=38), median (IQR)</td>
<td>2 (1-4)</td>
</tr>
<tr>
<td>SLE, lifetime (0-5; N=38), median (IQR)</td>
<td>1 (0-2)</td>
</tr>
<tr>
<td>FAST&lt;sup&gt;e&lt;/sup&gt; (0-8; N=40), median (IQR)</td>
<td>1 (0-3)</td>
</tr>
<tr>
<td>Smartphone-based self-assessed stress (0-2; N=40), mean (SD)</td>
<td>0.12 (0.34)</td>
</tr>
</tbody>
</table>

<sup>a</sup>EPQ-N: Eysenck Personality Questionnaire—Neuroticism.  
<sup>b</sup>IQR: interquartile range.  
<sup>c</sup>PSS: Perceived Stress Scale.  
<sup>d</sup>SLE: Kendler Questionnaire for Stressful Life Events.  
<sup>e</sup>FAST: Functioning Assessment Short Test.

Table 3. Correlations between smartphone-based self-assessed stress and the Perceived Stress Scale, the Eysenck Personality Questionnaire—Neuroticism, the Functioning Assessment Short Test, and the Kendler Stressful Life Events questionnaire (N=39).

<table>
<thead>
<tr>
<th>Stress (scale 0-2)</th>
<th>Unadjusted</th>
<th>Adjusted&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>PSS&lt;sup&gt;b&lt;/sup&gt; (n=39)</td>
<td>0.0167 (0.0070 to 0.0262)</td>
<td>.001</td>
</tr>
<tr>
<td>EPQ-N&lt;sup&gt;c&lt;/sup&gt; (n=38)</td>
<td>0.0174 (0.0023 to 0.0325)</td>
<td>.02</td>
</tr>
<tr>
<td>FAST&lt;sup&gt;d&lt;/sup&gt; (n=38)</td>
<td>0.0329 (0.0036 to 0.0622)</td>
<td>.03</td>
</tr>
<tr>
<td>SLE&lt;sup&gt;e&lt;/sup&gt;, last year (n=36)</td>
<td>-0.0055 (-0.0329 to 0.0219)</td>
<td>.69</td>
</tr>
<tr>
<td>SLE, lifetime (n=36)</td>
<td>0.0064 (-0.0373 to 0.0502)</td>
<td>.77</td>
</tr>
</tbody>
</table>

<sup>a</sup>Adjusted for age and sex.  
<sup>b</sup>PSS: Perceived Stress Scale.  
<sup>c</sup>EPQ-N: Eysenck Personality Questionnaire—Neuroticism.  
<sup>d</sup>FAST: Functioning Assessment Short Test.  
<sup>e</sup>SLE: Kendler Questionnaire for Stressful Life Events.

Additional Analyses

Finally, additional analyses of the correlation between the PSS and the EPQ-N, the FAST, and the SLE, respectively, were made to assess the internal validity between the PSS and smartphone-based self-assessed stress. A statistically significant positive correlation was found between the PSS and the EPQ-N (unadjusted model beta=8.663, 95% CI 0.3632-1.0965, P=.01; adjusted model beta=8.770, 95% CI 0.6413-1.1128, P=.001), indicating that for every score that increased 1 on the PSS, the EPQ-N score was 0.87 higher on a scale from 0 to 40. A statistically significant positive correlation was also found between the PSS and the FAST (unadjusted model beta=1.0965, 95% CI 0.4229-1.7702, P=.001; adjusted model beta=1.095, 95% CI 0.4208-1.7699, P=.001), indicating that for every score that increased 1 on the FAST, the PSS score was 1.09 higher on a scale from 0 to 40.

As found in the models using smartphone-based self-assessed stress, no statistically significant correlations were found between the PSS and the SLE. Neither the SLE in the previous year (unadjusted model P=.06; adjusted model P=.08), nor the SLE over lifetime (unadjusted model P=.95; adjusted model P=.77), correlated with the PSS scores.

Discussion

Principal Findings

This study followed 40 healthy blood donors for 4 months with daily self-assessment of stress using their smartphone. We found statistically significant positive correlations between smartphone-based self-assessed stress, and the PSS, the EPQ-N, and the FAST, respectively. Smartphone-based self-assessed stress did not correlate with prior stressful life events, neither in the previous year nor over a lifetime. Thus, smartphone-based self-assessed stress was validly evaluated as compared with the PSS. Furthermore, increased smartphone-based self-assessed stress was associated with increased neuroticism and decreased functioning.
To the best of our knowledge, this is the first study to explicitly investigate the validity of smartphone-based self-assessed stress. The findings from this study indicate that smartphone-based self-assessed stress is a valid measure of subjective stress on its own. As previously reported in a systematic review by the authors on smartphone-based self-assessment of stress in healthy adult individuals, 2 previous studies have investigated the correlation between smartphone-based self-assessed stress and the PSS [11]. A study by Wang et al [39] on college students reported a statistically significant positive correlation between smartphone-based self-assessed stress and the PSS [39]. However, the objective of the study was to investigate associations to automatic objective sensor data from smartphones. Thus, Wang et al [39] did not investigate stress as the primary objective of the study, and all data were collected either on the smartphone or online, with no interviewer-administrated measures, thus increasing the risk of chance findings. Adams et al reported a nonsignificant correlation between the 2 measures of stress in a small sample (n=7) of graduate students and postdoctoral researchers [40].

The finding, that increased smartphone-based self-assessed stress was associated with increased neuroticism, adds to the validity of self-assessed stress using smartphones. Neuroticism is a personality trait and can be defined as a temperament trait of emotionality; a tendency to arouse quickly when stimulated and to inhibit slowly when aroused [41,42]. Neuroticism is generally associated with a higher level of subjective stress and a tendency to inefficiently cope with stress [14,43-45]. People with high neuroticism scores are generally more at risk for developing psychiatric disorders, such as mood and anxiety disorders, sometimes called neurotic or stress-related disorders [46]. Awareness of one’s stress level could potentially be important in people who have high neuroticism scores as it could help them to cope with stress better.

Furthermore, the finding, that increased smartphone-based self-assessed stress was associated with decreased functioning, also adds to the validity of self-assessed stress using smartphones. We used the FAST in our study, a rater-blinded measure for psychosocial functioning, and this study is the first one in this field of research to have used such a measure. Psychosocial function is an important measure, as an individual’s function is essential for being able to take care of oneself and one’s family. Very high levels of stress, such as those seen in posttraumatic stress disorder, lead to psychosocial functional impairment, including social and occupational impairment [47]. The relationship between stress and psychosocial function has primarily been investigated in patient populations, but studies including healthy controls find the same relationship, namely that higher stress levels are associated with impairments of psychosocial functioning, such as social functioning [48]. Stress levels have also been found to predict level of disability later in life [49].

In this study, we did not find a significant correlation between smartphone-based self-assessed stress and prior stressful life events. The SLE does not distinguish between dependent and independent stressful life events, and thus, the total score comprised all kinds of stressful life events. Independent stressful life events are those that are not influenced by the individual (eg, death of a relative), whereas dependent stressful life events are those that are in some way influenced by the individual (eg, a fight with a loved one) [50]. Dependent stressful life events are the ones that are associated with stress and depressive symptoms [51]. It is also possible that our participants, who have low average scores on the PSS, the EPQ-N, and the FAST, are better at coping with stressful life events than the general population.

Additional analyses of our data showed that higher scores on the PSS were associated with higher scores on the EPQ-N and the FAST, but no relationship was found between the PSS and the SLE. The same pattern was found in the primary analyses of the study: higher scores on smartphone-based self-assessed stress were associated with higher scores on the EPQ-N and the FAST, but no relationship was found between smartphone-based self-assessed stress and the SLE. This suggests that even though our 2 measures of stress are different in form, they are in fact measuring the same phenomenon, subjective stress.

Advantages

This study was the first study to investigate the validity of smartphone-based self-assessed stress. It was also 1 of the first studies in a relatively new field of research that did not focus primarily on the technical side of the smartphone system. Another strength of the study is that it uses ecological momentary assessment to collect measures of self-assessed stress on a daily basis and therefore minimizes recall bias [20]. A further strength of the study is that participating individuals were not aware of the aims and focus on stress in this report, hereby decreasing the risk of false-positive associations between self-reported measures (smartphone-based self-assessed stress vs the PSS and the EPQ-N, respectively), as individuals were recruited as control individuals for reported and ongoing studies [23]. The Monsenso app has been used in previous studies and has shown to have high usability [52,53]. Participants received no economic compensation for participating in the study and used their own smartphones and were, therefore, already familiar with the devices and were used to interacting with them. We used different interviewer-administrated and validated measures at baseline to ensure that our participants were healthy (no SCAN diagnosis of mental illness, no depressive or manic symptoms according to the HDRS-17 and YMRS) and had a rater-blinded measure of psychosocial function (FAST). Both unadjusted analyses and analyses adjusted for sex and age were presented.

Limitations

There are also some limitations to this study that should be mentioned. Our participants were recruited from the Blood Bank at Rigshospitalet and are likely to represent a super healthy population group [54]. Similarly, bias may have been introduced both in the selection of active participation and in the loss of follow-up or incomplete data. Baseline data on the PSS did not differ between participants lost to follow-up and participants with complete data (P<.72). Participants had an average of 81.82 (SD 38.83) days with self-assessment, which amounts to 68.2% (81.82/120) adherence. An adherence of close to 100% would be considered super healthy.
participants were not able to self-assess retrospectively. Only individuals with an Android-based smartphone as their main smartphone were recruited to the study. This was because of technical reasons but could have introduced bias to the study. This affected the sample size of the study as well. A recent study investigated Android and iPhone users and found that they differed only a little in personality, but research in this area is scarce, and knowledge is limited [55]. It would be optimal to include participants using all kinds of smartphones in future studies.

**Perspectives and Implications**

As smartphone ownership has grown over the past decade, digital phenotyping has become a new and promising research field. Smartphones generate a high amount of data that can be collected in real time [56] and, thus, have the potentiality to reflect an individual’s current state. Stress is an increasing public health problem, and chronic exposure to stress is a risk factor for developing mental and physical diseases [6-8]. Awareness of one’s own stress level is important as it is the first step toward coping with it [22]. and smartphones are an unobtrusive and easily accessible tool for this. Self-assessment of daily stress using smartphones may be a step toward stress awareness.

Having a valid measure of subjective stress on a smartphone makes it possible to investigate further stress and stress-related behavior. Understanding more details regarding stress is a possible step toward decreasing it, and as stress is an individual experience, it is important that individuals are aware of their own stress level and stressors. It is possible that self-monitoring of subjective stress may help decrease stress levels, but it has never been investigated. The alternative, that self-monitoring of subjective stress increases stress levels, is a possibility as well. This should be investigated in further studies.

It is important that future studies using smartphone-based self-assessed stress also use previously validated measures of stress, such as the PSS, to confirm the validity of their smartphone-based self-assessed stress.

**Conclusions**

This study investigated the validity of smartphone-based self-assessed stress in relation to scores on the PSS, as well as the association between smartphone-based self-assessed stress and neuroticism, psychosocial functioning, and prior stressful life events, respectively. Smartphone-based self-assessed stress was a valid measure of subjective stress and correlated with the EPQ-N and the FAST. Measuring subjective stress on a smartphone represents a new and promising way to measure perceived stress in real time. As a valid measure of stress, smartphone-based self-assessed stress can be used in future studies of stress and stress-related behavior and may be a step toward stress awareness.
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Abstract

**Background:** Pegboard tests are a powerful technique used by health and education professionals to evaluate manual dexterity and fine motor speed, both in children and adults. Using traditional pegboards in tests, the total time that, for example, a 4-year-old child needs for inserting pegs in a pegboard, with the left or right hand, can be measured. However, these measurements only allow for studying the variability among individuals, whereas no data can be obtained on the intraindividual variability in inserting and removing these pegs with one and the other hand.

**Objective:** The aim of this research was to study the intraindividual variabilities in fine manual motor skills of 2- to 3-year-old children during playing activities, using a custom designed electronic pegboard.

**Methods:** We have carried out a pilot study with 39 children, aged between 25 and 41 months. The children were observed while performing a task involving removing 10 pegs from 10 holes on one side and inserting them in 10 holes on the other side of a custom-designed sensor-based electronic pegboard, which has been built to be able to measure the times between peg insertions and removals.

**Results:** A sensor-based electronic pegboard was successfully developed, enabling the collection of single movement time data. In the piloting, a lower intraindividual variability was found in children with lower placement and removal times, confirming Adolph et al’s hypothesis.

**Conclusions:** The developed pegboard allows for studying intraindividual variability using automated wirelessly transmitted data provided by its sensors. This novel technique has been useful in studying and validating the hypothesis that children with lower movement times present lower intraindividual variability. New research is necessary to confirm these findings. Research with larger sample sizes and age ranges that include additional testing of children’s motor development level is currently in preparation.

*(JMIR Mhealth Uhealth 2019;7(8):e12434) doi:10.2196/12434*
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Overview

Introduction

In the research on child development, especially in the field of manual dexterity and fine motor skills, professionals use scales and tests to help them in the evaluation of the child’s progress and in the detection of possible developmental delays [1,2]. These scales often involve the performance of specific activities using particular objects; among them are pegboards. A pegboard is a wooden or other material platform with holes, usually displayed along 2 parallel rows. A set of cylindrical pegs can be inserted into the holes. Depending on the scale, different measures are obtained with pegboards. For example, the time a child needs to place a particular number of pegs into the holes, withdrawing them from a container at the side of the pegboard is measured by means of a stopwatch (9-Hole Pegboard Dexterity Test). In another scale, the number of pegs that are placed in a given time lapse is counted (30 seconds in the Purdue Pegboard Test) [3].

Background

Pegboards have a long tradition in research on manual dexterity, so much that some of them have not changed substantially since 1948, as is the case of the Purdue pegboard [4]. Over time, new pegboards have appeared with their corresponding normative scores [5], such as the Functional Dexterity Test, which has been designed specifically to evaluate the functional level of persons with impairments of the dominant or nondominant hand, or the 9-Hole Peg Test, with existing norms for both children and adults [6]. The latter pegboard has been included in the test battery Toolbox Assessment of Neurological and Behavioral Function, recommended for its high reliability, easy application, and low cost by the National Institutes of Health [7]. These various pegboards have been tested with children [8,9] and adults [10], and can be used to evaluate manual dexterity of persons with Parkinson disease [11], Down syndrome [12], Asperger syndrome or autism [13,14], or primary school children with writing difficulties [15].

When using these pegboards, measurement accuracy depends on the skills of the professional. In addition, it is not possible to measure the time of inserting each single peg using a manual stopwatch, and consequently only the total time per trial can be obtained, for example, the time of a trial that comprises inserting 10 pegs in a board with the right hand.

An essential quality of motor development is its variability [16], both among various subjects (interindividual variability), as well as within the same person at different test moments (intraindividual variability). Although traditional pegboards provide information of interindividual variability [17,18], they cannot provide immediate data on intraindividual variability. Trials would need to be repeated several times to test the variability among performances of the same individual, which is difficult to do with children, especially very young children.

A growing number of authors emphasize the importance of intraindividual variability in motor development [19-21] and relate it to a lack of motor control in the process of acquiring new skills [16]. This hypothesis has been confirmed in research that includes measuring the reaction times to stimuli presented to children with attention-deficit/hyperactivity disorder [22,23], as well as in various studies on drawing and writing, with both children with typical development and children with developmental coordination disorder [24]. However, there are few tools available for the measurement of this intraindividual variability nowadays. On the other hand, using sensor-embedded devices in electronic health environments is becoming a popular research topic as the aggregation and analysis of sensor information is a very promising feature for developing new prevention and management techniques for diverse health issues [25,26], and also there is much literature on the design of sensor-based tools for this purpose [27]. Specifically, some efforts have already been made in the design of devices to help professionals in the study of children’s developmental issues such as autism spectrum disorder [28,29].

Objectives

Following this approach, we have designed a sensor-based electronic pegboard, which enables the measurement of the time taken for every single peg removal and placement during the activity. This board, as opposed to traditional pegboards, allows the accurate measurement of intraindividual manual skills by automatically determining the absence or presence of pegs each time a peg is moved. The board is based on the proposals of the Desarrollo de juguetes inteligentes para atención temprana a niños con trastornos del desarrollo en el entorno educativo y en el hogar digital (EDUCERE) project [30,31], which aimed to develop an ecosystem of connected toys and tools to aid professionals in the development assessment tasks. The main architecture and modules developed in the project are described in Rivera et al [32] and are the base of the specific tool proposed here.

Using this electronic pegboard, we have designed and conducted a cohort study with 2- to 3-year-old children for the evaluation of intraindividual variability when using it for removing and placing pegs. The study and its results are described and discussed in this paper.

The rest of the paper is organized as follows: the Methods section describes the study carried out, its initial hypothesis, the recruitment process, and a brief description of the designed tool. The results obtained in the cohort study are shown in the Results section, and finally, in the Discussion section, we discuss the results and the possible future steps to take in this research. Finally, we add some technological design details of the sensor-based pegboard in Multimedia Appendix 1.

Methods

According to the hypothesis of Adolph et al [16], motor dexterity development will be accompanied by a decrease of intraindividual variability. Those children who are faster with the pegs will show less intraindividual variability, and this result will be reflected in medium- or high-level correlations between placement and removal times of each hand and the SDs.
To prove this hypothesis, we have designed a study which could determine the variability of movement times during a playing activity comprising the removal and placement of pegs in a pegboard. A total of 39 children were interviewed, 21 boys and 18 girls. The children were aged between 25 and 41 months (mean=34.03, SD 3.96) and attended a day care center for 0- to 3-year-olds, located at the university campus on the northern side of Madrid.

Once the school agreed to participate in the study, a letter was sent to the families of the 3 groups of children in the upper grade (2- to 3-year-olds), with a summary of the project and a reference to a more detailed document at their disposal in the school to obtain informed parental consent from each family (see [33] for a detailed description on ethical cautions). The project had been previously approved by the university Commission of Ethics in Science. The children were interviewed in the school setting, in a quiet room by one of the researchers, while another researcher videotaped the child-pegboard interaction and a third one supervised the registration of the activity information. Every child was invited to play with the board and move 5 of the 10 pegs, finding out how the lights would change. After this familiarization activity, the test started, and each child was invited to move the 10 pegs from their original position in row A (the row positioned facing the professional) to the empty holes in row B (the row positioned facing the child; first trial). Once finished, the child was asked to perform the same task with the other hand (second trial). A snapshot of the videotaped activity can be seen in Figure 1.

Given that the traditional pegboards do not allow to measure the intraindividual variability during its use by a single child, we have designed and developed a prototype of a sensor-based electronic pegboard. The physical design of the pegboard proposed in this paper has been based on the current designs used for dexterity tests to maintain the reliability of the tests as much as possible. The design of the board is based on a series of requirements derived from (1) the experts’ needs related to the assessment tests (eg, the mobility-driven design of the device or its size), (2) the children’s interactions with this type of tools (ie, the necessity of a user-friendly simple interface and interaction without any special learning requirement for its use), and (3) the technological limitations and its costs. These requirements have been compiled from different sources such as the literature on pegboard tests, experts’ knowledge of the matter, and the documentation on the available sensor and communications technologies in these environments. Considering these requirements, the proposed electronic pegboard design has been developed as a modular system comprising the pegboard itself, a data collector module, and a user interface accessed through mobile or desktop devices (an example of this interface is shown in Figure 2).

The modules are independent and communicate between each other using a wireless communications system. The full components overview and its communications can be seen in Figure 3. Further details on the modules’ design can be found in Multimedia Appendix 1.

To determine the reliability of the pegboard, an additional study was carried out. In this study, the total trial times of the activity of 17 children with the pegs were recorded manually by an expert in manual dexterity using a stopwatch and was compared with the total times obtained electronically. The children were aged between 30 and 41 months and completed 2 trials, one with each hand. Hereafter, the measurements were analyzed, comparing the manually registered with those using the electronic pegboard, finding a high Pearson correlation between the manually and the electronically measured times of the first (r=0.998; P<.001) and the second trials (r=0.997; P<.001).
Results

The electronic pegboard has enabled the study of intraindividual variability as the system allows for recording 10 placement times (for each peg) and 9 removal times (for pegs 2 to 10, excluding the first one) in a single trial, instead of 1 single time measurement for the total amount of pegs. In addition, it is possible to obtain the individual profiles of task performance for each child. In the following paragraphs, results concerning the intraindividual variability and individual profiles are reported.

Specifically, we have recorded the mean and intraindividual values (IIV) for each child performing the activity. The values have been classified depending on the hand used for the movement and the type of movement (placement or removal of pegs) in 4 groups:

- right hand placement (RP)
- left hand placement (LP)
- right hand removal (RR)
- left hand removal (LR)

The IIV value for each child is calculated as the SD of the times measured during the activity for each group. These values along with the mean time taken for each movement can contribute to
determine if there is a relationship between the intraindividual variability, measured as the time taken to move the pegs, and the dexterity (the mean speed of placement or removal for each hand).

A correlation analysis among age, the 4 mean measures of dexterity (mean RP, mean LP, mean RR, and mean LR), and the corresponding IIV values was performed. Results (see Table 1) show various negative correlations with age (eg, older children are faster at placing pegs with the right hand). Moreover, positive correlations between mean values and IIV for each hand and movement were found, from $r=0.46$ ($P=.003$) to $r=0.72$ ($P<.001$).

**Table 1.** Pearson correlations between age and placement and removal measures.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Age</th>
<th>Mean RP</th>
<th>IIV RP</th>
<th>Mean LP</th>
<th>IIV LP</th>
<th>Mean RR</th>
<th>IIV RR</th>
<th>Mean LR</th>
<th>IIV LR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean RP</td>
<td>$-0.33^i$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IIV RP</td>
<td>$-0.17$</td>
<td>$0.66^i$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean LP</td>
<td>$-0.31$</td>
<td>$0.44^i$</td>
<td>$-0.01$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IIV LP</td>
<td>$-0.38^i$</td>
<td>$0.35^i$</td>
<td>$0.20$</td>
<td>$0.46^i$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean RR</td>
<td>$-0.18$</td>
<td>$0.57^i$</td>
<td>$0.19$</td>
<td>$0.24$</td>
<td>$0.13$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IIV RR</td>
<td>$-0.19$</td>
<td>$0.29$</td>
<td>$-0.01$</td>
<td>$-0.05$</td>
<td>$-0.15$</td>
<td>$0.72^i$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean LR</td>
<td>$-0.31$</td>
<td>$0.47^i$</td>
<td>$0.14$</td>
<td>$0.36^i$</td>
<td>$0.27$</td>
<td>$0.52^i$</td>
<td>$0.36^i$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IIV LR</td>
<td>$-0.40^i$</td>
<td>$0.35^i$</td>
<td>$0.15$</td>
<td>$0.13$</td>
<td>$0.21$</td>
<td>$0.25$</td>
<td>$0.40^i$</td>
<td>$0.72^i$</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)All tests are 2-tailed.
\(^b\)Mean: mean value for each movement in an activity.
\(^c\)RP: right hand placement.
\(^d\)IIV: intraindividual variability (SD for the movements in an activity).
\(^e\)LP: left hand placement.
\(^f\)RR: right hand removal.
\(^g\)LR: left hand removal.
\(^h\)Empty cells are meant to avoid repeated correlation values (the table is diagonally symmetric).

The increased measurement possibilities with the electronic pegboard makes it possible to obtain individual profiles of the children showing the degree of variability in their performances [15]. As an example, Figure 4 shows placement times of the 10 pegs with both the right and the left hands of 2 children, both 30 months old. The mean time of Child A’s activity with the left hand is 2174.40 millisecond and the IIV value is 728.30 millisecond; with the right hand, mean=1418.78 millisecond and IIV=272.31 millisecond. Child B’s mean time for task performance with the left hand is 2089.78 millisecond and IIV=463.20 millisecond; with the right hand, mean=1725.00 millisecond and IIV=416.04 millisecond.

For instance, by comparing these results for the 2 children, the differences in their profiles can be observed. Child A shows a lower mean and variability of the right hand compared with the left hand, which possibly reflects the further development of a right manual preference. However, Child B displays more comparable means and very similar variabilities of both hands, and therefore no clear manual preference.
Discussion

The pilot study carried out with children has proven to be useful to study the intraindividual variability in children. On the basis of Adolph et al’s [16] hypothesis, a lower intraindividual variability was expected in individuals with lower placement and removal times as their motor control increases. Our results show this relation in 3-year-old children, thereby confirming the initial hypothesis.

Nevertheless, some limitations can be observed in this preliminary study. A first limitation, as a consequence of its exploratory nature, is the low number of participating children. Although significant results were found, this low number of participants did not allow applying Bonferroni corrections, which is necessary when the number of correlations is high, as the results showed. Second, the age ranges of the participants were reduced, which might have caused lower correlations because of the increased homogeneity of the studied population. A third limitation lies in the absence of additional testing of the motor development level and manual dexterity of the children, as well as their manual preference, even though this may not be apparent yet. These issues are being addressed in subsequent studies.

From a technological point of view, we have presented in this paper a novel sensor-based pegboard design, which shows interesting features for the motor development in children. The
study carried out can be seen also as a validation test of the tool design, as the 2- and 3-year-old children have been able to perform all the requested activities without any added difficulty derived from its design.

In future research, we will work on the integration of the pegboard within an ecosystem of similar sensor-based wireless devices that contribute to centralized data storage and analysis from different activities and perspectives, and therefore, improve the development assessment task. This would facilitate early interventions preventing children from more severe difficulties in manual activities, including handwriting. Moreover, this instrument seems promising for more precise diagnoses of eventual motor difficulties not only in children with atypical development, but in adults with Parkinson disease as well [11-15,34].
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Abstract

Background: Anaphylaxis is a potentially fatal allergic reaction. However, many patients at risk of anaphylaxis who should permanently carry a life-saving epinephrine auto injector (EAI) do not carry one at the moment of allergen exposure. The proximity-based emergency response communities (ERC) strategy suggests speeding EAI delivery by alerting patient-peers carrying EAI to respond and give their EAI to a nearby patient in need.

Objectives: This study had two objectives: (1) to analyze 10,000 anaphylactic events from the European Anaphylaxis Registry (EAR) by elicitor and location in order to determine typical anaphylactic scenarios and (2) to identify patients’ behavioral and spatial factors influencing their response to ERC emergency requests through a scenario-based survey.

Methods: Data were collected and analyzed in two phases: (1) clustering 10,000 EAR records by elicitor and incident location and (2) conducting a two-center scenario-based survey of adults and parents of minors with severe allergy who were prescribed EAI, in Israel and Germany. Each group received a four-part survey that examined the effect of two behavioral constructs—shared identity and diffusion of responsibility—and two spatial factors—emergency time and emergency location—in addition to sociodemographic data. We performed descriptive, linear correlation, analysis of variance, and t tests to identify patients’ decision factors in responding to ERC alerts.

Results: A total of 53.1% of EAR cases were triggered by food at patients’ home, and 46.9% of them were triggered by venom at parks. Further, 126 Israeli and 121 German participants completed the survey and met the inclusion criteria. Of the Israeli participants, 80% were parents of minor patients with a risk of anaphylaxis due to food allergy; their mean age was 32 years, and 67% were women. In addition, 20% were adult patients with a mean age of 21 years, and 48% were female. Among the German patients, 121 were adults, with an average age of 47 years, and 63% were women. In addition, 21% were allergic to food, 75% were allergic to venom, and 2% had drug allergies. The overall willingness to respond to ERC emergency requests was high. Shared identity and the willingness to respond were positively correlated (r=0.51, P<.001) in the parent group. Parents had a stronger sense of shared identity than adult patients (t₁,243=−9.077, P<.001). The bystander effect decreased the willingness of all patients, except the parent group, to respond (F₁,269=28.27, P<.001). An interaction between location and time of emergency (F₁,473=77.304, P<.001) revealed lower levels of willingness to respond in strange locations during nighttime.

Conclusions: An ERC allergy app has the potential to improve outcomes in case of anaphylactic events, but this is dependent on patient-peers’ willingness to respond. Through a two-stage process, our study identified the behavioral and spatial factors that could influence the willingness to respond, providing a basis for future research of proximity-based mental health communities.

(JMIR Mhealth Uhealth 2019;7(8):e13414) doi:10.2196/13414
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Introduction

Background
Anaphylaxis is a serious, potentially fatal, systemic allergic reaction with a rapid onset. Symptoms of anaphylaxis range from skin and mucosal tissue changes such as urticaria and angioedema to life-threatening respiratory and cardiovascular conditions [1]. Anaphylaxis affects the lives of 49 million individuals in the United States alone and international guidelines consider it a medical emergency that requires rapid intervention [2-4]. To prevent potentially fatal anaphylaxis, patients with severe allergy are advised to permanently carry one or more doses of epinephrine in auto injector form (EAI). With the onset of symptoms, the immediate intramuscular injection of epinephrine from the personal EAI is used as lifesaving treatment until the arrival of emergency medical services (EMS) for continuing care. However, a significant proportion of adult patients and caregivers of minor patients with EAI prescription do not always carry their EAI and thereby expose themselves to life threats, which may not be quickly answered by EMS [5-7].

Research suggests that nearby patient-peers who maintain long-term EAI prescriptions can potentially deliver their personal EAI to the patient in need through a proximity-based emergency response communities (ERC) app [8,9]. As described in Figure 1, ERC apps dispatch nearby registered patients with allergy to help a patient in immediate need of an EAI, in certain configurations following the approval of EMS.

Based on the proximity of patient-peers, the ERC intervention is dependent, in part, on factors such as population density, prescription density, and EAI availability [10] as well as the willingness of patients to join ERCs [11]. The intervention is also dependent on the willingness of patients to respond to a stranger’s request on short notice and in unfamiliar circumstances.

Prior studies that examined the efficacy of proximity-based mobile health (mHealth) interventions in improving emergency outcomes point to the insufficient participation rates as a major unsolved challenge [12-15]. Studies discussing helping behavior between strangers suggest the dual effect of diffused responsibility and shared identity as a potential explanation [16-18].

Indeed, a central factor that can impact the willingness to respond and help among a crowd of strangers is diffused responsibility, also known as the bystander effect [18-20]. According to the bystander effect, when a person has noticed an emergency event, the mere knowledge of other witnessing bystanders can decrease willingness to respond [21]. In an ERC scenario, the bystander effect may manifest when an emergency request is transmitted to a patient-peer, given that they know there are many more users of the app. This knowledge can decrease the willingness to respond at the single user level, leading to no community response. Nevertheless, the shared identity between patient-peers may serve to counteract the bystander effect, leading to mutual aid [16,22-26]. Indeed, studies about group identity among peer chronic patients show their strong willingness to help each other during crises [26].

Spatial and temporal factors such as the time of emergency event can limit this helping motivation. Studies show that the willingness to help a distressed stranger varies during daytime and nighttime. Research found that women’s fear of attackers in public areas during the night decreases their willingness to respond [27]. On the other hand, men are less likely to respond at night due to a lower motivation for volunteering activity [28]. Hence, the time of emergency occurrence can affect the willingness to respond. Researchers pointed to the level of familiarity with event location that may affect the willingness to travel from the responder’s location to the victim’s spot, as it demands an increase in the cognitive effort needed for traveling in a potentially unfamiliar environment [29]. In ERC events, the willingness of ERC members to respond can decrease if the incident location is unfamiliar and demands a concentrated effort.

Furthermore, the willingness to respond might be limited by the high cost of EAI in some communities [30]. To examine the influence of these behavioral and spatial decision factors on the response decision to ERC alerts among adult patients and parents of minor patients with EAI prescription, we conducted a scenario-based survey across two centers: (1) The Yahel Israeli Foundation for Food Allergy in Israel (Yahel), where 73% of the members are parents of minor patients with food allergy and 27% are adult patients, and (2) the outpatient clinic at the Department of Dermatology, Venereology and Allergology, Charité - Universitätsmedizin Berlin in Germany (Charité), where more than 90% of the patients are adults with allergies. Studies point to high levels of volunteering activity in Israel and Germany, suggesting that their willingness to help a distressed patient-peer may not be affected despite cultural differences [31,32]. In addition, both centers are characterized by the low cost of EAI due to a national health insurance program allowing elimination of the EAI cost from the list of behavioral barriers to respond to ERC alerts in these communities.

Finally, data analysis of the European Anaphylaxis Registry (EAR) of anaphylaxis events [33,34], collected by 90 tertiary allergy centers in 10 European countries, will allow us to develop scenarios of typical acute anaphylactic events that will reflect the emergency events of an ERC allergy app.

The improved knowledge of the behavioral and spatial decision factors would be useful in designing interventions that support patients with allergy to respond to and potentially improve emergency outcomes.
Objectives
The main goal of this study is to identify behavioral and spatial factors influencing patients at risk of an acute anaphylactic event in responding to emergency events and providing their personal EAI to a nearby patient-peer in need through a scenario-based survey. To determine typical acute anaphylactic scenarios, we analyzed the EAR dataset with 10,000 records of anaphylactic events.

Methods
Recruitment
Between May 2017 and June 2018, we conducted a scenario-based survey that was distributed in The Yahel Israeli Foundation for Food Allergy in Israel, whose members are parents of minor patients with food allergy and adult patients, and the outpatient clinic at the Department of Dermatology, Venereology and Allergology, Charité - Universitätsmedizin Berlin in Germany, which mainly treats adult patients.

Inclusion criteria for both centers were as follows: current diagnosis of allergy, considered to be at continuing risk for anaphylactic reaction, and current EAI prescription.

Exclusion criteria for both centers were as follows: at low risk for anaphylactic reaction as per an assessment and no current EAI prescription.

A total of 126 Israeli participants, members of the official Facebook page of Yahel, were recruited consecutively through a post. The post invited group members at risk of anaphylactic events and having an EAI prescription to participate in a survey. Members who wished to participate were directed through a link to answer an external online four-part survey.

Although recruitment through Facebook may lead to a selection bias in which the most motivated group members will respond, the distribution of a detailed four-part survey among group members with a majority of parents of minor patients with food allergies during their summer vacation months leads to a low motivation to respond [35]. To increase responsiveness, personal messages were sent to the group members every 3 days and the post was repeated periodically over a period of 2 months. Eventually, only 3% of Yahel Facebook members were recruited.

A total of 121 German patients at risk of an anaphylactic event and with an EAI prescription, who visited the Charité outpatient clinic, were recruited in a consecutive manner during the same period. Figure 2 described the selection process of the dual sampling methodology of Israeli and German participants.
Questionnaires and Scenario Development

The survey was built to examine the effect of shared identity, bystander effect [19,21,36], time of emergency [27,37], and location familiarity [38,39] on willingness to respond to anaphylaxis events through an ERC app. The questionnaire contained four sections:

The first section covered the participants’ anonymous personal data and information on allergy status (Multimedia Appendix 1).

In the second section, participants were given an explanation of the ERC app for allergy patients and its potential lifesaving activity during acute anaphylactic events. Participants were assured that they will not bear any legal liability for participating in emergency events that are protected by Good Samaritan laws [22,40]. Subsequently, they were asked to project themselves as ERC members who use the app. Their initial level of shared identity was measured through an in-group identification tool [41] (Multimedia Appendix 2).

The third section of the survey presented usage scenarios [42,43] describing various anaphylaxis events when no EAI was available and help was summoned through the ERC app (Multimedia Appendix 3).

The scenarios were developed through the following two-stage process.

### Table 1. Decision factors’ research matrix.

<table>
<thead>
<tr>
<th>Bystander effect</th>
<th>Daytime</th>
<th>Nighttime</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unfamiliar location</td>
<td>Familiar location</td>
</tr>
<tr>
<td>Single responder</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Multiple responders</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>
The 2 × 2 × 2 research matrix of Table 1 resulted in final eight scenarios with the following combinations:

1. Daytime, unfamiliar location, a single responder
2. Daytime, familiar location, a single responder
3. Daytime, unfamiliar location, multiple responders
4. Daytime, familiar location, multiple responders
5. Nighttime, unfamiliar location, a single responder
6. Nighttime, familiar location, a single responder
7. Nighttime, unfamiliar location, multiple responders
8. Nighttime, familiar location, multiple responders

To improve participants’ ability to project themselves into scenarios, the locations of incidents and the main character’s personal details were attuned to each study region. Following presentation of the scenario, participants were asked to rate their willingness to respond to ERC emergency requests considering the scenario circumstances. Finally, to validate our selection of scenarios’ location, we asked participants to rate their familiarity levels with each scenario location through a location familiarity questionnaire (Multimedia Appendix 4).

Data Collection

Each group was divided into two subgroups. Each Israeli subgroup received a different online version of a survey through a closed Facebook page of Yahel foundation. Each of these versions contained two scenarios. Each German subgroup received a similar paper version of the survey with two scenarios each, distributed at the Charité. None of the groups was made aware of the other survey version. All participants were given an explanation of the ERC app for allergy patients and its role in calling responders during anaphylactic events.

Measures

Developed in English, Hebrew, and German, the survey was built to examine the effect of shared identity, bystander effect, time of emergency, and location familiarity on willingness to respond to anaphylactic events through an ERC app using 18 items measured on a 10-point Likert scale. All questions were piloted for comprehensibility and content validity on an independent sample of 40 patients randomly selected and not included in the study sample. Minor adjustments were made to the first draft after the pilot study. The scenarios were validated for content by a group of 25 allergy patients not included in the study sample. Their feedback indicated that the scenarios were reasonable and that the participants were able to put themselves in the hypothetical position of the ERC responding member (Multimedia Appendix 5). Participants’ anonymous personal data and information on allergy status were collected through a five-item demographic questionnaire. To measure shared identity, participants were asked to rate their level of agreement or disagreement with an eight-item in-group identification tool. To measure willingness to respond, participants were asked to rate their level of agreement or disagreement through a three-item agreement or disagreement tool, accompanied by a series of survey statements on willingness to respond. Location familiarity levels were measured using a three-item geospatial familiarity questionnaire [36]. All survey instruments are presented in the Multimedia Appendices.

Survey Statistical Analysis

We used simple descriptive statistics to analyze participants’ sociodemographic and clinical data. To assess the strength of the association between shared identity and the willingness to respond, we obtained Pearson correlations.

We performed subgroup analyses through an independent sample \( t \) test to determine whether the levels of shared identity and willingness to respond differed when the sample was restricted to sociodemographic subgroups. Level of familiarity with the locations of emergency scenarios was compared using independent sample \( t \) test on the whole-sample level.

To test for the main effects of bystander effect, time of emergency, and location familiarity, we preformed two-way and three-way analyses of variance and \( t \) tests on each stratified sample: the full sample, parents of minor patients with food allergy, adult patients with food allergy, and patients with venom allergy.

Results

Participant Characteristics

A total of 247 questionnaires were delivered to 146 adults with severe allergy having an EAI prescription and 101 parents of children with severe allergic having an EAI prescription.

The majority of the 126 Israeli participants (80%) were parents of children with the risk of an anaphylactic episode due to food allergy, who had an EAI prescription. The mean age of this group was 32 years, and 67% were women (Table 2). The second subgroup of the Israeli patients were adult anaphylaxis patients with a long-term EAI prescription; their average age was 21 years, and 48% of them were women.

In Germany, all 121 patients with EAI prescription were adults. Their average age was 47 years, and 64% were women. Only one participant was a parent of a patient. In addition, 21% suffered from food allergy, 75% had venom allergy, 2% had drug allergies, and 2% had other allergies.

Comparing Shared Identity and Willingness to Respond According to Sociodemographic Data

Investigating the effect of shared identity on the willingness to respond for the whole sample required examination of the possibility to bind the sample regardless of the patients’ origin. Table 3 compares the mean scores for shared identity and willingness to respond between Israeli and German adult patients with food allergy.
Table 2. Baseline characteristics of the study participants (N=247).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Israel (n=126)</th>
<th>Germany (n=121)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>43 (35)</td>
<td>43 (36)</td>
</tr>
<tr>
<td>Female</td>
<td>83 (65)</td>
<td>78 (64)</td>
</tr>
<tr>
<td>Age: mean, median</td>
<td>30, 31</td>
<td>47, 49</td>
</tr>
<tr>
<td><strong>Participant type, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adult patient</td>
<td>25 (20)</td>
<td>120 (99)</td>
</tr>
<tr>
<td>Parent of minor patient</td>
<td>101 (80)</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Elicitor, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food</td>
<td>126 (100)</td>
<td>26 (21)</td>
</tr>
<tr>
<td>Venom</td>
<td>—a</td>
<td>91 (75)</td>
</tr>
<tr>
<td>Drug</td>
<td>—</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Other</td>
<td>—</td>
<td>2 (2)</td>
</tr>
</tbody>
</table>

*aNot available.

Table 3. Scores for shared identity and willingness to respond among Israeli and German adult patients with food allergy.

<table>
<thead>
<tr>
<th>Adult patients with food allergy</th>
<th>Shared identity</th>
<th>Willingness to respond</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Israeli patients</td>
<td>25 (20)</td>
<td>6.85 (2.08)</td>
</tr>
<tr>
<td>German patients</td>
<td>26 (21)</td>
<td>6.05 (1.53)</td>
</tr>
</tbody>
</table>

Although a statistical test was not applicable due to the limited sample size of the two groups, results indicate small differences between the scores of shared identity and willingness to respond between German and Israeli adult patients with food allergy. As such, we reported unified results for the entire sample.

Assessment of the strength of association between shared identity and the willingness to respond revealed a significant moderate positive correlation between these two constructs for the full sample ($r=0.31, P<.001$), a significant strong correlation for the parents of minor patients with food allergy ($r=0.505, P=.03$), a significant small correlation for adults with food allergy ($r=0.289, P<.001$), and a smaller correlation for patients with venom allergy ($r=0.189, P<.001$). Table 4 shows subject characteristics according to their level of shared identity and willingness to respond. An independent sample $t$ test across all baseline characteristics revealed significant differences in the level of shared identity and the willingness to respond between the type of participant and the allergy elicitor. These results indicate that parents of young patients have significantly stronger shared identity ($t_{243}=–9.077, P<.001$) and significantly higher levels of willingness to respond than adult patients. Patients with food allergy have a significantly stronger shared identity ($t_{238}=8.9, P<.001$) and significantly higher levels of willingness to respond than patients with venom allergy.
Table 4. Results of $t$ testing for shared identity and willingness to respond according to participants’ characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Shared identity</th>
<th>Willingness to respond</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Type of participants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adult patient</td>
<td>143 (57)</td>
<td>5.28 (2.20)</td>
</tr>
<tr>
<td>Minor patients’ parent</td>
<td>102 (41)</td>
<td>7.56 (1.51)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>86 (35)</td>
<td>6.10 (2.24)</td>
</tr>
<tr>
<td>Female</td>
<td>159 (65)</td>
<td>6.30 (2.25)</td>
</tr>
<tr>
<td>Elicitor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food</td>
<td>152 (61)</td>
<td>7.08 (1.92)</td>
</tr>
<tr>
<td>Venom</td>
<td>89 (36)</td>
<td>4.78 (2.03)</td>
</tr>
<tr>
<td>Drug</td>
<td>2 (0.8)</td>
<td>5.43 (2.09)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (0.8)</td>
<td>7.37 (1.01)</td>
</tr>
</tbody>
</table>

Detecting Spatial and Behavioral Decision Factors Through Emergency Response Communities Scenarios

To detect the influence of spatial and behavioral decision factors on the willingness to respond, we first developed eight ERC survey scenarios according to the results of the EAR cluster analysis.

Data were clustered into two high-quality clusters.

The first cluster included 46.9% of anaphylaxis cases. In this cluster, 100% of incidents were triggered by venom; 50% of the incidents occurred in gardens and parks, 25% occurred in public places or at the place of work, and 25% of the cases did not report the location of the incident.

The second cluster included 53.1% of cases. In this cluster, 48% of incidents were triggered by food, 30% were triggered by drugs, 8% were triggered by venom, and 14% did not report the trigger. In addition, 50% of the incidents occurred at home; 15% occurred at medical practices and hospitals; 7% occurred in restaurants and hotels; and 28% were split between school, friend’s home, urban public places, gardens and parks, place of work, and missing data.

Next, we compared the response decisions of the eight survey groups across three stratified populations. Table 5 compares the average mean levels of willingness to respond across eight scenarios and four stratified survey populations.
Table 5. Mean levels of willingness to respond, for each assigned scenario across survey populations.

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Full sample</th>
<th>Patients with food allergy</th>
<th>Patients with venom allergy (all adults, no parents)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean (SD)</td>
<td>n (%) Mean (SD)</td>
</tr>
<tr>
<td>NUM(^a)</td>
<td>55 (22)</td>
<td>5.95 (1.46)</td>
<td>_(^b)</td>
</tr>
<tr>
<td>NUS(^c)</td>
<td>55 (22)</td>
<td>9.2 (1.22)</td>
<td>1 (0.4) 10 (1)</td>
</tr>
<tr>
<td>DUS(^d)</td>
<td>63 (25)</td>
<td>8.5 (1.67)</td>
<td>53 (21) 8.6 (1.57)</td>
</tr>
<tr>
<td>DUM(^e)</td>
<td>63 (25)</td>
<td>8.6 (1.65)</td>
<td>48 (19) 8.5 (1.69)</td>
</tr>
<tr>
<td>DFS(^f)</td>
<td>61 (25)</td>
<td>8.6 (2.08)</td>
<td>1 (0.4) 5.0 (1)</td>
</tr>
<tr>
<td>DFM(^g)</td>
<td>58 (23)</td>
<td>6.1 (1.85)</td>
<td>_</td>
</tr>
<tr>
<td>NFS(^h)</td>
<td>63 (26)</td>
<td>9.1 (1.42)</td>
<td>48 (19) 9.1 (1.47)</td>
</tr>
<tr>
<td>NFM(^i)</td>
<td>63 (26)</td>
<td>8.8 (1.33)</td>
<td>53 (21) 8.8 (1.30)</td>
</tr>
</tbody>
</table>

\(^{a}\)NUM: Nighttime, unfamiliar location, multiple responders.
\(^{b}\)Not available.
\(^{c}\)NUS: Nighttime, unfamiliar location, a single responder.
\(^{d}\)DUS: Daytime, unfamiliar location, a single responder.
\(^{e}\)DUM: Daytime, unfamiliar location, multiple responders.
\(^{f}\)DFS: Daytime, familiar location, a single responder.
\(^{g}\)DFM: Daytime, familiar location, multiple responders.
\(^{h}\)NFS: Nighttime, familiar location, a single responder.
\(^{i}\)NFM: Nighttime, familiar location, multiple responders.

To test the impact of the bystander effect, time of emergency, and the type of location and its interactions on the willingness to respond, we performed variance analysis on four stratified samples (Table 6). As described in Table 4, significant differences in the scores of shared identity and the willingness to respond were detected between adult patients and parents of minor patients with food and venom allergy. Table 6 presents the main effects of each treatment factor for the full sample, parents of minor patients with food allergy, adults with food allergy, and adults with venom allergy: A significant main effect was observed for the bystander effect ($F_{1,473}=108.20$, $P<.001$) for the full sample. The post hoc $t$ test analysis showed that the bystander effect significantly decreased the willingness to respond to emergency alerts among allergy patients ($t_{479}=8.47$, $P<.001$).

The bystander effect was also observed as a significant factor for adults with food allergy ($F_{1,90}=28.33$, $P<.001$) and adults with venom allergy ($F_{1,168}=100.435$, $P<.001$), but not for the parents of minor patients with food allergy ($P=.48$).

To test for the impact of emergency location on the willingness to respond, we first examined patients’ familiarity with scenarios’ locations. The results of a $t$ test for independent samples ($t_{176}=-6.9$, $P<.001$) validated that patients distinguished between unfamiliar and familiar locations and decided how to respond. A two-way significant interaction was revealed between emergency location and time for the full sample ($F_{1,473}=77.304$, $P<.001$) and for adults with food allergy ($F_{1,90}=13.44$, $P<.001$).

A post hoc independent sample $t$ test for the full sample ($t_{234}=-3.9$, $P<.001$), and patients with food allergy ($t_{132}=-2.110$, $P=.04$) showed that the ERC night alerts received in strange locations significantly decreased participants’ willingness to respond compared to ERC alerts received in strange locations during the day.

In addition, $t$ test results for the full sample ($t_{243}=6.43$, $P<.001$) and adults with food allergy ($t_{141}=3.39$, $P<.001$) indicate that night alerts received in familiar locations significantly increase the willingness to respond compared to the alerts received during the day in strange locations.

A significant three-way interaction was revealed between the bystander effect, location familiarity, and time of emergency for the full sample ($F_{1,473}=88.19$, $P<.001$) and for adults with food allergy ($F_{1,90}=69.5$, $P<.001$). The result of a post hoc $t$ test for the full sample ($t_{116}=-11.10$, $P<.001$) and adults with food allergy ($t_{107}=12.63$, $P<.001$) indicated that the knowledge of other potential responders in range will significantly decrease the patient-peer willingness to respond to ERC night alerts received in strange locations.
**Discussion**

**Principal Findings**

This two-center study set out to identify the behavioral and spatial decision factors influencing food and venom allergy in patients and parents of minor patients to participate in the emergency response app, in which these patients can provide their personal EAI to a patient- peer in need.

The results of this study with 247 Israeli and German participants show the following: The overall score of willingness to respond to ERC alerts was high, especially among parents of minor patients with food allergy. The overall score of shared identity among patients with food allergy was high and varied across different types of participant. The association between shared identity and the willingness to respond was strong among parents of patients with allergy and moderate among the full sample. Bystander effect significantly decreased the willingness to respond in the full sample, patients with food allergy, and patients with venom allergy. It did not decrease the willingness to respond among parents with minors having food allergy. The combination of emergency time and its location significantly affected the willingness to respond among the full sample and adults with allergy. A three-way interaction between these two spatial constructs and the bystander effect significantly decreased the willingness to respond among the full sample and adult patients with allergy.

These findings lead to the following observations. First, the high scores of willingness to respond suggest that an ERC allergy app has the potential to improve outcomes in the case of anaphylactic events. Nevertheless, the significant differences in the sense of shared identity among adults with food allergy, parents of minors with food allergy, and patients with venom allergy indicate that not all patients at risk of anaphylaxis are the same and their response decisions will differ.

Second, the low score for shared identity found among the full sample of patients with venom allergy compared to the full sample of patients with food allergy is not surprising. With a strong lobbying activity for food labeling and allergen-free public spaces, patients with allergy and their families have a stronger common ground than those who are allergic to venom [44,45]. The high score of shared identity found among parents of minors with food allergy compared to adult patients with food allergy can be attributed to the former’s strong parental identity as caregivers of chronically ill children who share a common medical condition [46,47].

Third, the significant strong correlation between shared identity and the willingness to respond found among parents with food allergy along with their high score of shared identity and willingness to respond confirm the results of previous studies about the association between active bystander intervention and high sense of shared identity, especially among patient-peers [22,26,48-51].

The bystander effect, which was identified as a significant barrier to response [17,21,52] among the full sample, including adults with food allergy and patients with venom allergy, did not impact the willingness to respond among parents of minor patients with food allergy. These results show that patients will not always respond to ERC alerts, irrespective of the circumstances, and are selective in their response decision. Hence, there is a low possibility that participants’ response decisions were biased due to a social desirability effect. The use of an anonymous online instrument for half of the survey population further reduces the chance of social desirability bias [53,54].

These results also suggest that an effective ERC allergy app should combine the members’ proximity and strong collective identity. Thus, designing such proximity-based apps for local social community grouping of severe allergy patients can increase response rates to ERC alerts; in other words, being coincidentally in proximity is not as effective as feeling you belong to a community group. This conclusion matches what we know about the strong ability of peer patients’ local communities to benefit from health care delivery and improve health behavior among its members due to strong social cohesion and local networks [55,56].

Fourth, spatial decision factors decrease the response rate only when combined. The interaction between the time of emergency and its location, which was significant for the full sample and...
adults with food allergy showed that response to anaphylactic events would be limited in a strange location during the night. In accordance, a three-way interaction between ERC night alert, strange location, and the bystander effect will significantly decrease the response scores.

Indeed, studies reported low rates of prosocial behavior during nighttime due to fear, especially when the emergency occurs in unfamiliar locations [27,37]. Nevertheless, the results of post hoc tests for the interaction between time and emergency location identified participants’ favorability to respond to night alerts over day alerts in unfamiliar locations. This further corresponds with studies showing that bystander intervention occurs when it helps the victim and does not harm the helper [57,58]. Hence, the fear of responding to night alerts in a strange location was much greater for the responder than the “potential profit” of benefiting a patient-peer in need. It follows that improving members’ sense of personal security during an ERC event may contribute to higher response scores. This need can be answered through real-time communication platforms that support constant contact between ERC responders and the EMS center in the same manner that the EMS center communicates with its own first responders [59-61].

**Limitations**

This study has several limitations. The study samples consisted of Israeli and German participants with EAI prescriptions due to a risk of anaphylaxis. Although this represents two distinct cultures and geographies, the generalizability of findings to allergy patients from other geographic areas and cultures is still limited and further studies are needed to this effect.

The sample population included Israeli parents of children with allergy, Israeli adult patients, and German adult patients. Future research including German parents of children with allergy can complete the picture about the barriers and facilitators of participation in ERC events among Israeli and German patients at risk of anaphylaxis.

**Conclusions**

An ERC allergy app has the potential to improve outcomes in the case of anaphylactic events, but this depends on patient-peer willingness to respond. The results of this study showed that adults and parents of young patients at risk of anaphylaxis were willing to travel and give their personal EAI to a patient in need when dispatched by an ERC app. The strong positive correlation between shared identity and the willingness to respond for the parent subgroup suggest that an effective ERC allergy app should prefer a local online social community of patients with severe allergy who can respond to ERC alerts, thanks to their proximity and a strong social cohesion, rather than taking national or generally branded approaches. The significant impact of the bystander effect on the willingness to respond on the subgroups and significant lower scores for shared identity reinforce this conclusion.

The decision factors of time and location of emergency event significantly decreased the response score only when interacting with each other. Future examinations of design strategies that would increase ERC members’ sense of personal security may overcome these barriers.

Finally, as proximity-based mHealth interventions take an innovative role in delivering emergency care, identifying its members’ decision factors for participation through patient-centered strategies becomes crucial. This study identified the behavioral and spatial decision factors of severe allergy patients, providing a basis for future research of participation behavior among members of proximity-based mHealth interventions.
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Abstract

Background: Health care systems are rapidly deploying digital tools for disease management; however, few studies have evaluated their usability by vulnerable populations. To understand the barriers to app usage among vulnerable populations, we employed user-centered design (UCD) methods in the development of a new text messaging app.

Objective: The study aimed to describe variations in patients’ engagement in the app design process, focusing on limited health literacy (LHL), limited English proficiency (LEP), and limited digital literacy (LDL).

Methods: We conducted 20 in-depth semistructured interviews with primary care patients at a public health care system, used open-ended discussions and card sorting tasks to seek input about mobile phones and text messaging, and used open coding to categorize the patterns of mobile phone usage and to evaluate engagement in the card sorting process. We examined qualitative differences in engagement by examining the extensiveness of participant feedback on existing and novel text messaging content and calculated the proportion of patients providing extensive feedback on existing and novel content, overall and by health literacy, English proficiency, and digital literacy.

Results: The average age of the 20 participants was 59 (SD 8) years; 13 (65%) were female, 18 (90%) were nonwhite, 16 (80%) had LHL, and 13 (65%) had LEP. All had depression, and 14 (70%) had diabetes. Most participants had smartphones (18/20, 90%) and regularly used text messaging (15/20, 75%), but 14 (70%) of them reported having difficulty texting because of inability to type, physical disability, and low literacy. We identified 10 participants as specifically having LDL; 7 of these participants had LEP, and all 10 had LHL. Half of the participants required a modification of the card sorting activity owing to not understanding it or not being able to read the cards in the allotted time. The proportion of participants who gave extensive feedback on existing content was lower in participants with limited versus adequate English proficiency (4/13, 30% vs 5/7, 71%), limited versus adequate health literacy (7/16, 44% vs 3/4, 75%), and limited versus adequate digital literacy (4/10, 40% vs 6/10, 60%); none of these differences were statistically significant. When examining the proportion of patients who gave extensive feedback for novel messaging content, those with LHL were less engaged than those with adequate health literacy (8/16, 50% vs 4/4, 100%); there were no statistical differences by any subgroup.

Conclusions: Despite widespread mobile phone use, digital literacy barriers are common among vulnerable populations. Engagement in the card sorting activity varied among participants and appeared to be lower among those with LHL, LEP, and...
Introduction

Background

Despite the potential promise of health-related mobile apps in improving the health of individuals with chronic diseases [1-4], few studies evaluate their usability and feasibility, and even fewer do so among vulnerable populations [5-7]. Existing data suggest that populations with limited health literacy (LHL), limited digital literacy (LDL), and limited English proficiency (LEP) are less likely to use health information technology (HIT), including mobile apps [6,8-11]. Given that smartphone ownership rates are similar in low income, minority populations compared with the general population of the United States, there are likely other barriers contributing to this decreased use of health apps [12]. To better understand these barriers and to reduce the disparities in the use of HIT for the management of chronic diseases, it is critical to include the vulnerable populations in the process of app development [13,14].

Even more specifically, there is a need to advance the field in terms of appropriate design science methods for working with vulnerable populations, including racial or ethnic minorities and those with low socioeconomic status and educational attainment [7]. There is similarly a need to understand the use and effectiveness of these methods in patients with mental health disorders that are associated with lower activation and engagement, such as depression [15]. Standard user-centered design (UCD) methods, such as prototyping and card sorting, often use rapid-fire sessions with end users to generate and prioritize a large amount of potential content for a digital health program or intervention [16-18]. Although the goal of these methods is to understand the experiences, beliefs, and preferences of end users, they could represent a cognitively demanding approach for the participants—especially in terms of hypothetical discussions about future health behaviors and sifting through large volumes of potential content.

Objectives

We sought to understand which design methods worked well within a larger study employing UCD methods to develop a text messaging app aimed at increasing physical activity among patients with comorbid diabetes and depression. In this paper, we evaluate data from 2 sets of semistructured interviews conducted during the early phases of the app development and describe the patterns of mobile phone usage and variations in engagement with design methods by health literacy, English proficiency, and digital literacy of patients recruited from a public health care system.

Methods

Research Setting and Sampling Procedure

Data for this study comprise 20 transcripts of semistructured interviews collected during 2016 to 2018 over 2 phases. All patients were recruited from primary care clinics from the public health care system for the city and county of San Francisco. A total of 10 transcripts are from patients who had completed a previous trial evaluating automated text messages as an adjunct to cognitive behavioral therapy for depression (MoodText trial, NCT01083628) [19], and 10 are from a separate group of patients participating in early design sessions to develop a text messaging app to increase physical activity in patients with diabetes and depression (Diabetes and Depression Text Messaging Intervention [DIAMANTE] trial, NCT03490253). Inclusion criteria were as follows: age ≥18 years, English- or Spanish-speaking, ownership of any type of mobile phone, and a diagnosis of depression. Exclusion criteria were active suicidal ideation with a plan and active severe psychosis.

Data Collection Procedure

Short questionnaires were administered to the participants during recruitment to assess sociodemographic factors (including age, gender, race and ethnicity, education level, income, employment status, and English proficiency), health status, and health literacy. Semistructured, in-depth interviews were conducted with all 20 participants in either English or Spanish. All interviews were 1.5 hours in duration, and the interviews in Spanish were conducted by study staff who were native speakers. Interview guides for all participants included questions about mobile phone usage, physical activity, and feedback on sample text messages and text messaging interventions (interview guides and card sorting instructions are available by request). Participants also completed a closed card sorting activity. Card sorting is a method used to explore how people group concepts, and this has previously been used in the development of text messaging interventions [20]. Participants were given a set of note cards with sample text messages written at a sixth-grade reading level in either English or Spanish, depending on their preferred language, and were asked to sort the cards into 3 piles depending on whether they liked, disliked, or felt neutral about the messages on the cards. They were then asked to explain why they liked or disliked these messages. If they did not provide a reason for liking or disliking the messages, they were probed once more by the interviewer. If the participants did not understand the card sorting activity or had difficulty reading the cards, card sorting was modified such that the interviewer read cards aloud and elicited feedback on each sample text message one at a time. On completion of the card sorting activity, participants were asked if they had any...
additional ideas for potential text message content or structure of the text messaging intervention.

Qualitative Analysis

The qualitative analysis was done with open coding of all transcripts using inductive and deductive coding techniques (Dedoose version 8.1.8). One author (SN) created the initial codebook based on the interview questions. A second author (PA) read a subset of transcripts and coded using the original codebook. SN, PA, and CL met frequently to review the codebook, discuss the emerging themes, and resolve disagreements. For this study, we specifically coded for (1) patterns of mobile phone usage and (2) engagement in the design methods. This involved categorizing both the thematic ideas that emerged from the interviews, as well as the extensiveness of participation in (1) the card sorting activity to provide feedback on the existing text messaging content and (2) the semistructured interview to provide novel suggestions for new text messaging content. Feedback on existing content was further categorized as extensive if it included not only what the participants liked or disliked but also why they liked it and how they felt it would help them. If the feedback on the existing content consisted only of what the participants liked or disliked, it was determined to be minimal. Novel suggestions were extensive if they provided detailed content for possible text messages and also offered new types of messages. If novel suggestions were repetitions of text messages already developed by the study and shared with the participant, or if they were unrelated to the purpose or content of the study, they were determined to be minimal or misaligned.

Exploratory Analyses

For our secondary analyses, we were interested in the differences in key themes by participant demographics, specifically, health literacy, English proficiency, and digital literacy. Health literacy was measured using the single-item assessment by Chew et al, “How confident are you filling out medical forms by yourself?” As previously validated in a population similar to that of this study, adequate health literacy was defined by answering “extremely,” whereas LHL was defined by answers “not at all,” “a little bit,” “somewhat,” or “quite a bit” [21-23]. English proficiency was also measured using a validated single-item assessment, collapsing Spanish-speaking participants with those that reported “moderate,” “little,” and “very little ability” with speaking English [24]. Owing to the lack of a validated survey measure of digital literacy that is widely used for mobile phone usage, we created a definition of digital literacy based on the interview responses about the current use of mobile phones. We categorized participants with very limited use or engagement and/or self-reported difficulty in using their mobile phones as having LDL. We based our definition in Kayser et al’s concept of eHealth literacy [25], incorporating both capabilities and experience/engagement in using technologies. We did not include access to technology in our definition as all participants owned a mobile phone. We then quantitatively compared the prevalence of LDL by participants’ health literacy and English proficiency using Fisher exact tests to assess for differences by these 2 independent variables.

Finally, in an exploratory way, we calculated the sum of the number of unique feedback statements or novel suggestions per participant given during the card sorting task. We calculated the means and ranges of the total number of statements given and then preliminary Wilcoxon rank sum tests were conducted to evaluate the differences in these frequencies by health literacy, English proficiency, and digital literacy. We also calculated the number of participants who provided extensive versus minimal feedback statements and novel suggestions and used Fisher exact tests to evaluate the differences in these proportions by health literacy, English proficiency, and digital literacy. Analyses were conducted using Stata/SE 15.0.

Results

Participant Characteristics

The average age of the participants was 59 (SD 8) years; 65% (13/20) were female, 90% (18/20) were nonwhite, 65% (13/20) had LEP (50% (10/20) Spanish-speaking), 45% (9/20) had a high school education or less, and 80% (16/20) had LHL (Table 1). None of the participants were employed full time; 45% (9/20) were disabled, and 20% (4/20) were unemployed. A total of 70% (14/20) of the participants had type 2 diabetes mellitus, and 65% (13/20) self-rated their health status as fair or poor. The proportion of participants with LEP (80% vs 50%) and with diabetes (90% vs 50%) was higher in the DIAMANTE trial than the proportion of participants in the MoodText trial; otherwise there were no differences in the demographic or health data by study.
Table 1. Participant characteristics (N=20).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>59.0 (7.7)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Women</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Income (USD), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;$20,000</td>
<td>11 (55)</td>
</tr>
<tr>
<td>&gt;$20,000</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Other/refused</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Part time</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Disabled</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Retired</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>11 (55)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Limited English proficiency, n (%)</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Limited health literacy, n (%)</td>
<td>16 (80)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>None or primary school</td>
<td>7 (35)</td>
</tr>
<tr>
<td>High school graduate or GED&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Some college or technical school</td>
<td>9 (45)</td>
</tr>
<tr>
<td>College graduate or graduate degree</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>14 (70)</td>
</tr>
<tr>
<td>Depression, n (%)</td>
<td>20 (100)</td>
</tr>
<tr>
<td>Health status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Fair or poor</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Good</td>
<td>7 (35)</td>
</tr>
</tbody>
</table>

<sup>a</sup>GED: General Education Development.

**Mobile Phone Use and Digital Literacy**

We uncovered major categories of mobile phone usage related to texting networks, mobile phone carriage, and difficulty with the basic features of mobile phones (ie, text messaging). Overall, nearly all participants (18/20) had a smartphone and used text messaging regularly with a network of family and friends (15/20). A total of 5 participants described having limited texting networks, texting only family members or research studies. Most participants (17/20) reported carrying their mobile phones with them whenever leaving home.

Despite the overall high rate of mobile phone usage, many participants were defined as having LDL. Participants were categorized as having LDL if they had limited texting networks, frequently did not carry their mobile phones or turned them off for long periods of time (limited mobile phone carriage), or had difficulty using their phones or sending text messages owing specifically to unfamiliarity with or difficulty typing or using the microphone feature. Overall, 10 participants were categorized as having LDL; others were categorized as having adequate digital literacy. Those who described difficulty using their phones attributed this primarily to being new smartphone owners and still learning how to use their phones. Several also
cited their phones being turned off or forgetting to check their phones, low literacy, and having to use the microphone feature on their smartphone as hindrances to text messaging:

*Now that I just got this phone, and before I was able to send text messages but now I’ve forgotten. [...] I didn’t want a high-tech phone […] but my kids gifted me a phone and said, “you have to learn, mom.” [translated from Spanish]*

*I didn’t check my phone or my phone was off for the day. Sometimes I’ll turn my phone off and I forget to turn it back on.*

*Yes, because I don’t use the keys and sometimes when you speak into the microphone, it doesn’t write the words that you want to say correctly. My daughter calls me out on that. So, if I’m going to send a message that’s not going to be correct like it should be, I’d feel bad.* [translated from Spanish]

Of the 10 participants with LDL, 7 had LEP and 10 had LHL. There was a similarly high proportion of participants with LEP and/or LHL within each of the mobile phone usage domains we used to define the LDL (Table 2). Specifically, the majority of participants with limited texting network, limited mobile phone carriage, and difficulty using their phone or texting had LEP and/or LHL. Fisher exact test results were not statistically significant.

The other most commonly mentioned barriers to mobile phone usage that were not related to digital literacy included being too busy and forgetting to respond, having a physical impairment (eg, arthritis) that made typing difficult, and not being in the mood to respond to text messages:

*Um, I got real busy, I didn’t hear - I didn’t check my phone or my phone was off for the day. Sometimes I’ll turn my phone off and I forget to turn it back on and, um, then it’s late and then I’m sleepy so I won’t answer.*

*It has such small letters and I have a problem with my hands because I have Raynaud’s syndrome, where your hands fall asleep.* [translated from Spanish]

*Sometimes, well, I don’t pay attention and sometimes I do. Not every day. Sometimes I’m in a bad mood [laughs], sorry for saying it.* [translated from Spanish]

### Table 2. Mobile phone digital literacy, as well as domains used to measure digital literacy by English proficiency and health literacy.

<table>
<thead>
<tr>
<th>Mobile phone digital literacy</th>
<th>Total number of patients, N (%)</th>
<th>LEP(^a), n (%)</th>
<th>LHL(^b), n (%)</th>
<th>Both LEP and LHL, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subdomains of mobile phone digital literacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Limited texting network</td>
<td>5 (25)</td>
<td>4 (80)</td>
<td>4 (80)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Limited mobile phone carriage</td>
<td>3 (15)</td>
<td>3 (100)</td>
<td>3 (100)</td>
<td>3 (100)</td>
</tr>
<tr>
<td>Difficulty using phone and/or texting</td>
<td>10 (50)</td>
<td>7 (70)</td>
<td>10 (100)</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Overall limited digital literacy</td>
<td>10 (50)</td>
<td>7 (70)</td>
<td>10 (100)</td>
<td>7 (70)</td>
</tr>
</tbody>
</table>

\(^a\)LEP: limited English proficiency.
\(^b\)LHL: limited health literacy.

### Engagement in Card Sorting Activity

Engagement was examined in 2 ways. First, we determined the frequency of feedback given about the existing content and the frequency of novel suggestions provided. We also used our qualitative coding to identify the extensiveness of both feedback on the existing content and novel suggestions.

### Feedback on Existing Text Message Content

Feedback on text message content was elicited by a card sorting activity—half of the participants required a modification of the activity as they either did not understand it or had difficulty reading the cards in the allotted time. The most common positive feedback was for the text messaging content to encourage participants to reflect on their behaviors or thoughts, give concrete ideas or advice, or be highly positive and motivating. The most common negative feedback was for the content that was viewed as repetitive. Several exemplar quotes demonstrated these positive and negative feedback themes:

*But most of the times when I received the messages, they came at a good time and it just helped me to evaluate, um, you know, my thinking and my feelings, which if it hadn’t came, then I wouldn’t have been thinking about, you know, different things [theme: encourage reflection]*

*These are all concrete suggestions of things that you can try because they will probably improve your mood just because you try. [...] So I think it’s just little suggestions or ways that you could help make yourself feel better. Less negative. Less down.* [theme: concrete advice]

*I also liked the way they were positive.* [translated from Spanish; theme: positive messages]

*They’re a little repetitive.* [translated from Spanish; theme: repetitive messages]

For each participant, the number of different reasons they gave for liking or disliking sample text messages was summed, and this defined the frequency of feedback.

We also evaluated the extensiveness of feedback provided by each participant. Half of the participants provided extensive feedback, as evidenced by these comments:

*[They] just make you stop for a minute. I think that’s maybe the key to why it works so well because you
know the message comes in and you’re like well why am I doing this? I’m not being very positive today and I could do something better. I could think of another way to handle this. Maybe I should try that. Well, they spark the idea of getting started. They spark the idea of why - I mean, they have started to continue in giving me I guess motivational nudges here and there.

It says “every time you think you can’t or you won’t be able to [do something], remember the times you were able to.” Yes, there are times that these messages help me, this type of message helps me because often I say, “I can’t,” but occasionally I’ve read these messages and I say, “yes I can. “I’ll try it no matter what,” “I’ll try it,” and then I’ve done it and I have examples.

On the other hand, participants who gave feedback that was minimal, provided little, if any, varied feedback, and did not explain why they liked or disliked the text messages even after being probed by the interviewer:


I liked all of them. [translated from Spanish]

For quantitative analyses (Table 3), we calculated the frequency of feedback by coding each instance of feedback on the sample text messages. We found that the frequency of feedback was lower in participants with LEP, LHL, and LDL than in those with English proficiency, adequate health literacy, or adequate digital literacy, although none of these differences were statistically significant. It appears that the participants who were proficient in English provided more extensive feedback compared with those with LEP (5/7, 71% vs 4/13, 30%), as did those with adequate versus LHL (3/4, 75% vs 7/16, 44%) and those with adequate versus LDL (6/10, 60% vs 4/10, 40%). These differences approached but did not achieve statistical significance.

Table 3. Frequency and extensiveness of the feedback on existing text messaging content by English proficiency, health literacy, and digital literacy.

<table>
<thead>
<tr>
<th>Patient characteristic</th>
<th>Frequency indicated by median number of unique feedback</th>
<th>Extensiveness indicated by number who provided extensive feedback, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>English proficiency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adequate (n=7)</td>
<td>5.5</td>
<td>5 (71)</td>
</tr>
<tr>
<td>Limited (n=13)</td>
<td>4</td>
<td>4 (30)</td>
</tr>
<tr>
<td><strong>Health literacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adequate (n=4)</td>
<td>5.5</td>
<td>3 (75)</td>
</tr>
<tr>
<td>Limited (n=16)</td>
<td>4</td>
<td>7 (44)</td>
</tr>
<tr>
<td><strong>Digital literacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adequate (n=10)</td>
<td>5</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Limited (n=10)</td>
<td>4</td>
<td>4 (40)</td>
</tr>
</tbody>
</table>

Novel Suggestions

Participants were asked whether they had other ideas for text messages that were not presented during the card sorting activity, as well as whether they had any other general feedback on the text messages or the text messaging interventions. The majority of suggestions were for text message content:

Um, or, um, “I know you’re feeling down, so let’s go for a walk and maybe that will pick you up a little bit. I’ve tried that before and it happens, so let’s do it.”

Hmm. “Rise and shine!” Uh, let’s see, okay. “Rise and shine, get off your behind!”

A fewer number of participants provided feedback on broader, structural content of the text messaging interventions:

It could be a little cartoon running, an example of someone walking or running. [translated from Spanish]

There are thousands of illnesses in the world. So, first you need to know which illnesses someone has, and what difficulties they may have in doing physical activity. There are many types of physical activity. Because after my surgery my exercise was to stretch, to lift my arms with a pound of rice. It’s moving the body. From here down I couldn’t move because of my knee. Stretching, nothing more. Of course. This way, you have to see what the patient has to motivate them. [translated from Spanish]

We evaluated the extensiveness of novel suggestions as well. Extensive novel suggestions were defined as providing detailed content for possible text messages and also offering new types of messages:

And I would send them [a message] saying that life is very beautiful. Life is a thing of beauty and one should be happy and put aside the negative to give life to the positive. [translated from Spanish]

That the gym is not the only place where one can exercise, because you have this mentality of “I’ll sign up but it’s very expensive.” If there are other options for exercise, that’s excellent. [translated from Spanish]

Suggestions were categorized as minimal or misaligned, if they were vague or identical to the messages presented during card sorting or were unrelated to the physical activity content focus of the text messaging intervention (eg, text messages with the results of laboratory tests):
We coded each separate answer by participants as novel suggestions, and the frequency of novel suggestions for each participant was defined as the sum of the coded excerpts. The median number of novel suggestions was 2 per participant (range 0-9; Table 4), and there were no significant differences by English proficiency, health literacy, or digital literacy. All participants with adequate health literacy provided extensive novel suggestions, compared with only half of those with LHL (Table 4). There were no differences in the extensiveness of novel suggestions by English proficiency or digital literacy.

### Table 4. Frequency and extensiveness of novel suggestions by English proficiency, health literacy, and digital literacy.

<table>
<thead>
<tr>
<th>Patient characteristic</th>
<th>Frequency indicated by median number of suggestions</th>
<th>Extensiveness indicated by number that provided extensive suggestions, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>English proficiency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adequate (n=7)</td>
<td>2.5</td>
<td>4 (57)</td>
</tr>
<tr>
<td>Limited (n=13)</td>
<td>2</td>
<td>6 (56)</td>
</tr>
<tr>
<td><strong>Health literacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adequate (n=4)</td>
<td>2</td>
<td>4 (100)</td>
</tr>
<tr>
<td>Limited (n=16)</td>
<td>2</td>
<td>8 (50)</td>
</tr>
<tr>
<td><strong>Digital literacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adequate (n=10)</td>
<td>2</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Limited (n=10)</td>
<td>2</td>
<td>5 (50)</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

Our study found that the participants representing vulnerable populations engaged differently in the UCD process that we employed and described difficulty with mobile phone usage and text messaging. Although nearly all participants had a smartphone that they carried with them throughout the day and a large majority had wide texting networks, over three-quarters still described difficulty with text messaging. This discrepancy suggests that smartphone ownership, even with daily personal use, does not accurately predict comfort or ability in using the basic features of phones such as text messaging. This finding is supported by emerging data demonstrating limited use (eg, voice communication only) of mobile phones by vulnerable populations [26], as well as by efforts in mobile interaction design to focus on low literacy or illiterate populations [27].

We found variations in engagement in our design process by health literacy, English proficiency, and digital literacy. Digital literacy, defined broadly by the US Department of Education as “digital problem solving” and measured by assessments of basic computer competence, affects 16% of the US population; those who have LDL tend to be older, nonwhite, foreign born, and less educated than those who are digitally literate [28]. This definition, however, does not incorporate the use of other ubiquitous technologies, including smartphones, and has not been evaluated in the context of health and health care. Therefore, we used a de novo classification from the participants’ responses to calculate our own definition of mobile phone digital literacy, informed by previous conceptual models in this space. Most individuals we identified as having LDL also had LHL and LEP, suggesting some overlap in these constructs. User characteristics such as age, education, and employment are considered in frameworks for developing information technology systems, and it is likely that health literacy and English proficiency are similarly important user characteristics in health-related digital literacy [25,29]. In fact, health literacy has been included as a component of digital literacy in some conceptual models [30].

Despite following best practice guidelines for card sorting, such as limiting the number of cards and categories and providing uniform, clear directions on how to conduct the task [17,31,32], this method had to be modified in half of the interviews and was therefore not fully effective in this study population. Eliciting novel suggestions was also difficult, with most participants only providing 1 or 2 suggestions. The latter is consistent with studies of engagement in qualitative methods that suggest that end users are often unable to provide anticipatory feedback [16]. However, we expected more consistency in the feedback on existing materials, as end users are usually more engaged in this type of feedback. This may be because in obtaining feedback via a card sorting method, we created the additional challenge of having to provide feedback on hypothetical messages within a set time limit, which has been shown to be a more challenging task [16]. It is also possible that the participant’s response bias owing to the interviewer’s demand characteristics contributed to the differences in feedback by health and digital literacy and English proficiency, though we tried to minimize this by conducting interviews in Spanish with native Spanish-speaking interviewers [33]. Future work is needed to replicate our findings in larger samples; however, our findings suggest that augmenting card sorting with different
methods in UCD, such as task analysis and usability testing with direct observation, may be more effective in obtaining feedback from vulnerable populations [18,25,29]. Furthermore, observation in environments in which end users are both comfortable and will be using the digital health intervention may be more productive in eliciting feedback and matching the intervention with the end users’ needs and preferences.

In the development of digital health interventions to improve outcomes in patients with diabetes, others have also employed user-centered or participatory design and have obtained and successfully incorporated feedback in their development processes [34,35]. Although these studies have enrolled diverse populations, they do not describe whether the feedback they received differed within subgroups of their populations. Our exploratory analyses showed differences in engagement in specific subgroups of patients, suggesting that there may be other factors contributing to these differences. LHL, specifically, has been associated with lower patient activation and engagement in clinical settings, and this may be relevant in research settings as well [36-38]. Our findings underscore the importance of measuring health literacy, English proficiency, and digital literacy and considering their effects in UCD. This is critical as simply recruiting these vulnerable populations to user-centered or participatory design research rather than engaging them in feedback processes in a meaningful way carries the risk of exacerbating existing disparities in the use of HIT [8].

Limitations

There are several limitations to this study. In defining engagement, we assessed the extensiveness of feedback statements and novel suggestions; however, the provision of minimal feedback may have been owing to disinterest in the content being discussed rather than purely a lack of engagement. Given our small sample sizes that are typical in design research [31,32], many comparisons did not reach statistical significance; nevertheless, our quantitative data did allow us to highlight these differences. In addition, we focused specifically on mobile phone–related digital literacy rather than a more comprehensive digital literacy assessment, given the focus of our future text messaging intervention. Furthermore, 10 of the participants had already participated in a trial evaluating a text messaging app and therefore had more familiarity with this type of intervention. Nevertheless, neither successful completion of the card sorting task nor the engagement differed by study. Finally, although we chose to look specifically at health literacy, English proficiency, and digital literacy as the predictors of engagement, there are almost certainly other factors contributing to the differences in engagement noted in these populations, including education, race, culture, patient activation, and the nature and homogeneous content of the interviews [37,39]. Notably, all the study participants had depression, which has been associated with lower patient activation [40]; however, despite this, we were still able to detect differences in engagement within subgroups of the population.

Conclusions

Engagement in our design process varied by health literacy, English proficiency, and digital literacy. The participants of our study represent a diverse population—in race, employment, education, literacy and language, and general health status—that is rarely captured in usability studies for HIT. We believe this to be a major strength of this paper, both in describing the variations in patterns of mobile phone usage and in evaluating the engagement in UCD methods. Our findings highlight the need for a better understanding of how to consider, define, and incorporate digital literacy when developing HIT, as well as continued efforts in better engaging vulnerable populations in research. Our future work will report on the process for incorporating format and content feedback into our final intervention.
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Abstract

Background: Researchers and activists have expressed concerns over the lack of availability and nonuse of reversible, modern, contraceptive methods in India for decades. New attempts to increase access, availability, and acceptance of reversible contraceptives need to be developed, instead of relying solely on female sterilization. Mobile health (mHealth) initiatives may offer one way to serve underprivileged populations who face challenges in sexual and reproductive health (SRH) in countries such as India.

Objective: This study aimed to examine the outcome of an mHealth intervention for enhancing knowledge of, and practices related to, reversible contraceptives in rural Western India.

Methods: We implemented a nonrandomized controlled trial (before-and-after study in an intervention area and a control area) in the Indian state of Maharashtra. The intervention in this case was a mobile-based SRH helpline provided by a nongovernmental organization (NGO). Baseline and follow-up surveys were carried out in two government-run primary health center areas, one each in the intervention and control area, and 405 respondents were surveyed in the two rounds. An interview-based structured questionnaire suitable for a low-literacy environment was used to collect data. The effect of the intervention was estimated using logistic regression, adjusted for gender, by calculating robust standard errors to take into account the clustering of individuals by the area (intervention or control). In each regression model, the effect of intervention was estimated by including a term for interaction between the intervention area and the period before and after the intervention. The exponent of the regression coefficient of the interaction term corresponding to the period after the intervention, along with the 95% CI, is reported here. The odds ratio for the control village multiplied by this exponent gives the odds ratio for the intervention village. Calls received in the intervention were recorded and their topics analyzed.

Results: The current use of reversible contraception (18% increase in intervention area vs 2% increase in control area; 95% CI) has seen changes. The proportion of respondents who had heard of contraception methods from an NGO rose in the intervention area by 23% whereas it decreased in the control area by 1% (95% CI). However, the general level of awareness of reversible contraception, shown by the first contraceptive method that came to respondents’ mind, did not improve. Demand for wider SRH information beyond contraception was high. Men and adolescents, in addition to married women, made use of the helpline.

Conclusions: A mobile helpline that one can confidentially approach at a time most convenient to the client can help provide necessary information and support to those who need reversible contraception or other sexual health information. Services that integrate mHealth in a context-sensitive way to other face-to-face health care services add value to SRH services in rural India.
Introduction

Background

In India, a few reproductive mobile health (mHealth) initiatives have been implemented [1-6], of which the most popular is the Central Government’s Mother and Child Tracking System [7]. However, the use of mHealth in family planning and contraceptive services has thus far been limited. In addition, research evidence on mHealth interventions and programs in the field of sexual and reproductive health (SRH) in India remains scarce, although mHealth offers great promise to potentially help cater to the needs of people with limited health care and family planning services [4,5,7]. Telemedicine, emergency services, text messaging services, supervision and support services to the health care service staff, and data collection are among the functions that mobile phones have brought in to improve reproductive health services in less developed countries [5,8].

With its population of 1.3 billion people, India has implemented the Indian family planning program, which relies heavily on female sterilization. Of currently married women, aged 15 to 49 years, 36% are sterilized whereas 11% use reversible modern contraception [9]. Reversible modern contraceptive methods in India mainly include condoms, intrauterine contraceptive devices (IUCDs), oral contraceptive pills and injectable contraceptives. Researchers and activists have expressed concern over the lack of availability and nonuse of reversible modern contraceptive methods in India since decades. The Indian Government expressed its changing focus toward reversible methods in 2012 [10] by expanding the choice of methods, especially encouraging the postpartum adoption of IUCDs. It is expected that increased use of reversible contraceptive methods will help in reducing both maternal and infant mortality and morbidity, as well as slow down population growth by lengthening birth intervals.

The use of reversible contraception remains abysmally low in India. Among the underlying structural factors are the generally low socioeconomic and educational standards [11], and gender and generational asymmetries [12-15]. Practically, lacking information on reversible contraceptive methods or fears related to side effects [16], inaccessibility or poor quality of care [17], and provider-imposed barriers [18] hinder adoption of contraception, and even more so adoption of reversible methods.

Consequently, there is a need to provide personal counseling and information in a gender-sensitive manner, secure access to contraceptives and improve health care services, particularly among the socioeconomically underprivileged groups. Can mHealth assist in providing counseling and information and improve accessibility of contraception? Wireless phone subscribers in India reached a total of 998 million people by March 2018 [19], and mobile phones are increasingly affordable and accessible even among the poorest in rural India [20]. Mobile technology is thus a potential means to also reach out to the disadvantaged.

Purpose of the Study

This study explores gaps in SRH needs of rural, disadvantaged populations, and further examines the outcome of an mHealth intervention in enhancing knowledge and practice of reversible contraception to reduce the gap in rural Western India. An mHealth-based intervention on family planning is examined in a nonrandomized controlled trial (before-and-after study in an intervention area and a control area) in the Indian state of Maharashtra. The intervention was a project by a nongovernmental organization (NGO) offering mobile-based SRH helpline.

Methods

Study Setting

In terms of family planning, the Indian state of Maharashtra represents close to the average Indian situation. In the state, 51% of currently married women are sterilized whereas 11.5% use reversible modern contraceptive methods of which the condom is the most popular. Total unmet need for contraception is 9.7% [21].

Overall, two sufficiently similarly profiled districts, Thane and Nashik of Maharashtra, were chosen for the study. Although Thane is more urban than Nashik, the subdistricts where primary health center (PHC) areas were chosen for the data collection have a similar level of urbanization (77% in the chosen subdistrict within Thane and 78% in the chosen subdistrict within Nashik [22]). Overall sociodemographic characteristics and contraceptive use patterns were similar enough in the two districts. A PHC area in rural Thane was the intervention area and a PHC area in rural Nashik was the comparable nonintervention area which provided the control group for the study.

Intervention

The intervention introduced a mobile helpline, combined with personal contact with participants by village health workers and with local distribution of contraceptives. The target population was married men and women in the age range of 15 to 35 years. A toll-free helpline was available to villagers in the project area. A total of 12 gender-equal, frontline, field workers were responsible for communication and branding activities for the call center and, follow-up activities among targeted beneficiaries who sought the intervention services, using both interpersonal communication and mid-media activities (eg, street theater and wall paintings). The calls were attended by trained female and male paramedical staff, one of each, who were fluent in the local dialect. The helpline personnel recorded the received calls, specifically noting the main topic of discussion. This intervention complemented the regular governmental health care services available, and it took place from June 2015 to June 2016.
The intervention was based on the theory of change in a situation, when a woman or a couple was motivated to delay or avoid pregnancy, as expressed in Figure 1. On the basis of desk research and grassroots activities in another area, the project identified the following three main hindrances to the adoption of reversible contraceptive methods in a situation when contraception was in demand for a woman or couple: lack of information, gender bias, and unavailability or inaccessibility of contraceptives. Lack of information was to be addressed by providing a mobile helpline and marketing its services, gender bias was to be addressed by providing the helpline, which was an easily accessible source of support and information for the young and the women irrespective of elders’ and men’s acceptance, and finally, the supply of contraception issue was addressed in the mobile helpline by providing information on the local points of access to condoms, pills, and coils. However, the mobile helpline had to be supported by village workers and could not be implemented without initial personal contact with locals.

The Control Area
The control site was a PHC area in Nashik, an adjacent district. This area was serviced by similar governmental maternal and health care services, including family planning services. For several years, there was a mother and child health program being implemented by an NGO, whose local village workers supported governmental services. Thus, both areas were served by governmental public health, assisted by NGO-based services that involved personal contact with the local people. In the control area, there was no mobile helpline comparable with the one in the intervention area.

Study Design
The study was a quasi-experimental study, a controlled before-and-after study as described by Reeves et al [23]. The study sample was derived from clusters, one of which was the intervention site, and the other was control site.

Before Study
An interview-based baseline survey was carried out from March to April 2015 in both the study areas to gather data on knowledge of, and practices related to, reversible contraceptive methods, needs related to SRH, and willingness to use mHealth services. The study design is shown in Figure 2.
After Study
To assess the outcome of the mobile helpline on SRH, a follow-up survey was carried out from November to December 2016. The follow-up survey was conducted in both areas about 18 months after the introduction of mHealth-assisted SRH services in the intervention area. The influence of external activities and information, such as government services and media programs toward family planning, was hypothesized to be similar in both areas. An NGO working with issues related to SRH was present in both areas but a mobile helpline was promoted only in the intervention area. Wider socioeconomic confounders were controlled using the control area. Hence, any differences in SRH observed between the areas after the intervention were analyzed as related to the potential outcome of the helpline intervention.

Study Sampling and Recruitment
The target sample size was 100 married men and 100 married women from each area. The intervention survey was intended to represent the area or cluster level and not the individual level, meaning that the study participants in the two survey rounds were not necessarily the same persons.

The sampling was carried out in two stages. A total of 10 villages (about 50% from each area) were randomly selected from each selected PHC using systematic sampling with a random start. A list of villages with a total population size of at least 500, which were arranged in ascending population sizes, served as the sampling frame from which sample selection was made. From each sampled village, 20 households were selected by a systematic sampling process using the left-hand rule, and 1 study subject was selected per household. If a household had more than 1 eligible subject, then one of them was chosen randomly. Trained research investigators were responsible for recruiting the study subjects. The inclusion criteria for selection of a subject were: age between 15 and 35 years, married, and lived permanently in the settlement. If the respondent was a visitor (eg, a daughter come down for delivery to her natal home or a visiting guest) then she was excluded from the study and the interview was terminated.

Measurements and Outcomes
This study used an interview-based data collection method, a structured questionnaire which suits low-literacy environments. The primary measurements were knowledge and practice of family planning, current use of contraception, intent for further use, and any changes in these after the intervention. The questionnaire included background socioeconomic and demographic information, questions on mobile phone ownership and use, union status and hygiene practices; knowledge, attitude, and practice of family planning; children and decision making, current use of contraception, intent for further use, and a contraceptive tracking sheet showing dynamics of contraceptive use of the study subjects. The data collection tool was first developed in English and then translated into the local language Marathi. A 3-day intensive training program was organized for 14 interviewers. A team of interviewers always included both a man and a woman. The interviews were conducted in privacy in the local (Marathi) language.

https://mhealth.jmir.org/2019/8/e12672

The main issue examined was whether a mobile helpline would improve people’s awareness of reversible contraceptive methods, and as a result of this would the use of such methods increase? The awareness of reversible contraception was operationalized by the question: When you think of a family planning method, which is the first method that comes to your mind?

The proportion of responses, other than female sterilization, was taken as a measure of awareness of reversible methods among the respondents. The respondents were also asked to give a list of all other contraceptive methods that they knew without being prompted. To examine the contraceptive prevalence and use of reversible methods, the respondent was first asked if she or he was currently doing anything to prevent or postpone her, or his wife’s, next pregnancy and then what they were currently doing to prevent it. The responses were coded as reversible methods (condom, oral contraceptive pills, IUCDs, and injectable contraceptives), permanent methods (female and male sterilization), and other methods (eg, withdrawal, abstinence, and herbs).

Data Analysis
The intervention’s potential influence on the use of contraception based on the level of knowledge on contraceptive methods and SRH, access to contraception, and acceptability of mHealth support for SRH, were analyzed. The effect of intervention was estimated using logistic regression, adjusted for gender, by calculating robust standard errors to take into account clustering of individuals by the area (intervention or control). In each regression model, the effect of intervention was estimated by including a term for interaction between the intervention area and the period before and after the intervention. The exponent of the regression coefficient of the interaction term corresponding to the period after the intervention, along with the 95% CI, is reported here. The odds ratio for the control village multiplied by this exponent gives the odds ratio for the intervention village. The difference between the proportions after and before for each area is also reported. All analyses were performed with the statistical environment R (a free software environment supported by the R Foundation for Statistical Computing) [24].

Ethical Considerations
The study was conducted in accordance with the Declaration of Helsinki of 1975, as revised in 2000, as well as with all applicable legal regulations governing data collection in India. The data did not contain any biological specimens but instead consisted of data on individual experiences, practices, attitudes, and knowledge, in addition to personal socioeconomic and demographic information. Informed consent was obtained in writing from every study subject after the nature and possible consequences of the study were explained. Participation was voluntary. All respondents were married. In the event of a respondent being below 18 years of age, consent was taken from a parent or spouse to include the underaged respondent in the study, with complete details of the study given to them, in addition to reading out the verbal consent form to the respondent.
The study was implemented in relation to the activities of two local NGOs [25] that gave their approval for the data collection. The study was approved by the local government authorities. As the study was carried out by independent scholars, the option of an institutional review board acceptance by a university was not available. Thus, an ad hoc ethical committee, consisting of three Indian members with expertise in social work and law and a social and health scientist, was formed with the help of the two NGOs to review the ethics of the study protocol and data collection plan. The ethical committee consented to the data collection and signed a statement of their approval.

**Results**

**Descriptive Statistics**

Table 1 presents background information of the surveys and respondents.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention area</th>
<th>Control area</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sample size, n</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Baseline survey</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>103</td>
<td>100</td>
</tr>
<tr>
<td>Men</td>
<td>102</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td>205</td>
<td>200</td>
</tr>
<tr>
<td><strong>Follow-up survey</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>90</td>
<td>101</td>
</tr>
<tr>
<td>Men</td>
<td>88</td>
<td>101</td>
</tr>
<tr>
<td>Total</td>
<td>178</td>
<td>202</td>
</tr>
<tr>
<td><strong>Respondent age (years), median (range), baseline survey</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>26 (24-30)</td>
<td>26 (22-30)</td>
</tr>
<tr>
<td>Men</td>
<td>29 (26-34)</td>
<td>29 (26-33)</td>
</tr>
<tr>
<td><strong>Respondent age (years), median (range), follow-up survey</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>27 (25-31)</td>
<td>27 (23-31)</td>
</tr>
<tr>
<td>Men</td>
<td>30 (27-35)</td>
<td>30 (27-34)</td>
</tr>
<tr>
<td><strong>Age at marriage (years), median (range), baseline survey</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>19 (13-28)</td>
<td>18 (14-30)</td>
</tr>
<tr>
<td>Men</td>
<td>22 (17-30)</td>
<td>21 (16-29)</td>
</tr>
<tr>
<td><strong>Age at marriage (years), median (range), follow-up survey</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>19 (15-28)</td>
<td>18 (12-28)</td>
</tr>
<tr>
<td>Men</td>
<td>23 (17-30)</td>
<td>22 (18-29)</td>
</tr>
<tr>
<td><strong>Literacy(^a) rate, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women(^b)</td>
<td>87 (84.4)</td>
<td>76 (74.5)</td>
</tr>
<tr>
<td>Men(^b)</td>
<td>86 (84.3)</td>
<td>90 (90.0)</td>
</tr>
<tr>
<td><strong>Disadvantaged group, n (%)(^b)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scheduled tribes and scheduled castes</td>
<td>132 (64.3)</td>
<td>150 (75.4)</td>
</tr>
<tr>
<td>Other backward classes</td>
<td>45 (22.0)</td>
<td>34 (17.1)</td>
</tr>
<tr>
<td><strong>Access to mobile phone in household, n (%)(^c)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>87 (84.5)</td>
<td>93 (93.0)</td>
</tr>
<tr>
<td>Men(^c)</td>
<td>81 (79.4)</td>
<td>86 (86.0)</td>
</tr>
</tbody>
</table>

\(^a\)Able to both read and write, according to own statement.

\(^b\)Information collected in baseline survey only.

\(^c\)Having at least one mobile phone in household.
A total of 405 married men and women aged 15 to 35 years participated in the baseline survey before the intervention, of which 200 were from the control area. Gender-wise distributions are presented in Table 1. In the postintervention survey, the total number of participants was 380, of which 202 were from the control area. 87.3% (152/179) and 50.0% (101/202) of the participants were in both the surveys of intervention and control areas, respectively.

The median age of men and women was 29 and 26 years, respectively, in both areas before the intervention. It was 30 and 27 years, respectively, during the follow-up survey (detailed descriptive tables are available in [26]). The quartile age ranges for men and women in the baseline survey were 26 to 34 and 22 to 30, respectively. Median age at marriage for women was 18 years. Most men (84.4%; 87/103) and women (84.3%, 86/102) in the intervention area could read and write, whereas slightly more men (90.0%; 90/100) and somewhat less women (74.5%, 76/102) could do so in the control area. Literacy was recorded as reported by the study subjects; it was recorded separately for reading and writing, and it did not differ significantly for men and women.

In both areas, the caste composition was characterized by a high proportion of socially disadvantaged populations. Both areas have atypically high proportions of tribal populations, and in the Thane district, the intervention area, the proportion is even higher than in Nashik. Scheduled caste (formerly called the untouchables) and scheduled tribe populations are the most disadvantaged social categories in India and their combined proportion was 64.3% (132/205) in the intervention area, and 75.4% (150/199) in the control area. In both areas, the main occupation was farming and unskilled labor. A majority of the respondents in both areas reported having access to a mobile phone, with only 21.6% (21/102) of men and 15.5% (16/103) of women reporting not having a mobile phone in the household in the intervention area, and even less in the control area, with 14.0% (14/100) of men and 7.0% (7/100) of women reporting similarly. The difference between the proportion of men ($P=.30$) and women ($P=.10$) having access to mobile phones in the two study areas was not significant. The fact that women appear to have slightly more access to mobile phones than men seems somewhat surprising.

The summary statistics of the survey responses (n [%] for men, women, and all) are provided in Table 2. Both areas manifested a considerable increase in the general awareness of contraception: in the follow-up survey, 75.8% (135/178) of respondents in the intervention area and 81.6% (160/196) in the control area were aware of means to avoid pregnancy. The proportion of those who had heard of a contraceptive method from an NGO rose in the intervention area from 5.0% (6/121) to 33.5% (59/176), whereas in the control area, it was 1.7% (2/118) before and 1.2% (2/172) after. The proportion of respondents using reversible contraception rose in both areas.
Table 2. Knowledge on contraceptive methods and sexual and reproductive health, access to contraception, and acceptability of mobile health support for sexual and reproductive health by study areas before and after the intervention (source: baseline and follow-up surveys, two primary health care areas in Maharashtra).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Intervention area, n (%)</th>
<th>Control area, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before</td>
<td>After</td>
</tr>
<tr>
<td>Has heard of any contraception method</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>49 (48.0)</td>
<td>76 (86.4)</td>
</tr>
<tr>
<td>Women</td>
<td>72 (69.9)</td>
<td>59 (65.6)</td>
</tr>
<tr>
<td>All</td>
<td>121 (59.0)</td>
<td>135 (75.8)</td>
</tr>
<tr>
<td>Has heard of contraception method from NGO&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>3 (6.1)</td>
<td>16 (18.6)</td>
</tr>
<tr>
<td>Women</td>
<td>3 (4.2)</td>
<td>43 (47.8)</td>
</tr>
<tr>
<td>All</td>
<td>6 (5.0)</td>
<td>59 (33.5)</td>
</tr>
<tr>
<td>Reversible method first mentioned&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>28 (59.6)</td>
<td>5 (6.8)</td>
</tr>
<tr>
<td>Women</td>
<td>22 (32.4)</td>
<td>14 (21.9)</td>
</tr>
<tr>
<td>All</td>
<td>49 (42.6)</td>
<td>19 (13.8)</td>
</tr>
<tr>
<td>Uses contraception now</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>30 (29.4)</td>
<td>54 (61.4)</td>
</tr>
<tr>
<td>Women</td>
<td>59 (57.3)</td>
<td>37 (41.1)</td>
</tr>
<tr>
<td>All</td>
<td>89 (43.4)</td>
<td>91 (51.1)</td>
</tr>
<tr>
<td>Using reversible method&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>8 (26.7)</td>
<td>22 (40.7)</td>
</tr>
<tr>
<td>Women</td>
<td>14 (23.7)</td>
<td>17 (45.9)</td>
</tr>
<tr>
<td>All</td>
<td>22 (24.7)</td>
<td>39 (42.9)</td>
</tr>
<tr>
<td>Willing to call sexual health helpline&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>44 (56.4)</td>
<td>88 (100.0)</td>
</tr>
<tr>
<td>Women</td>
<td>100 (100.0)</td>
<td>86 (95.6)</td>
</tr>
<tr>
<td>All</td>
<td>144 (80.9)</td>
<td>174 (97.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>NGO: nongovernmental organization.
<sup>b</sup>First contraceptive method that comes to mind is a reversible method.
<sup>c</sup>Using some method other than sterilization, that is, a reversible method.
<sup>d</sup>Willing to call a male or female health worker to anonymously ask about sexual problems.

The Intervention and Contraception

Table 3 shows the changes in the outcomes (proportions) in the intervention and control areas, and the exponent of the regression coefficient corresponding to the interaction of intervention area and the period after intervention, adjusted for gender. In terms of practice, the change in the direction toward reversible methods is evident in the intervention area. Both the current use of contraception (8% increase in the intervention area vs 21% decrease in the control area) and the use of reversible contraception (18% increase in the intervention area vs 2% increase in the control area) have increased in the intervention area compared with the control area. The general level of awareness of reversible contraception, shown by the first contraceptive method that came to respondents’ mind being a reversible method, neither improved in the intervention area nor in the control area. On the contrary, fewer respondents in both areas mentioned a reversible method as the first method that came to their mind (decrease of 29% in the intervention area vs decrease of 14% in the control area). This means that, in the follow-up survey in both areas, it had become more common to mention female sterilization as the first method that came to mind. In the intervention area, the acceptability of contacting a helpline for SRH needs rose by 17% compared with the control area’s increase of 5%.
In the intervention area, 274 individuals aged between 15 and 52 years made a total of 964 calls to the mobile helpline on issues pertaining to SRH. This meant that repeat calls averaged around 3.5 calls per client. The typical questions dealt with were as follows:

- Information about family planning and contraceptive methods (their contraindications and side effects if any) and access to services (where, how far, and what cost): 31.0% (85/274) of calls.
- Sexual health issues such as itching in genitals, concerns regarding masturbation, wet dreams, condoms access, and use: 43.0% (118/274) of calls.
- Issues pertaining to maternal and child health (vaccination schedules, nutrition-related questions, and other related matters): 13.1% (36/274) of calls.
- Menstrual health and hygiene: 13.1% (36/274) of calls.

Questions on masturbation, condoms, and symptoms in genitals were mainly from men, and questions on menstrual hygiene were from adolescent girls. Questions on family planning and other contraceptive methods, other than condoms, came mainly from married women.

**Discussion**

**Principal Findings**

Both the current use of contraception and the use of reversible contraception have increased in the intervention area compared with the control area. Contraceptive knowledge increased in both areas, whereas fewer people first mentioned a reversible method in the follow-up survey than in the baseline survey, in both areas. Thus, the study suggests that the mobile helpline has had a bearing on the practice of contraception, whereas there is less evidence of effect on knowledge.

This apparent lack of improvement in awareness of reversible contraceptives might relate partly to the measurement used for the awareness: whether the first method that came to a respondent’s mind was a reversible method. In India, the universal connotation of family planning is female sterilization, a permanent method, which might turn out to be slow to change. Other types of questions to measure awareness of reversible methods might have painted a different picture. Moreover, this growing awareness of female sterilization compared with reversible methods in the follow-up survey might reflect governmental health service campaigns for female sterilization which the health workers were discussing in the communities in the months just before the follow-up survey, leading to an influence on the answers in the survey.

The study found that contraceptive use (both reversible methods and sterilization combined) at the time of the survey increased in the intervention site whereas it fell in the control site. This decrease found in the control area is rather unusual and needs further examination. In addition, the latest National Family Health Survey [21] showed a slight decline in the prevalence of family planning use among currently married women in Maharashtra. However, the decline witnessed in this study in the control area is more pronounced. It is unlikely that demand for family planning would have so strongly reduced within 18 months. It is possible that a temporary structural or administrative condition in the control area, such as reduced supply of contraceptives or absence of health care service personnel, could have caused a decline in contraceptive prevalence. However, this decrease in general contraceptive use (in practice, of female sterilization) in the control area does not explain away the increase in reversible contraception in the intervention area. Reversible contraception remained about as popular in the control area at both points of measurement, whereas in the intervention area the popularity of reversible contraception increased considerably. The adoption of female sterilization and reversible contraception are governed partly by different dynamics, with sterilization being a terminal method while reversible methods are mainly used for spacing births. This means that their developments are not necessarily interrelated. Consequently, the main result of the analysis, that the mobile SRH helpline is associated with increased use of reversible contraceptives, would not have to be compromised despite the decline in general contraceptive prevalence in the control area.

In both the intervention and in the control areas, NGOs working with issues related to SRH were present along with the standard local governmental services. The two NGOs provide basic...
information and services related to maternal and reproductive health to the relatively underprivileged populations of the two areas. The main difference between the two areas was the presence and promotion of a mobile helpline on SRH only existing in the intervention area. The results show that the intervention building upon a mobile helpline on SRH was associated with the increased use of reversible contraception compared with the control area. Although awareness of family planning generally strengthened, the awareness of reversible methods did not increase in the intervention area more than in the control area. This would imply that the governmental services and information channels have increased local people’s awareness on female sterilization in both areas.

A review of studies dealing with the impact of interventions that aim at influencing knowledge, attitudes, beliefs, and discussions regarding family planning and in increasing contraceptive use found that impacts are often a result of programs that have considered the importance of varied approaches to reaching women and couples [27]. The intervention examined here manifested this approach by including face-to-face activities, an anonymous helpline, and support to contraceptive availability in local settings.

The helpline received acceptance in the intervention area so that a 17–percentage point rise in the acceptability of such service provided by an NGO in case of SRH problems was evident. Villagers and helpline customers had expressed their appreciation of the fact that they could call whenever it was a convenient time and place for them. Most rural families in the project area, as in much of India, share a phone so that it stays at home and many family members can use it [20]. The need to consider mHealth interventions from a relational perspective, not only as the choice of an individual, becomes essential here [28]. Thus, a mobile helpline that can be confidentially approached at a time most convenient to the client is essential for a successful mHealth service. Clients particularly preferred a voice-based personal service, as they felt insecure about the terminology on issues of SRH. Many could not write or read fluently in the local language, Marathi. The experiences from this mHealth intervention study point to the need for program developers and designers to explore contextual and implementation factors seriously [6].

A considerable proportion of the questions raised in the mobile helpline touched on sexuality and issues other than contraception. There is clearly a great need in the area to provide more general SRH services and information than only family planning services to the local population, as well as to men and adolescents. A comprehensive SRH approach works better than a narrow family planning approach in winning local people’s confidence, which is essential for sustainable results.

It was evident from the intervention that among rural, socioeconomically underprivileged populations, women and men have an unmet need for reversible family planning methods [29]. Although the governmental programs have started to pay more attention to contraceptive choices instead of sole reliance on female sterilization, there is still a long way to go. This intervention study shows that services that integrate mHealth in a context-sensitive way to face-to-face health care services can provide better results in rural India and assumedly also in other contexts in less developed societies.

Strengths and Limitations

This study was a rare attempt to examine the outcome of an mHealth intervention by making use of a control area. However, the conclusions would have been stronger if the samples would have been larger and the time frame would have been longer. The outcome was assessed after only half a year after the end of the intervention, which makes it difficult to say much about the perseverance of the changes. Changes in perceptions take a longer time to emerge in a measurable form.

The apparent inconsistency in the intervention area findings, in that knowledge of reversible methods seems to have fallen but the use of reversible contraception nevertheless increased substantially, can point to the problems in the instrumentalization of knowledge on reversible methods. Relying on the first thing that comes to mind question may have rendered the study vulnerable to a government campaign on female sterilization. If another measure of knowledge on reversible contraception were used this apparent inconsistency might have disappeared. The study design was neither a true panel design (interviewing the same respondent both in the baseline and the follow-up surveys) nor purely a successive cross-sectional design. Of all the respondents in the follow-up survey in the intervention area, 85% had also been interviewed in the baseline, whereas this proportion was 50% in the control area, meaning that a larger proportion of respondents in the intervention than control area had been interviewed earlier. This unplanned asymmetry was an outcome of some unforeseen practical imperatives in the field study. However, this fact has had only a minor influence on the age range of the respondents that appears nearly similar in the follow-up survey in the two areas. We do not see any other logic behind how this partial asymmetry in study design would have significantly influenced the results of the logistic regression analysis. The intervention implemented in the study was a community-level intervention and not an individual-level intervention, as the entire villages were targeted by the intervention. This is the main reason why it does not make a difference if the baseline subjects differ from the postintervention subjects. We are interested in population-level changes, and these can be studied by having different subjects pre and postintervention.
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Abstract

Background: While early identification of neonatal illness can impact neonatal mortality rates and reduce the burden of treatment, identifying subtle clinical signs and symptoms of possible severe illness is especially challenging in neonates. The World Health Organization and the United Nations Children’s Fund developed the Integrated Management of Neonatal Childhood Illness guidelines, an evidence-based tool highlighting seven danger signs to assess neonatal health. Currently, many mothers in low-resource settings rely on home visits from community health workers (CHWs) to determine if their baby is sick. However, CHWs visit infrequently, and illness is often detected too late to impact survival. Thus, delays in illness identification pose a significant barrier to providing expedient and effective care. Neonatal Monitoring (NeMo), a novel neonatal assessment tool, seeks to increase the frequency of neonatal screening by task-shifting identification of neonatal danger signs from CHWs to mothers.

Objective: This study aimed to explore the usability and acceptability of the NeMo system among target users and volunteer CHWs by assessing ease of use and learnability.

Methods: Simulated device use and semistructured interviews were conducted with 32 women in the Iganga-Mayuge districts in eastern Uganda to evaluate the usability of the NeMo system, which involves a smartphone app paired with a low cost, wearable band to aid in identification of neonatal illness. Two versions of the app were evaluated using a mixed methods approach, and version II of the app contained modifications based on observations of the first cohort’s use of the system. During the posed scenario simulations, participants were offered limited guidance from the study team in order to probe the intuitiveness of the NeMo system. The ability to complete a set of tasks with the system was tested and recorded for each participant and closed- and open-ended questions were used to elicit user feedback. Additionally, focus groups with 12 CHWs were conducted to lend additional context and insight to the usability and feasibility assessment.

Results: A total of 13/22 subjects (59%) using app version I and 9/10 subjects (90%) using app version II were able to use the phone and app with no difficulty, despite varying levels of smartphone experience. Following modifications to the app’s audio instructions in version II, participants’ ability to accurately answer qualitative questions concerning neonatal danger signs improved.
by at least 200% for each qualitative danger sign. All participants agreed they would trust and use the NeMo system to assess the health of their babies. Furthermore, CHWs emphasized the importance of community sensitization towards the system to encourage its adoption and regular use, as well as the decision to seek care based on its recommendations.

Conclusions: The NeMo system is an intuitive platform for neonatal assessment in a home setting and was found to be acceptable to women in rural Uganda.

(KEYWORDS neonatal; community health workers; maternal; Uganda; World Health Organization; smartphone app; digital health; mobile health; telemedicine)

Introduction

Background

Each year, 2.5 million newborns die in the first 28 days of life, with 80% of these deaths occurring within the first seven days of age [1]. In resource-limited settings in low- and middle-income countries (LMICs), a majority of these deaths occur within homes largely due to preventable causes such as pneumonia, sepsis, and other illnesses [2,3]. The neonatal mortality rate in Uganda is 26 per 1000 live births [4]. In rural districts in eastern Uganda where 34 in every 1000 newborns die in their first month of life, neonates are even more vulnerable [3]. Many of these deaths could be averted by timely identification and referral to treatment [5,6].

While as many as 84% of neonatal infection-related deaths could be prevented with available interventions, identifying subtle clinical signs and symptoms of severe illness is especially challenging in neonates [5]. Thus, delays in illness identification pose a significant barrier to providing expedient care [6-8]. An analysis of 64 neonatal deaths in eastern Uganda showed that the highest contributing delays to newborn intervention were challenges in problem recognition and in the decision to seek care (50%), with a median time of 3 days from onset of illness to seeking care outside the home [3].

In order to improve recognition of neonatal illness, the World Health Organization (WHO) has developed the Integrated Management of Neonatal and Childhood Illness (IMNCI) guidelines [9-11]. Studies have shown the following seven danger signs predict severe illness in neonates: (1) difficulty feeding; (2) convulsions; (3) lethargy; (4) chest indrawing; (5) respiratory rate of 60 breaths per minute or more; (6) temperature above 37.5°C; or (7) temperature below 35.5°C [9]. Presentation of a danger sign indicates the need for immediate medical attention [9,12]. Although effective identification of these signs at the community level can intercept illness and incite care-seeking behavior capable of impacting child mortality, the tools and training needed to assess indicators of illness are lacking in low-income settings [6,13-17].

Currently, rural health care systems in Uganda and other LMICs rely on village health teams (VHTs) of volunteer community health workers (CHWs) to visit mothers at home to provide postnatal care. While women visited by CHWs are 87% less likely to lose their newborns, these volunteers are often overburdened, and limited by both availability and bandwidth [18]. Thus, CHWs are often unable to complete the three postnatal home visits recommended by the WHO during the critical first week of life. As few as 5% of Ugandan newborns receive a CHW visit in the first 48 hours of life and sick infants are often identified too late to impact survival [19]. Task-shifting neonatal assessment from CHWs to mothers is a promising strategy to reduce neonatal mortality [6,7,20]. While the aforementioned danger signs can have a sensitivity of 85% and specificity of 75% when used by a trained primary care worker to identify neonatal illness, unassisted maternal recognition of these symptoms in community settings has failed to exceed a sensitivity of 20-24% [7,9,21,22].

The NeMo System: A Low-Cost Technology Platform for Assessment of Neonatal Danger Signs

The opportunity to improve identification of neonatal illness in home settings was identified by a team of faculty and biomedical engineering graduate students at the Johns Hopkins University Center for Bioengineering Innovation and Design (CBID) and School of Public Health, based on over 18 years of community research in rural Bangladesh [23-25]. Engineering design teams had the opportunity to confirm these population research findings through community and rural health system immersion in Iganga, Uganda. Primary observations from ethnographic research conducted in Iganga highlighted delays in identification of neonatal illness due to a systemic reliance on overburdened CHWs. Teams also visited rural communities in Kenya and Bangladesh and observed similar patterns. The design teams identified the need for a low-cost technology to regularly, objectively, and accurately assess the seven previously mentioned IMNCI danger signs during the first week of life to expedite detection of neonatal illness in LMICs. By empowering care providers within the family unit (ie, mothers) to detect signs of illness, the team hypothesized that timely care-seeking behavior could be triggered when it otherwise might not be. Neonatal Monitoring (NeMo), a proposed solution to the need for earlier identification of neonatal illness, is a two-part system designed to empower mothers to effectively assess the seven validated IMNCI danger signs.

The NeMo system consists of a novel, wearable sensing band (the NeMo band) and a low-cost smartphone preloaded with the custom NeMo app (Figure 1). The NeMo band fastens around the neonate’s abdomen using a generic hook-and-loop fastener like Velcro (herein after referred to as velcro). It is equipped with sensors to measure temperature and respiratory rate, which are difficult to assess without appropriate training or tools. These sensors are housed in a small plastic enclosure...
which must be placed centrally on the neonate’s abdomen (in between the nipples and midway between the umbilical cord and the nipples) (Figure 1). Information from the respiratory and temperature sensors is transmitted to the phone for processing via a standard audio cable which plugs into the audio jack on the phone and via an identical jack embedded into the enclosure on the NeMo band. The app uses audio and visual cues in the local language to enable any mother, regardless of literacy, to assess the qualitative danger signs and place the NeMo band (Figure 2). By responding to a series of interactive audio prompts concerning her newborn’s health, the mother is asked to indicate whether or not her baby has any danger signs by selecting either a check or X on the app interface (ie, “Has your baby been refusing to breastfeed? Press check if yes, press X if no.”). The app does not require internet connectivity. By synthesizing the results from the quantitative and qualitative assessments, NeMo alerts mothers of any danger signs detected and advises users if the newborn requires medical attention.

When using the system, the mother is first taken to a home screen (Figure 2a), which introduces the navigational features of the app. The mother is then guided through individual screens which ask her to assess the presence of the four qualitative danger signs: difficulty breastfeeding (Figure 2b), chest indrawing (Figure 2c), convulsions (Figure 2d), and lethargy (Figure 2e). The app then uses audio instructions and images to walk the mother through each step of properly placing and securing the band around her baby and connecting the band to the phone with the audio cord (Figure 2f-j). Once positioned around the neonate’s abdomen, the NeMo band measures temperature and respiratory rate (Figure 2k). Following the quantitative assessment, the app displays representative images of any danger signs detected and, if indicated, produces a red phone icon to prompt the mother to call a CHW for further assessment and help (Figure 2l). The mother only needs to press the icon to initiate the phone call.

NeMo is based on a CHW-coordinated, phone-sharing framework. In this model, mothers are provided a smartphone by a CHW for the week following birth and purchase their own low cost, wearable band. After the first seven days of the newborn’s life, the phone will be returned to the CHW and the band discarded to prevent the spread of infection between newborns. By making both this technology and education to support clinical evaluation accessible in community settings, NeMo could empower mothers to assess neonatal illness at home and without support. While evidence supporting the acceptability of phone use among CHWs is abundant, evaluation of a community phone-sharing model and maternal smartphone use to enable neonatal mobile health (mHealth) interventions remains lacking [26-28]. Therefore, for any digital health intervention targeting mothers in LMICs directly, there is a need to validate acceptability and usability among target users.

Figure 1. The NeMo (Neonatal Monitoring) band goes around the neonate’s abdomen to acquire respiratory rate and temperature data. The data is then transmitted via an audio cable and processed in the NeMo app, where it is then integrated with mothers’ responses regarding qualitative danger signs to provide a recommendation on whether a mother should seek care for her neonate.
Objectives

While several studies have established the utility of the seven danger signs in identifying neonates in need of care, the ability of mothers to utilize a simple, digital health strategy to guide effective assessment of these signs has not been established [9,12]. Thus, this study was designed to evaluate the usability and acceptability of the NeMo smartphone app and wearable sensor among both women of child-bearing age and CHWs in the Iganga-Mayuge districts of Uganda. Further, this study seeks to evaluate women’s and CHWs’ perceptions of the phone-sharing model and their willingness to use the NeMo device to evaluate the health of their neonates.
Methods

Overview
This study was undertaken in eastern Uganda in the Iganga-Mayuge districts, over the course of two weeks, in five villages. These districts were selected for their representation of rural Uganda, offering socioeconomic diversity and corresponding literacy rates [3,29,30]. Fieldwork was supported by Uganda Development and Health Associates (UDHA), which has a regional headquarters based in Iganga. Villages in these districts were visited to capture perceptions of the usability and acceptability of the NeMo system within populations at high risk for vulnerability [29,31]. For both study participants and CHWs, a convenience sampling strategy was utilized. Village leaders randomly selected female citizens from their village within reproductive age (18-49 years old) to be interviewed. CHWs were randomly selected via their connection with UDHA. This study was conducted following protocols approved by the Johns Hopkins Homewood Institutional Review Board (IRB00005144) and by the Institutional Review Board of Makerere University School of Public Health (MakSPH IRB) in Uganda. Written consent was obtained from all parties including study subjects and CHWs before each interview and was available in Lusoga and English.

Simulated Use of the NeMo System
The qualitative study consisted of semistructured interviews with all women (n=32) and volunteer CHWs (n=12). With each subject, a preliminary structured interview was conducted to collect demographic information. Subsequently, each subject participated in a verbally posed simulated scenario to assess the usability of the NeMo system. Subjects utilized the NeMo app preloaded onto an Android smartphone, along with a lookalike prototype of the NeMo device. The steps of the simulation were carried out on a NeoNatalie inflatable simulator (Laerdal Medical, Norway). A comprehensive list of the simulated tasks can be found in Table 1.

The usability of the app interface was measured based on the subjects’ ability to navigate through the app and accurately answer the qualitative questions based on the posed scenarios. Additionally, the ability of each participant to position the device on the NeoNatalie’s chest and correctly insert the audio cord into both audio jacks was used as a measure of usability. The usability assessment was further rounded out by a series of closed- and open-ended questions, followed by a series of questions answered using a Likert scale.

Subjects were shown two alternative versions of the band and two alternative versions of the app. They were then asked to indicate their preferences based on their perceptions of ease of use, helpfulness, and safety.

This study was conducted in two phases, reflecting version I and version II of the app interface. The first phase (n=22) followed the methods detailed above and used app version I. The second phase (n=10) utilized version II of the app, which was updated based on qualitative and quantitative results from phase one. All study methods remained consistent between the two phases of the study. Women enrolled in the study were only given either version I or version II of the app.

Statistical significance was determined using a Fisher’s Exact Test to determine subjects’ association with a green check and red X and between mothers utilizing each version of the app. A Likert scale was used to gauge subjects’ opinions on the NeMo system and converted to a composite score (1=Strongly Disagree, 5=Strongly Agree). All other responses were analyzed using descriptive statistics.
Table 1. Outline of study tasks and questions asked regarding the subjects’ experience using the NeMo system.

<table>
<thead>
<tr>
<th>Task #</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Consent</td>
<td>Study team members obtained written consent from subject.</td>
</tr>
<tr>
<td>2</td>
<td>Assessment of symbol comprehension</td>
<td>Before the subject was introduced to the phone app, she was shown printed images of a green check and a red X and asked to point to the image that meant “yes” or “no,” respectively.</td>
</tr>
</tbody>
</table>
| 3      | Ability to use smartphone                                | The subject was shown how to unlock the phone and open the app, but not how to navigate through the NeMo app. She was then asked to unlock the smartphone device, open the app, and begin clicking through it, following the audio prompts. If the subject appeared to be stuck on a screen, she was prompted to replay the audio cue rather than guided on how to proceed, and her hesitation was noted by the study team. Specific tasks assessed included:  
  • unlocking the phone  
  • opening the app  
  • navigating through the app from homescreen |
| 4      | Answering questions regarding qualitative danger signs   | Before the subject answered each of the app’s questions regarding qualitative danger signs, the interviewer stated whether the NeoNatalie was hypothetically afflicted with the relevant condition. For example, the interviewer would state, “The baby is convulsing,” or, “The baby is healthy; she is not convulsing,” in reference to the NeoNatalie. The subject was then asked to respond to the app’s questions based on the posed scenario given by the interviewer. |
| 5      | Device placement & audio cord insertion                   | The subject’s ability to correctly insert the audio cord into the device and the smartphone audio jack, as well as her ability to place the band in the center of the simulation mannequin’s chest when guided only by the app’s audio and visual cues was evaluated. Specific tasks assessed included:  
  • device placement on the simulation mannequin  
  • successful connection of audio cord into the device  
  • successful connection of audio cord into the phone |
| 6      | User feedback                                            | The subject was asked a series of closed- and open-ended questions, followed by a series of questions answered using a Likert scale to probe her perceptions of the NeMo system. Questions covered the following themes:  
  • Would you use this device on your baby?  
  • Were there any danger signs mentioned on the phone that you did not understand?  
  • How much, if anything, would you be willing to pay for the device? |
| 7      | Intent to act                                            | To qualitatively assess subjects’ intent to act on NeMo’s recommendation on whether or not to seek care, the subject was asked to respond to two hypothetical questions:  
  • If the device says your baby is sick, but you think your baby is healthy, what would you do?  
  • If the device says that your baby is healthy, but you believe your baby is sick, what would you do? |
| 8      | Alternative band embodiments                             | The subject was shown two additional versions of the NeMo band with different fastening mechanisms and asked to practice placing them on the NeoNatalie. She was then asked to answer open-ended questions concerning which embodiment she felt was safest, easiest to use, and which one she would be most likely to use on her own baby. |
| 9      | Alternative app embodiments                              | The subject was shown two additional versions of the NeMo app and asked to answer similar questions pertaining to ease of use and helpfulness for each version. |

aNeMo: Neonatal Monitoring

Community Health Worker Focus Groups

Three focus groups, facilitated by 2-3 study team members and a translator, were conducted with groups of 3-5 CHWs. A total of 12 CHWs participated in focus group discussions. Each focus group lasted approximately 60 minutes, with question themes including mothers’ ability to use the system, the feasibility of a CHW-lead training and sensitization initiative, and the acceptability of a community phone-sharing model. Table 2 details key topics discussed with CHWs.

Five English-speaking study team members were trained to conduct the interviews and were provided interview guides. The majority of the interviews were conducted in Lusoga through the aid of two translators, however, some study participants and CHWs were able to understand and respond to the interview questions in English. All interviews were video recorded with participant consent.
Table 2. Outline of themes explored in focus group discussions with community health workers (CHWs).

<table>
<thead>
<tr>
<th>Theme</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 CHW background</td>
<td>• Personal experience, training, responsibilities</td>
</tr>
<tr>
<td></td>
<td>• Current practices for neonatal assessment</td>
</tr>
<tr>
<td>2 Training mothers</td>
<td>• Current practices providing antenatal care</td>
</tr>
<tr>
<td></td>
<td>• Danger sign recognition training for mothers</td>
</tr>
<tr>
<td>3 Acceptability of technology</td>
<td>• Smartphone experience</td>
</tr>
<tr>
<td></td>
<td>• Comfort level training mothers on smartphone</td>
</tr>
<tr>
<td>4 Business model validation</td>
<td>• Perception of phone sharing model</td>
</tr>
<tr>
<td></td>
<td>• Willingness to coordinate band sales and phone sharing</td>
</tr>
</tbody>
</table>

**Results**

**Study Population Demographics**

The study cohort consisted of 32 women from 5 different villages across the Iganga-Mayuge districts. Women were screened to be of child-bearing age or older, so they ranged from 19 to 44 years of age, with an average age of 27. They had each given birth to a range of 0-6 children, averaging 2.6 children.

Of all the subjects, 30/32 (94%) either owned or had access to a cellphone. However, the majority of these were not smartphones, with only 10/32 subjects (32%) having previously used a smartphone. In acknowledgement of the importance of neonatal danger sign recognition, the Ugandan government has mandated that danger signs be taught in antenatal care education. All subjects enrolled in phase two of the study received antenatal and postnatal education. Two of the women interviewed in phase two of the study did not have children and were not included in this survey analysis. Despite the expectation of proficiency in identifying signs of illness following this training, subjects' retention was low: only 3 of the 8 mothers (37.5%) recognized fever as a danger sign. Furthermore, only 3 mothers were able to correctly identify one additional danger sign (Table 3). These results emphasize the gap in mothers' education and knowledge surrounding the assessment of neonatal illness and highlight the potential value of an effective tool to guide identification of danger signs in the home setting.

Table 3. Mothers’ recall of neonatal danger signs in study phase two (n=8).

<table>
<thead>
<tr>
<th>Danger signs</th>
<th>Mothers, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fever</td>
<td>37.5</td>
</tr>
<tr>
<td>Chest indrawing</td>
<td>12.5</td>
</tr>
<tr>
<td>Increased respiratory rate</td>
<td>12.5</td>
</tr>
<tr>
<td>Lethargy</td>
<td>12.5</td>
</tr>
<tr>
<td>Hypothermia</td>
<td>0</td>
</tr>
<tr>
<td>Refusing to breastfeed</td>
<td>0</td>
</tr>
<tr>
<td>Convulsions</td>
<td>0</td>
</tr>
</tbody>
</table>

**Assessment of Symbol Comprehension**

Of all the subjects, 30/32 (94%; *P*<.001) correctly identified the green check to mean yes and the red X to mean no, while two women were unfamiliar with this symbology. These two women thus had the meaning of each symbol explained to them.

**Ability to Use Smartphone**

Of the 22 subjects that had never used a smartphone before, 18 (82%) could unlock the phone and open the app without additional guidance and 20 (91%) could do at least one or the other without additional guidance.

**App Version I**

**App Navigation**

In total, 13/22 subjects (59%) enrolled in phase one required no external prompting or direction from the interviewer or translator to navigate from the homescreen to begin the assessment (Figure 3). A lack of specificity in the verbal cues indicating what button should be clicked to proceed often prevented subjects from navigating through the app.
Figure 3. Comparison of mothers’ ability to navigate version I and version II of the app based on previous smartphone experience. Mothers using version II of the app showed a significant improvement in app navigation ($P=0.02$).

**Answering Questions Regarding Qualitative Danger Signs**

Across both versions of the app, all subjects responded that there were no danger signs introduced by the app they had not understood. Although this was the first time two subjects had heard about chest indrawing, 28/32 women (88%) responded that they were confident or very confident in their ability to identify those danger signs in their own infants. However, this study only assessed a subject’s ability to utilize the NeMo system to input information regarding their newborn’s health. Determining their accuracy in identifying qualitative danger signs is beyond the scope of this study. All 32 subjects responded that the voice directions in the app were intuitive and easy to understand.

In version I of the app, only one subject was able to correctly answer all 4 of the qualitative questions based on the posed scenarios and only 6/22 subjects (27%) were able to correctly answer 3 of the 4 questions (Figure 4).

Figure 4. Comparison of mothers’ ability to correctly respond to verbal scenarios using app versions I and II. Their ability to answer qualitative questions significantly improved across all four danger signs. * indicates $P<0.05$.

**Device Placement & Audio Cord Insertion**

As correct placement of the NeMo device on the abdomen of the neonate is critical to obtaining accurate measurements for both respiratory rate and temperature, a subject’s ability to properly position the device around the NeoNatalie simulator using only the verbal instructions from the app was used as a measure of ease of use of the device. Using version I of the app, 18/22 subjects (82%) were able to properly position the device with only the verbal instructions and no prior instruction or training. Additionally, 20/22 subjects (91%) were able to successfully connect the audio cable to both the device and smartphone.

**Changes made Between App Version I and Version II**

Subjects stuck on the homescreen in version I often attempted to press different areas on the screen (including the check mark in the NeMo logo) in an attempt to advance to the next screen. To avoid this challenge, in version II the team added more detailed audio instructions explaining the location of the button to continue to the next screen.
As a result of the poor ability of subjects to answer qualitative questions based on the simulated scenarios using version I of the app, the team evaluated what factors might be at fault. One translator suggested that subjects might be responding in reference to their own infants rather than to the posed NeoNatalie scenarios. The team also hypothesized that questions were being posed in a misleading way based on the positive and negative connotations of the check and X symbols. Originally, the app instructed subjects to press the green check if the baby had the danger sign (“Yes, my baby has this danger sign”) and the red X if the baby did not have the danger sign (“No, my baby does not have this danger sign”). However, it was suggested that subjects might not intuitively associate a green check with illness and a red X with a healthy baby. Thus, in app version II, the team rephrased the app audio, instructing subjects to press the green check if their baby was healthy and did not have the sign and the red X if their baby was sick and did have the sign.

Finally, while most women using version I of the app were able to correctly place the device, the NeMo app’s audio cues were updated to further assist subjects with device placement. Greater detail was given about anatomical structures on the newborn, specifying the position of the device relative to the nipples and umbilical cord in version II.

**App Version II**

**App Navigation**

All subjects utilizing version II of the app, regardless of previous smartphone exposure, were able to turn on the smartphone and successfully navigate through the app without intervention by the study team. Figure 3 illustrates a comparison between the different app versions and subjects’ exposure to smartphones.

For both versions of the app, subjects were assessed on ease of app navigation based on observed hesitation and need for further explanation and prompting by the study team. The introduction of version II resulted in significant improvement in subjects’ ability to navigate the app interface, as assessed by comparing the number of women that were able to navigate the app without any challenges to those who could not (P=0.02).

**Answering Questions Regarding Qualitative Danger Signs**

Using version II of the app, 9/10 (90%) of the remaining subjects correctly answered all four of the qualitative questions based on the posed scenarios. The remaining subject answered three of the four questions correctly. This modification resulted in significant improvement in subjects’ ability to respond to each of the qualitative danger sign questions using the NeMo app interface: breastfeeding (P=0.02), lethargy (P=0.006), convulsions (P=0.005), and chest indrawing (P=0.005). A comparison between subjects’ performance using version I and version II of the app is shown in Figure 4.

**Placement and Audio Cord Insertion Comparison**

Using improved audio instruction in app version II, all subjects were able to correctly position the band on the NeoNatalie. While these results showed improvement from the 18/22 subjects (82%; P=.28) that were able to place the band correctly and the 20/22 subjects (91%; P>.99) that were able to connect the audio cable properly, these changes were not found to be statistically significant.

**Perception of Usability and Acceptability**

**Ease of Use and Learnability**

Each subject was asked about her perception of the system’s ease of use, and they responded using a Likert scale. A comparison between responses from women enrolled in phase one and phase two was carried out, but their responses were not found to be significantly different. Responses provided by subjects in both phases of the study are displayed in Figure 5. Using a composite scoring system (Strongly Agree=5, Strongly Disagree=1), the device had an ease of use score of 4.34 (median 5, interquartile range [IQR] 1) and a learnability score of 3.56 (median 4, IQR 2). In addition, all subjects surveyed agreed or strongly agreed they would like a CHW’s help learning how to use the device, giving a composite score of 4.75 (median 5, IQR 1).
Trust in Technology and Intent to Use

All subjects surveyed indicated they agree or strongly agree they would trust NeMo to assess the health of their baby, giving a composite score of 4.66 (median 5, IQR 1). Additionally, all subjects agree or strongly agree that they would use NeMo regularly, giving a composite score of 4.72 (median 5, IQR 1).

Intent to Act

A total of 29/32 subjects (91%) stated they would take their baby to a health care facility if the device told them their baby was sick, even if they believed the baby was healthy. Alternatively, 24/32 subjects (75%) responded that they would take their baby to a health care facility if they believed their baby was sick, even if the device told them their baby was healthy. These findings support subjects' trust in the device and the potential for NeMo to trigger care-seeking behavior, while also demonstrating women's agency in seeking medical attention even when NeMo does not signal illness.

Perception of Band Embodiments

In addition to evaluating usability and acceptability of the current versions of the NeMo system and band embodiment, the team developed two additional bands to evaluate which method of fastening was most acceptable to study subjects. For each of the three band variations shown in Figure 6, subjects placed the band on the NeoNatalie simulator and then evaluated which band they liked best, found easiest to use, were most likely to use, and thought would be safest. The velcro band utilizes a press-seal–fixation mechanism, while the velcro-with-loop uses similar velcro fixation with the addition of a loop to aid adjustments of tightness. The adjustable strap is slid over the newborn’s lower half and utilizes a friction fastening mechanism that slides along the strap to tighten. Results reported by the cohort are displayed in Table 4. A majority of 22/32 subjects (69%) found the velcro-with-loop band to be their favorite. Similarly, 17/32 subjects (53%) considered the velcro-with-loop easiest to use, while 14/32 subjects (44%) preferred the velcro band.

Figure 5. Mothers’ responses to statements regarding perception of the NeMo device scored on a Likert scale. CHW: community health worker.

Figure 6. NeMo band embodiments: (A) velcro; (B) velcro-with-loop; (C) adjustable strap.
Table 4. Subjects’ perceptions of different band embodiments (n=32). All values are given as n (%).

<table>
<thead>
<tr>
<th>Embodiment</th>
<th>Velcro, n (%)</th>
<th>Velcro-with-loop, n (%)</th>
<th>Adjustable strap, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liked best</td>
<td>9 (28)</td>
<td>22 (69)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Easiest to use</td>
<td>14 (44)</td>
<td>17 (53)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Safest</td>
<td>11 (34)</td>
<td>13 (41)</td>
<td>8 (24)</td>
</tr>
</tbody>
</table>

**Perception of App Embodiments**

Subjects were also shown three different variations of the phone app and asked to rank which was the easiest to use, which was most helpful, and which one they liked the best (Figure 7). The distribution of their preferences among the app interfaces is displayed in Table 5. The new interfaces developed alongside the users were favored. Subjects indicated the animated graphic interchange format (GIF) app was the easiest, while the clickable pictures interface was the most liked and most helpful variation. 31 subjects responded to which app was easiest to use, and 30 subjects responded to which app was liked best and most helpful.

**Table 5.** Subjects’ perception of different app embodiments. All values are given as n (%).

<table>
<thead>
<tr>
<th>App interface</th>
<th>Illustrations, n (%)</th>
<th>Animated GIF(^a), n (%)</th>
<th>Clickable pictures, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easiest</td>
<td>8 (26)</td>
<td>12 (39)</td>
<td>11 (35)</td>
</tr>
<tr>
<td>Liked best</td>
<td>8 (27)</td>
<td>10 (33)</td>
<td>12 (40)</td>
</tr>
<tr>
<td>Most helpful</td>
<td>4 (13)</td>
<td>15 (50)</td>
<td>11 (37)</td>
</tr>
</tbody>
</table>

\(^a\)GIF: graphic interchange format.

**Amount Women are Willing to Pay for NeMo Device**

In addition to assessing the usability of the band and the phone app, subjects were asked questions regarding the amount they would be willing to pay for the device. A total of 30/32 subjects (94%) were willing to make a one-time payment to purchase a NeMo band usable for the seven days following birth. The amount they were willing to pay varied between 1,000 to 100,000 Ugandan shillings (UGX), or approximately $0.27 to $27.00 United States dollars (USD). The median price was 10,000 UGX, or approximately $2.70, and the mean was 19,000 UGX, or $5.14. Figure 8 illustrates the distribution of prices subjects indicated they would pay for the NeMo band. While most subjects indicated they would be willing to pay for the device, participants were less receptive to the prospect of making a security deposit to borrow the smartphone. In total, 20/27 subjects (74%) indicated they would be comfortable making a security deposit they could collect after the device was returned.
Insights from Community Health Worker Interviews

Three focus groups conducted with a total of twelve CHWs highlighted critical logistical considerations for the successful implementation of the NeMo system in Uganda. Through these conversations, it was confirmed that CHWs are expected to visit mothers three times during the first week of life. Additionally, CHW assessments of critical quantitative danger signs, including respiratory rate and temperature, are most often only qualitative in nature and are conducted by visually observing the baby’s breathing as well as touching the baby to determine temperature. Regarding environmental factors, CHWs were optimistic about mothers’ abilities to charge the phones, especially considering that most families own at least one phone and solar power is becoming increasingly more available in village homes.

Community Health Workers’ Perceptions of Mothers’ Ability to Use the NeMo System

CHWs were generally supportive of the NeMo system and believed that the device could help reduce neonatal mortality. However, a few participants expressed concern that some mothers might either lack the education to identify danger signs or opt to visit traditional birth assistants (TBAs) rather than a CHW or health facility. Despite these doubts, all twelve CHWs agreed they would be eager and willing to lead training programs in which mothers would be instructed in the use of the NeMo system.

Community Sensitization

The CHWs illustrated the importance of sensitizing the community to the utility and value of the device in order to ensure regular use and to encourage familial agreement to purchase the device. This community sensitization will also be paramount in determining whether or not mothers act on the suggestions of the NeMo system regarding their decision to seek care. Furthermore, it may dictate the safety of the phones in the community, reducing the likelihood of other community members attempting to steal them.

Payment for the System

After expressing concern about requiring mothers to pay for the sensing bands, numerous CHWs questioned whether the band could be used on multiple babies or for a duration longer than a week in order to give mothers greater incentive to purchase the device. A number of senior CHWs spoke of a poverty grading tool they utilized to determine the price point for a voucher that would cover the costs of pregnancy and postnatal care. A similar tool could be used to evaluate the cost of the NeMo system on a case-by-case basis.

Phone-Sharing Model

Focus group participants expressed hesitation over the phone-sharing model, claiming some mothers would lose the phone or that the phone was likely to be damaged. One CHW believed a phone-sharing model would not work because villagers would not understand who the phone belonged to and thus who was responsible for it. Again, emphasis was placed on the need to sensitize the community to the importance and utility of the device and phone-sharing model in order to gain acceptance. Because CHWs in Uganda are volunteer health care providers, it is frowned upon for them to accept money for their services. Thus, multiple CHWs rejected a proposed model in which CHWs would purchase the phones with their own money and sell the band above cost to recuperate the funds they spent on the phones. As reported by focus group participants, very few CHWs own smartphones. Thus, expecting these individuals to purchase one or more smartphones for their communities is likely unreasonable. For similar reasons, it was suggested that anything CHWs were responsible for selling to mothers (such as the NeMo sensing bands) needed to have an irremovable price tag so that there would be no concern that CHWs were potentially overcharging to make a profit.

Discussion

Principal Findings

While early identification of neonatal illness can impact neonatal mortality rates and reduce the burden of treatment, identifying subtle clinical signs and symptoms of possible severe illness is
especially challenging in neonates. Thus, delays in illness identification pose a significant barrier to providing expedient care. Implementation of IMNCI and danger sign recognition have been shown to improve inequities in neonatal mortality and care-seeking behavior; however, the success of such interventions may be limited by the consistency of CHW follow-up and training [15,16,32]. Further, the current lack of sensitivity in maternal screening limits the feasibility of at-home danger sign screening [7]. The proposed NeMo system has the potential to empower mothers in community settings to assess their neonates’ health from home and without support. Further validation of mothers’ use during the newborn’s first week of life, behavior change catalyzed by triage information, and integration into the existing health care system must still be conducted.

When asked about their prior training in antenatal care, all subjects indicated they had received some antenatal education. However, the observed discrepancy between training and recollection of danger signs emphasizes the value the NeMo device might add as an educational tool and assessment aid.

Although many subjects had never used a smartphone before the study, the majority were able to unlock the phone and navigate through the NeMo phone app without external guidance. Improvements made in the app between version I and version II pointed to the importance of precise verbal instruction. Small changes to how questions were framed and how instructions were articulated, without any change to the visual appearance of the app, significantly increased subjects’ ability to correctly answer qualitative questions based on a posed scenario (Figure 4). In version II of the app, no subjects required prompting or further guidance from the study team to navigate the app, despite their unfamiliarity with smartphones prior to the study (Figure 3). This indicates sufficient verbal instruction and intuitive app design can overcome the barrier of introducing unfamiliar technology. Further, these results suggest lack of prior smartphone experience may not be a barrier to successful use of the NeMo system.

Many participants expressed their trust in the device’s evaluation, with agreement to the statement, “I would trust this device to assess the health of my baby,” receiving a score of 4.66 on the 5-point Likert scale. Women also indicated willingness to engage with the proposed system of phone-sharing. This acceptance suggests NeMo and other such frameworks may be acceptable in low-income, eastern Ugandan communities. While 29/32 subjects (91%) thought the device was easy to use, perceptions around learnability were not as conclusive. In addition to these results, unanimous desire for CHW support indicates the value of engaging CHWs in training programs and device management in order to successfully shift neonatal assessment to the home setting.

One challenge facing implementation of the NeMo system is creating trust in the device output sufficient enough to trigger behavior change and promote care-seeking. While care-seeking is a multifactorial and complex decision, preliminary questions were asked to gauge the subjects’ initial response to the NeMo system. In order to assess the ability to incite care-seeking, the team asked subjects how they would respond if the device said the baby was sick when they believed it was healthy. As 29/32 (91%) women indicated they would seek care from a CHW or hospital, this suggests that the NeMo device may be able to trigger a behavior change to reduce time to care for sick neonates. One potential risk posed by the device is mothers ignoring their own intuition and relying too heavily on NeMo. The results of this study indicated 24/32 subjects (75%) would take their baby to a facility if they thought it was sick, even if the device indicated it was healthy. This majority suggests most mothers retain autonomy in their decision making.

The ability of the NeMo device to improve care-seeking for neonates will rely heavily on the accessibility of the technology in the home setting for LMICs. In order to successfully transition assessment from CHWs to mothers, the smartphone and device must be available at a low enough cost to enable use in low-income households. In the eastern Ugandan districts where the study was conducted, subjects indicated a median price point of 10,000 UGX ($2.70) for the sensor. To improve accessibility of the smartphone, the study team developed a community phone-sharing framework in which CHWs would manage phones for all mothers in their village to borrow in the week following birth. Interviews with CHWs revealed concern about coordinating a phone-sharing network if the CHW is receiving payment directly, and some CHWs worried about the phones being lost or broken. However, focus groups also emphasized the ability of community sensitization to educate mothers on the value of the device so as to minimize these risks and increase likelihood of purchasing the device.

Despite the promising acceptability and usability results in this study and potential for improved maternal recognition to reduce neonatal mortality, the study revealed several barriers to implementing and scaling the NeMo system. One of these issues is the phone-sharing framework, which attempts to minimize the barriers to technology in rural, low-income regions by distributing phones on a community-by-community basis. However, in order to initiate the implementation of this phone-sharing system, government or private foundations will need to provide funding and support. Without their aid, the likelihood of the populations studied herein accessing this technology is low until smartphone penetration increases substantially. Although implementation of the NeMo system could significantly increase the frequency of neonatal screening, the device distribution system proposed herein would continue to require CHW interaction and support. Incorporation of distribution and training in existing antenatal care programs could enable this contact for many women. As access to antenatal care is limited in many areas, alternative intervention strategies centered around the opportunity for training and distribution around the time of birth may be employed to overcome barriers to CHW access. Further, while this study demonstrates promising results regarding perceived intent to act on a recommendation provided by the device, past researchers have found that barriers, including money and transportation, often bar mothers from following through with referrals to health facilities [3,33]. Even after a mother acts on NeMo’s recommendation to seek care, infrastructural or other barriers may prevent sick newborns from receiving the necessary treatments to improve neonatal mortality. This suggests initial
intervention in a region with more robust infrastructure may foster a greater impact.

Limitations

While the study was conducted in multiple subcounties and villages within the Iganga-Mayuge districts with a notably wide range of socioeconomic backgrounds, the limited sample size prevents greater generalizability of the study results. When posed hypothetical situations of neonatal illness during the simulated scenarios, a few subjects were noted to have responded about the condition of their own child instead of following the study member’s prompts, leading to incorrect responses to the qualitative questions posed by the app. Due to the use of a convenience sampling methodology, there was potential for positive bias and interviewer bias. Steps, including the use of structured questionnaires and predetermined simulated use procedures, were implemented to minimize this bias. Trained local interpreters were used to minimize interviewer bias. Because two villages overlapped between implementation of version I and version II of the app, there exists the possibility of study contamination between these populations; however, as the NeMo system never remained with the women beyond the interview and study members gave no indication of actions or questions being completed correctly, the risk of contamination was considered to be very low.

Conclusions

The results of this study indicate that women are receptive to and capable of using NeMo to screen their newborns for neonatal danger signs. This study suggests that the NeMo system could be an acceptable, easy to use resource capable of expediting identification of neonatal illness to decrease delays in care-seeking behavior. While additional studies are required to assess the NeMo system’s ability to safely and effectively decrease delays in accessing neonatal care, this system, if further developed, could be an approach to decrease preventable neonatal deaths by empowering and educating mothers to detect danger signs in their newborn.
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Abstract

Background: The Syria crisis has forced more than 4 million people to leave their homeland. As a result, in 2016, an overwhelming number of refugees reached Germany. In response to this, it was of utmost importance to set up refugee camps and to provide humanitarian aid, but a health surveillance system was also implemented in order to obtain rapid information about emerging diseases.

Objective: The present study describes the effects of using digital paper and pen (DPP) technology on the speed, sequence, and behavior of epidemiological documentation in a refugee camp.

Methods: DPP technology was used to examine documentation speed, sequence, and behavior. The data log of the digital pens used to fill in the documentation was analyzed, and each pen stroke in a field was recorded using a timestamp. Documentation time was the difference between first and last stroke on the paper, which includes clinical examination and translation.

Results: For three months, 495 data sets were recorded. After corrections had been made, 421 data sets were considered valid and subjected to further analysis. The median documentation time was 41:41 min (interquartile range 29:54 min; mean 45:02 min; SD 22:28 min). The documentation of vital signs ended up having the strongest effect on the overall time of documentation. Furthermore, filling in the free-text field clinical findings or therapy or measures required the most time (mean 16:49 min; SD 20:32 min). Analysis of the documentation sequence revealed that the final step of coding the diagnosis was a time-consuming step that took place once the form had been completed.

Conclusions: We concluded that medical documentation using DPP technology leads to both an increase in documentation speed and data quality through the compliance of the data recorders who regard the tool to be convenient in everyday routine. Further analysis of more data sets will allow optimization of the documentation form used. Thus, DPP technology is an effective tool for the medical documentation process in refugee camps.
KEYWORDS
digital documentation; digital pen; digital paper; refugee camp; refugee crisis; Europe; Germany; epidemiology

**Introduction**

Since 2010, the geopolitical situation in the Middle East, as well as in Africa, has become more and more fragile. An increasing number of refugees, asylum seekers and migrants are attempting to reach the European Union [1]. A refugee is defined as a person fleeing persecution or lack of protection [2], and the protection of refugees is set out in the 1951 Refugee Convention and its 1967 Protocol [3]. An asylum seeker is someone who is claiming refugee status but whose status has not yet been determined; however, the term migrant is loosely defined. United Nations High Commissioner for Refugees (UNHCR) defines migrants as people who (temporarily) change their place of residence to another country or administrative unit [4]. Europe is still facing a huge influx of refugees and migrants [5], with the Syria crisis in particular forcing more than 4 million people to leave their homeland [6]. In 2015, approximately 1 million refugees entered the European Union [7].

Refugees come from devastated countries with poor health standards, and they cross several borders and live under poor conditions during their journey. Due to Europe’s overcrowded reception stations, with their limited sanitary resources, there is a constant risk of the spread of communicable diseases. Thus, these stations pose a substantial health risk to Europe that needs to be controlled. European (as well as national) health security depends on individual health security to protect public health [8,9].

A medical information technology (IT) system dealing with the movements of significant numbers of patients requires several components: patient tracking, patient regulating, medical documentation management and exchange, medical asset tracking, medical capability assessment and sustainability analysis, provision of epidemiological statistics, report generation, and provision of relevant medical data [10]. The refugee crisis therefore called for the rapid establishment of a health surveillance system, and especially an early warning and detection system in order to meet minimum quality standards as defined by the criteria above. An early warning surveillance system is an effective tool to reduce outbreaks in refugee camps, with examples such as Bill Gates recommending building up such a warning and response system in the context of the Ebola crisis [11]. Syndromes definitions used in this paper were developed by the NATO Centre of Excellence for Military Medicine, Munich, and will be published elsewhere (personal communication by Katalyn Rossmann, 18.02.2018).

A syndromic surveillance system was implemented in Italy during a similar situation. However, documentation involved a purely paper-based system from which reporting data had to be extracted manually, and reports were being sent by e-mail to the Italian Ministry of Health or the National Centre for Epidemiology, Surveillance and Health Promotion of the National Institute of Health (CNESPS-ISS). Napoli et al concluded that this system had limitations regarding data quality and the rapid preparation of reports, so a web-based system was recommended to overcome these obstacles [12].

Other studies have demonstrated the effectiveness of web-based surveillance systems such as SurvNet developed by the Robert Koch-Institute [13] or the QSurveillance system used by Public Health England in the United Kingdom [14]. Adequate documentation is essential to ensure proper medical records and information flow between medical facilities. Furthermore, these data can be used for quality management systems and for health surveillance. Good data quality is essential for a scientific analysis of medical data but meeting these quality requirements poses a challenge for frequently used paper-based documentation systems.

A transfer from analogous data to digital data normally requires an additional step after patient contact, which is the manual typing of data into a local computer system, or web-based front-end of a client, or server-driven hospital information system, or a registry. This additional step has a negative effect on data quality, performance and process costs, as it is both time consuming and additional effort for the data recorder, without any instantaneously recognizable advantages [15]. It also introduces an additional possibility for data errors.

To improve the speed of documentation and to reduce errors, the intuitive layout of the documentation sheet is crucial [16]. However, paper-based documentation does not allow an analysis of the speed and sequence of filling the form. Digital paper and pen (DPP) technology aims to overcome this shortcoming, and several studies have been published demonstrating the effectiveness of DPP technology in various settings.

In Germany, DPP technology has been tested in several studies, especially in air rescue and emergency room data recording. The technology allowed medical documentation to be carried out with an electronic (digital) pen on special paper. After completing the form, the data sets from the pen were transferred to a computer system, approved by the physician or qualified medical personnel, and then stored in a hospital information system. The digital pen provided a timestamp for each data entry field on the form, which allowed in-depth analysis of the process of completing the form. On average, the approval time was less than 2 minutes. Data quality for core data was greater than 95% and superior to handwritten documentation, and both checkbox and numerical data fields were correctly recorded at 99.8% [15-18].

In addition to civilian organizations, the Bundeswehr also developed a near real-time syndromic surveillance system, known as the Visitor and Immigrant Health Surveillance and Information Tool (VISIT). This system was implemented at the refugee camp in Bad Fallingbostel (Lower Saxony, Germany), which was the first time that DPP technology for patient
Methods

Digital Paper and Pen Technology

Digital Pen
The digital pen was purchased from Diagramm Halbach (Schwerte, Germany), and the technology was developed by Anoto (Lund, Sweden). The digital pen consists of a standard ink cartridge, a front-facing infrared camera, a microprocessor, a storage chip, Bluetooth connectivity and a universal serial bus (USB) interface. A pressure sensor starts the data-capture process. The front camera is located under the ink cartridge and captures 50 frames per second with a timestamp, while the positioning of the pen on the paper is calculated by a special pattern of dots on the paper. Less than 2 square millimeters are needed for the correct calculation of the position, and every stroke is stored in the pen. The storage capacity of each pen is up to 50 filed protocols, which was never exceeded during the field trial. A battery of a charged pen lasts up to 15 h. Finally, every pen has a unique ID.

Digital Paper
All digital paper has a slight (almost invisible) pattern of black dots on it. This pattern allows the digital pen to calculate the coordinates of the pen tip on the paper as well as the unique ID of the paper. Thus, digital paper is an essential part of the digital process. The VISIT forms were printed with this pattern. The position of each data field was encoded with dotforms software (Diagramm Halbach, Germany).

Data Transfer and Validation
A DPP docking station was connected to a standard personal computer (PC) via a USB cable. After connecting the digital pen to this station, the data were transferred to the PC. Once the raw data had been transferred to a notebook, a lookup table matched the recorded coordinates with the relevant field. In free-text fields (eg, blood pressure), optical character recognition (OCR) of handwriting was used to create a digital entry. Every marked field and OCR result was recorded in an XML-file which allowed further analysis, and then all the datasets were exported as XML-files. DPP technology could store the time of documentation for every sheet and pen, thus building up a database for further analysis of the medical documentation process.

Data Collection
The data were collected over 3 months, from May 2, 2016 to August 2, 2016, during the field trial of the VISIT project at the refugee center in Bad Fallingbostel. The center is composed of two camps with a total capacity of 2000 persons. The German Red Cross (DRK) and the Johanniter-Unfallhilfe (JUH) run each camp, respectively. After study approval, the medical personnel in both camps were quickly trained to use the DPP technology. The study group consisted of two reception lines which were on duty every day, and during the study period a total of 495 data sets were collected. The Bundeswehr provided support for both camps with regard to medical personnel and medical documentation.

Medical personnel filled in the standardized protocol during medical examinations, and signs and symptoms, the clinical diagnosis, and sociodemographic characteristics (eg, year of birth, nationality and gender) were collected from the patients. The DPP technology was used consistently; however, personal information was not stored in the DPP system by paper design (no digital pattern) in order to protect patient privacy. Thus, only anonymous data were processed.

For each patient, one protocol (sheet of digital paper) was completed. Each protocol consisted of 277 fields into which data could be entered (either text or symbols, eg, check marks). Of course, for any given patient, many of the possible fields were left blank as they did not pertain to that specific patient.

At the end of each day, collected medical data were then transmitted, via a protected transfer, to central servers in Koblenz and Ulm, Germany. A data subset concerning syndromic surveillance was encrypted and transmitted to the Bundeswehr University in Munich and to the Deployment Health Surveillance Capability (DHSC) for further analysis by the specialists of the Bundeswehr Medical Service Headquarters as well as the DHSC. The DHSC provides epidemiological surveillance for the North Atlantic Treaty Organization (NATO) deployment areas and is a satellite branch of the NATO Centre of Excellence for Military Medicine (MILMED COE) in Budapest, Hungary.

Process of Medical Documentation
Documentation time was the difference between first and last stroke on the paper, which includes clinical examination and translation. In the initial phase of the study, the medical documentation process was not uniform. In one medical treatment facility, only the documentation sheet accompanied the patient. This resulted in entries being produced by different pens on one documentation sheet with multiple XML-files. As for all the other documentation processes, a unique digital pen and a documentation sheet accompanied the patient, resulting in a single XML-file per person.

Data Set
The data set was developed by the DHSC and the Bundeswehr Medical Service Headquarters. The implemented data set is a subset of the German national data set regarding anything emergency department–related that is relevant for primary health care [19]. This collection was complemented by adapting the syndrome-specific parameter, resulting in a total of 64 sets of data. For further statistical analysis, the diagnosis was matched to the 10th revision of the International Statistical Classification of Diseases and Related Health Problems (ICD-10) code, according to the World Health Organization (WHO) list.

The VISIT protocol sheets are available upon request from the authors.
Analysis of Time Stamps

With the goal of optimizing the processing time, we asked which fields had the strongest effect on total examination time for a patient. For this analysis, we grouped the 277 fields into 70 categories, pooling fields covering different aspects of the same topic into one category. For example, the category “symptoms eye/ear” consists of five fields covering symptoms from conjunctival hemorrhaging to otalgia (see upper right corner of section 4 in Figure 1). Then, a Mann-Whitney U test was conducted to compare the documentation time of reports where a specific category was completed (at least one of the fields filled out) with those where this specific category was empty.

For a more detailed analysis, we also asked which fields required the most time for completion. This analysis is possible since, for each field, the time stamps of the first and the last entry into the field are stored. This is not corrected for cases where the examiner goes back and forth between fields. If, for example, the examiner starts filling out field A, then makes entries into field B, and then finally goes back to field A and completes it, then the time stamp would count the whole time from the first change in field A to the last. In this sense, our analysis captures those fields which are the most complicated to fill out.

Finally, the design of the documentation sheet determines the speed at which the form can be completed. As the digital pen stores a timestamp for each entry, the sequence of documentation can be analyzed. The total time of documentation for each sheet was set at 1, so each timestamp was normalized and expressed as a value between 0 and 1. The fields of the documentation sheet were then grouped into nine sections (Figure 1). For each sheet, the normalized time of the first entry into each section was noted, thus, the order in which the sections were worked on can be analyzed. For example, the median of these normalized times for a section expresses the time point (relative to the total time needed for the full medical examination) where half of the examiners have started on that section.


Statistical Analysis

The XML files were imported into Microsoft Excel (version 15.29) and prepared for further analysis. Statistical analysis was performed using standard statistical software (SPSS version 24 for Windows), depicted as box-and-whisker plots. The effect of different pens on time of documentation was analyzed with the Mann-Whitney U test.
Ethical Approval
Prior to the investigation, ethical clearance was obtained from the Ethics Commission of the Ludwig-Maximilians-University of Munich (143-16). Verbal informed consent was received from the refugees.

Results
Effect of Optimizing Digital Pen and Paper Handling
Altogether, 495 data sets (XML files of individual documentation sheets, each documenting one patient) were generated. However, after an initial phase of training personnel and optimizing the documentation process, the procedure was adapted. During the initial phase, digital pens were available at each station. This ended up causing multiple entries per sheet being made with different digital pens, which caused problems with respect to merging data sets and data integrity. This technical problem was solved when the digital paper and pen accompanied the patient during the whole medical examination process. As a result, 74 data sets, generated during this initial phase with more than one digital pen ID, were excluded from further analysis, leaving 421 data sets to be analyzed.

Time of Documentation
The total time of documentation (time difference between first and last stroke on a documentation sheet) ranged between about 90 seconds and over 2 hours, with a median of 41:41 minutes and an interquartile range (IQR) of 29:40 minutes (mean 45:02; SD 22:28 min). The distribution of these times is skewed to the right, and the Kolmogorov-Smirnov test rejects the null hypothesis of the normal distribution ($P=0.03$). The median time of documentation for individual pens varied from 31:44 min to 48:20 min, and the number of completed forms per pen ranged between 28-62. A summary of documentation times per pen is presented in Figure 2; however, the time of documentation for the different pens showed no significant difference, according to the Kruskal-Wallis test ($P=0.54$).

Fields with a Significant Effect on the Speed of Documentation
Overall, 21 out of 70 categories have a significant effect on documentation time. The data are shown in Table 1. The documentation of vital signs (e.g., blood pressure, blood oxygenation, heart rate, temperature, and blood glucose) had the highest impact on documentation time, with 5 out of the 21 significant categories belonging to this group. Additionally, anything connected to the calculation of the Glasgow Coma Scale also had a significant effect on overall documentation time. Interestingly, sheets where eye, ear or dermatological symptoms were documented had a significantly shorter completion time. A Mann-Whitney $U$ test was conducted to compare the documentation time of reports with entries in a category and reports without entries in the same category. Significant effects were considered where $P<0.05$.
Table 1. List of field categories with significant effect on time of documentation.

<table>
<thead>
<tr>
<th>Categories with significant effect</th>
<th>Reports, n</th>
<th>Average difference, min</th>
<th>P value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood pressure</td>
<td>269</td>
<td>15:49.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Oxygen saturation</td>
<td>249</td>
<td>15:23.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Heart rate</td>
<td>250</td>
<td>14:35.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Temperature</td>
<td>218</td>
<td>06:11.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>ICD(^b) code</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Field 2</td>
<td>221</td>
<td>08:14.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Field 3</td>
<td>95</td>
<td>04:38.8</td>
<td>.03</td>
</tr>
<tr>
<td>Urine stick</td>
<td>75</td>
<td>09:41.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Patient history</td>
<td>190</td>
<td>07:40.4</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Glasgow Coma Scale</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eye</td>
<td>150</td>
<td>04:55.6</td>
<td>.02</td>
</tr>
<tr>
<td>Motor</td>
<td>150</td>
<td>04:55.6</td>
<td>.02</td>
</tr>
<tr>
<td>Verbal</td>
<td>150</td>
<td>04:55.6</td>
<td>.02</td>
</tr>
<tr>
<td>Sum</td>
<td>88</td>
<td>08:14.2</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eye or ear</td>
<td>35</td>
<td>-08:10.0</td>
<td>.008</td>
</tr>
<tr>
<td>Other person with same symptoms</td>
<td>79</td>
<td>-05:25.4</td>
<td>.008</td>
</tr>
<tr>
<td>Dermatological</td>
<td>19</td>
<td>-08:12.9</td>
<td>.03</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>4</td>
<td>21:11.4</td>
<td>.045</td>
</tr>
<tr>
<td>Blood glucose</td>
<td>39</td>
<td>08:16.5</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Medication</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptomatic or acute</td>
<td>162</td>
<td>05:03.1</td>
<td>.013</td>
</tr>
<tr>
<td>Long-term</td>
<td>113</td>
<td>06:07.6</td>
<td>.02</td>
</tr>
<tr>
<td>Antibiotics</td>
<td>67</td>
<td>-05:12.3</td>
<td>.04</td>
</tr>
<tr>
<td>ECG(^c)</td>
<td>9</td>
<td>17:02.5</td>
<td>.04</td>
</tr>
</tbody>
</table>

\(^a\)Value was calculated using the U test.

\(^b\)ICD: International Statistical Classification of Diseases and Related Health Problems.

\(^c\)ECG: electrocardiogram.

**Time Needed per Field**
For each field, the time needed to fill it was calculated. Table 2 shows the nine fields with the highest median times (4 seconds or more) for completion. The large free-text field called clinical findings, or therapy, or measures, needed the most time (median 8:06 min; IQR 23:56 min). The next four most time-consuming fields were also free-text fields: patient history, proceeding, diagnosis and discharge.

**Sequence of Documentation**
The data presented in Figure 3 shows the sequence of documentation. Almost every medical examiner started with the first section (patient personal data and manner of transfer to the medical center). Section 2 (patient vital signs and medical history) usually came next. Following that, the diagnostic sections 3, 5, 6, and 7 were started more or less interchangeably and at the same time. Interestingly, half of the medical examiners made their first entry into section 4 (symptoms) only after the other diagnostic sections, namely at roughly the same time as the concluding sections 8 (diagnosis with ICD code; this was often the last section to be started) and 9 (further proceeding, discharge or transfer). It should be noted, however, that these times (except for section 1) displayed large variances as seen in Figure 3.
Table 2. Time needed per field. The table lists all fields with a median documentation time of 4 seconds or more (N=421).

<table>
<thead>
<tr>
<th>Field</th>
<th>n</th>
<th>Median (IQR, min)</th>
<th>Mean (SD, min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical findings</td>
<td>412</td>
<td>8:06 (23:56)</td>
<td>16:49 (20:33)</td>
</tr>
<tr>
<td>Patient history</td>
<td>407</td>
<td>2:07 (5:39)</td>
<td>4:35 (5:59)</td>
</tr>
<tr>
<td>Proceeding</td>
<td>293</td>
<td>1:06 (4:06)</td>
<td>3:59 (6:28)</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>409</td>
<td>0:26 (2:35)</td>
<td>3:04 (6:14)</td>
</tr>
<tr>
<td>Discharge</td>
<td>113</td>
<td>0:13 (0:18)</td>
<td>1:01 (3:16)</td>
</tr>
<tr>
<td>Transfer</td>
<td>50</td>
<td>0:06 (0:12)</td>
<td>0:21 (0:57)</td>
</tr>
<tr>
<td>Date of admission</td>
<td>418</td>
<td>0:06 (0:02)</td>
<td>0:07 (0:06)</td>
</tr>
<tr>
<td>Allergies (other)</td>
<td>17</td>
<td>0:05 (0:05)</td>
<td>0:09 (0:12)</td>
</tr>
<tr>
<td>Patient ID&lt;sup&gt;b&lt;/sup&gt;</td>
<td>416</td>
<td>0:04 (0:02)</td>
<td>0:11 (1:49)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IQR: interquartile range.
<sup>b</sup>ID: identification.

Figure 3. Sequence of documentation. Fields are clustered into nine sections. Section 1: patient information. Section 2: patient history and vital signs. Section 3: free text patient history. Section 4: symptoms and signs. Section 5: diagnostics and vaccination recommendation. Section 6: free-text documentation. Section 7: sexual abuse and additional rare diseases. Section 8: free text diagnosis with coding. Section 9: proceeding, recommendation and transfer.

Number of Data entries per Category

Data are shown in Table 3. The categories more frequently completed (i.e. more than 90%) were patient data (99.8%), receiving facility (99.5%), time of admission (99.3%), proceeding date (99.0%), status (98.1%), first ICD-10 code (97.1%), patient history (96.2%), nationality (96.0%) and self-admission (95.2%). 17 of the 70 categories had no entry in all the analyzed data sets; 11 had only one entry.
Table 3. Number of data sets with entries in the field categories. Table shows categories with entries in more than 95% of data sets as well as categories which have been edited at most once (N=421).

<table>
<thead>
<tr>
<th>Category</th>
<th>n</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient related data</td>
<td>420</td>
<td>99.8</td>
</tr>
<tr>
<td>Reception facility</td>
<td>419</td>
<td>99.5</td>
</tr>
<tr>
<td>Recording date</td>
<td>418</td>
<td>99.3</td>
</tr>
<tr>
<td>Procedure date</td>
<td>417</td>
<td>99.0</td>
</tr>
<tr>
<td>Status</td>
<td>413</td>
<td>98.1</td>
</tr>
<tr>
<td>ICD(^a) code 1</td>
<td>409</td>
<td>97.1</td>
</tr>
<tr>
<td>Patient history (details)</td>
<td>405</td>
<td>96.2</td>
</tr>
<tr>
<td>Nationality</td>
<td>404</td>
<td>96.0</td>
</tr>
<tr>
<td>Self-assigning</td>
<td>401</td>
<td>95.2</td>
</tr>
<tr>
<td>Allergy</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Number of patients</td>
<td>1</td>
<td>0.2</td>
</tr>
</tbody>
</table>

**Diagnostics**

<table>
<thead>
<tr>
<th>Category</th>
<th>n</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT(^b) scan</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Consult</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>ABG(^c)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Echocardiogram</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MRI(^d)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sonography</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-ray</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Vaccination**

<table>
<thead>
<tr>
<th>Category</th>
<th>n</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meningococcus</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Measles, mumps, rubella</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Diphtheria</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hepatitis B</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Influenza</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pertussis</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Poliomyelitis</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tetanus</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Varicella</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Procedure**

<table>
<thead>
<tr>
<th>Category</th>
<th>n</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transfer</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Dead</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Suspicion of sexual abuse</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Vital CO(_2)(^e) parameter</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>Consultation</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>MASCAL(^f)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Medication**

<table>
<thead>
<tr>
<th>Category</th>
<th>n</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virostatic agents</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Volume</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Rescue</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Apart from the first week, use of the technology was very used. Thus, both reception lines worked equally effectively. No statistical difference was identified between the digital pens paper-based records and electronic documentation [14,33]. Technology has proven to be a good combination of both byproduct of the legally required patient documentation. DPP into automated health surveillance systems should be as simple for evaluating complex interventions [32]. The data imported quality. Processing speed and data quality should be as high as increase the speed of medical documentation without losing quality. The speed of handwriting is limited and slows down the documentation process even further, as the use of other devices (eg, smartphones, typewriting or keyboard-based typing on personal computers) increases [23]. Therefore, forms are needed to ensure both reliable data collection as well as to speed up the process of filling them in through structured protocols. To overcome the obstacles of paper-based documentation, new technologies are emerging to support the documentation process. Speech recognition [24,25], automated data recording [26,27], and DPP technology [14] are examples of this. Handwriting recognition is improving and being implemented in standard office software suites, but it can still lead to errors [28,29]. The same holds true for speech recognition, although further training is needed as well as a relatively silent ambience around the user [23]. Voice recognition technology often shows no advantage over manual transcription [30]; however, the rise of artificial intelligence (AI) or deep machine learning in combination with voice recognition is promising new technologies to further speed up the documentation process.

In the case of mass casualties during a crisis, it is crucial to increase the speed of medical documentation without losing quality. Processing speed and data quality should be as high as possible to cope with a large number of patient casualties [31]. In this context, valid data for health surveillance are of utmost importance [11], but the recorded information is also of interest for evaluating complex interventions [32]. The data imported into automated health surveillance systems should be as simple as possible, and in the best case it should be an automatic byproduct of the legally required patient documentation. DPP technology has proven to be a good combination of both paper-based records and electronic documentation [14,33].

No statistical difference was identified between the digital pens used. Thus, both reception lines worked equally effectively. Apart from the first week, use of the technology was very reliable. The pen strokes from the 421 collected data sets allowed a reconstruction of the sequence in which the fields were filled in the form. The graphical representation of the sequence showed that the design of the report seems to be appropriate. As stated above, the diagnostic sections were recorded earlier than the final diagnosis field, including the ICD-10 code that was often the last field to be worked on. A request submitted to the medical documentation team revealed that matching the diagnosis to the ICD-10 code required additional time, and thus the ICD-10 code was added as the last step of medical documentation. This personal observation is backed up by the fact that the step to match the diagnosis with the ICD code had a significant impact on overall documentation time. Additionally, the diagnosis and proceedings fields were among the five fields with the longest documentation time.

Another time-consuming block involved everything related to the examination of the patient. The clinical findings, or therapy, or measures free-text field required the most time for documentation per field. Furthermore, the recording of vital signs had the highest impact on documentation time. A total of 98% of the clinical findings, or therapy, or measures field, and approximately 60% of the significant vital sign fields, were filled in. Thus, the optimization of this step has great time-saving potential.

The fields with the most data entries are assumed to be more relevant. By contrast, fields with little or no data entry must be considered less important and are thus probably dispensable in further studies. The recorded pen strokes clearly showed that data sets were recorded during the patient examination process and not afterwards. It has been shown in previous studies that the completeness of data sets is superior to any kind of retrospective documentation [34,35]. Furthermore, total documentation time is reduced using DPP technology compared to paper-based documentation, where secondary data entry in a computer system is necessary and errors may occur. The time required to transfer all the data sets from a pen is less than 10 min. Given that 30 min per form are needed for secondary data entry, the time saved is estimated to be 210 hours in total, which is approximately 26 days of work, or more than one month, for one documentation assistant. Thus, DPP technology has a return on investment that will increase the longer this technology is used. Additionally, the time-saving effect in epidemiological surveillance is crucial, as with DPP technology more surveillance reports can be generated in less time compared to traditional paper-based systems [32].

The strength of this study lies in its description of how DPP technology can be used to analyze the speed of medical...
documentation, as well as the behavior of the medical documentation team [36]. In particular, it was possible to conduct detailed analysis of the documentation sequence and speed with regard to the form used. Furthermore, the study highlighted the possibility of training medical personnel very quickly to use DPP technology. However, the main limitation of this study lies in the limited timeframe of data capture. It could be seen as a longitudinal cross-sectional study with the inherent weaknesses of this study design, but to acquire more valid data, it is necessary to analyze more data sets. Furthermore, it may be of interest to see whether a learning curve is detectable as users adapt to this new technology. A cohort design is likely to produce more reliable and precise data regarding these questions.

Conclusion

We conclude that medical documentation using DPP technology leads to an increase in documentation speed and quality. Further analysis of more data sets will allow optimization of the documentation form used. DPP technology is an effective tool for the medical documentation process in refugee camps.
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Abstract

Mobile health (mHealth) offers new opportunities to improve access to health services and health information. It also presents new challenges in evaluating its impact, particularly in linking the use of a technology intervention that aims to improve health behaviors with the health outcomes that are impacted by changed behaviors. The availability of data from a multitude of sources (paper-based and electronic) provides the conditions to facilitate making stronger connections between self-reported data and clinical outcomes. This commentary shares lessons and important considerations based on the experience of applying new research frameworks and incorporating maternal and child health records data into a pseudo-randomized controlled trial to evaluate the impact of mMitra, a stage-based voice messaging program to improve maternal, newborn, and child health outcomes in urban slums in India.

(JMIR Mhealth Uhealth 2019;7(8):e14668) doi:10.2196/14668
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Background

Over the past 10 years, there has been a rapid increase in the adoption and use of mobile technology by the health sector globally as a tool to increase access to health services and health information, strengthen health systems, improve the quality of care by health professionals, and increase efficiency in the delivery of health services. From the earliest days of mobile health (mHealth), the peer-reviewed literature has primarily focused on usability and feasibility of apps and has largely been published in the computer science literature [1,2]. Few, if any, studies focused on patient-level outcomes, especially in resource-poor settings in low- and middle-income countries [3]. Increasingly, mHealth has been embraced to strengthen delivery of maternal, neonatal, and child health (MNCH) services. There are numerous implementations globally; however, the evidence remains mixed.

Several systematic reviews highlight the lack of rigorous experimental and quasi-experimental trials; they also cite the lack of research measuring health outcomes as a key challenge to the advancement of the field of mHealth [4-9]. However, individual studies evaluating mHealth interventions have
demonstrated an increased uptake of proven home- and facility-based practices and MNCH services. For example, an external evaluation of the Chipatala Cha Pa Foni project in Malawi, using a pre- and posttest design, demonstrated increased use of home- and facility-based maternal health practices and home-based child health practices among women exposed to the mHealth intervention (a toll-free case management hotline and automated and personalized mobile messages) [10]. Similarly, Lund et al used cluster randomized controlled trials to assess the Wired Mothers program in Zanzibar and demonstrated a significant increase of skilled delivery attendance and completion of four antenatal care visits among women receiving the mHealth intervention [11,12]. Although the observed improvements in proven practices may positively impact maternal and child health outcomes, no maternal or child health outcomes were directly measured in these studies.

Therefore, in this paper, we will share our experience and lessons learned from the evaluation of a large-scale mHealth voice message service implementation in India, where real-world health outcomes were assessed. We will also highlight new possibilities for policy makers, implementers, and researchers to leverage electronic data to move toward real-time evaluation of outcomes from mHealth and other health interventions.

**The mMitra Program**

The Mobile Alliance for Maternal Action (MAMA) was a 4-year public-private partnership focused on harnessing the power of mobile technology to send stage-based health messages to pregnant women and new mothers. There were country implementations of MAMA in Bangladesh and South Africa followed by India and Nigeria. Thus, the implementation and evaluation in India built on the program design and lessons from the earlier MAMA implementations and research studies.

In 2015, the MAMA partnered with the nonprofit organization Advancing Reduction in Mortality and Morbidity of Mothers, Children and Neonates (ARMMAN) to implement a mobile phone–based voice messaging service in the urban slums of Mumbai, India, called mMitra [13]. mMitra aimed to leverage mobile phone technology to support improvements in self-care among pregnant women living in urban slums and infant care.

A total of 145 voice messages were developed. The voice was female, and there were 2 languages available—Hindi and Marathi—the languages commonly spoken in the urban slums of Mumbai. The message development process was rigorous and involved BabyCenter, ARMMAN, and representatives from the Federation of Obstetric and Gynecologic Societies of India and the Indian Academy of Pediatrics. They were field tested with local health experts and community focus groups. The messages were delivered as a prerecorded phone call and covered the period from 6 weeks of pregnancy to an infant’s first birthday. A call-back service was integrated into the package for women to access within 2 days after the original call.

### Designing the Study

A MAMA research agenda was developed to provide a standardized approach to evaluating the impact of the intervention in different countries [14]. A theory of change (see Figure 1) and targeted health outcomes for each of the countries were integrated into the agenda and helped inform the research design. All studies were designed to track and compare changes in key MNCH knowledge, attitudes, practices, and outcomes.
The underlying hypothesized pathway to change for mMitra was that if women receive educational messages that are interesting, easy to understand, and aligned with their physiological state during pregnancy and post delivery, then they would be motivated to take the needed self-care and seek the needed health services. There was an assumption that women would also have access to other sources of similar information, such as community health workers who enroll them for pregnancy care; health care providers who treat them at health centers; and mass media messages on radio, television, and posters.

As the MAMA studies assessed behavior, it was important to collect data from real-world sources, triangulate the data as a method of data validation, and juxtapose the self-reported data with objective clinical data (see Table 1).

Table 1. Prioritized health and behavior outcomes for Mobile Alliance for Maternal Action programs in Bangladesh, South Africa, and India with data sources.

<table>
<thead>
<tr>
<th>Prioritized Health Outcomes</th>
<th>Bangladesh</th>
<th>South Africa</th>
<th>India</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MNCH² Biomarkers of Health Outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemoglobin levels/ anemia in mothers</td>
<td>___b</td>
<td>—</td>
<td>Clinic records</td>
</tr>
<tr>
<td>Babies’ anthropometric measurements</td>
<td>—</td>
<td>—</td>
<td>Clinic records</td>
</tr>
<tr>
<td>CD4⁶ count from mothers with HIV</td>
<td>—</td>
<td>Clinic records</td>
<td>—</td>
</tr>
<tr>
<td>WHO⁷ stage of mothers with HIV</td>
<td>—</td>
<td>Clinic records</td>
<td>—</td>
</tr>
<tr>
<td>Tuberculosis status of mothers with HIV</td>
<td>—</td>
<td>Clinic records</td>
<td>—</td>
</tr>
<tr>
<td>Babies HIV test result</td>
<td>—</td>
<td>Clinic records</td>
<td>—</td>
</tr>
<tr>
<td><strong>MNCH Behaviors, Practices, and Service Uptake</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother’s nutrition/diet/folic acid/iron tablets</td>
<td>Self-report</td>
<td>Self-report</td>
<td>Self-report</td>
</tr>
<tr>
<td>Antenatal care</td>
<td>Self-report</td>
<td>Self-report</td>
<td>Self-report</td>
</tr>
<tr>
<td>Gestational age at first ANC⁵</td>
<td>Self-report</td>
<td>Self-report</td>
<td>Self-report</td>
</tr>
<tr>
<td>Facility-based births</td>
<td>Self-report</td>
<td>Self-report</td>
<td>Self-report</td>
</tr>
<tr>
<td>Postnatal care</td>
<td>Self-report</td>
<td>Self-report</td>
<td>Self-report</td>
</tr>
<tr>
<td>HIV counseling and testing</td>
<td>Self-report</td>
<td>Self-report</td>
<td>Self-report</td>
</tr>
<tr>
<td>Antiretroviral therapy</td>
<td>Self-report</td>
<td>Self-report</td>
<td>Self-report</td>
</tr>
<tr>
<td>Immunizations</td>
<td>Self-report</td>
<td>Self-report</td>
<td>Self-report</td>
</tr>
<tr>
<td>Early detection and action for risk factors</td>
<td>Self-report</td>
<td>Self-report</td>
<td>Self-report</td>
</tr>
</tbody>
</table>

²MNHC: maternal, neonatal, and child health.

The lack of objective clinical data in the Bangladesh evaluation led to the collection of retrospective clinical data in South Africa [15,16] and an attempt to use maternal and child health record data from the public health system in India. The measurement of physiologic biomarkers, reflecting health outcomes, were included from the start of the implementation in India (see Figure 2). The biomarkers selected were maternal hemoglobin levels and the infant’s birth weight. These reflected the country’s public health priorities in particular based on the India District Level Health Survey conducted in 2013, which documented that 68.5% pregnant women among the urban poor in Maharashtra are anemic, babies with normal birthweight were 87%, and babies being normal or mildly undernourished at year 1 were 63%.

Given the evolving technology landscape (ie, more affordable technologies and emergence of new technologies), evaluation studies are often not relevant by the time full-scale implementation occurs [17]. There is also an ongoing debate on the appropriateness of randomized controlled trials as the gold standard for mHealth evaluation [5,18,19]. In addition, evaluating behavior change adds complexity, as it is difficult to attribute improvements in health behaviors to the intervention alone. To aid in the study design, and afterwards evaluation and reporting, we used the following resources, respectively:

- Whittaker et al’s detailed process on rigorous mHealth experimental evaluation approaches and types of measures that should be included [17].

http://mhealth.jmir.org/2019/8/e14668/
• Roess’ publication that outlines process evaluation and implementation science approaches that can be used to measure reach, fidelity of use, and the dose of an intervention [20].
• The mHealth evidence reporting and assessment checklist, which is often used to guide reporting on the effectiveness of digital health [21,22].

We ultimately decided to use a pseudo-randomized controlled trial design to assess the impact of mMitra on the desired outcomes [23]. The study design was chosen for its experimental nature, and it built on the lessons learnt from the prior MAMA implementations and evaluations. Importantly, the study design followed women, by trimester, allowing for a dose-response assessment.

All women interested in participating in the study and implementation provided written informed consent. The study was approved by the Foundation for Research in Health System’s institutional review board (under protocol no. HHS00009235) and registered with ISRCTN (registration no. 88968111). Specially designed questionnaires were administered to women in the control and intervention groups at 3 time points: at enrollment in the study while the women were pregnant (baseline), after delivery, and when their baby reached 1 year of age. The surveys were conducted in-person with consent in Hindi and Marathi with the enumerator using an Android-based data collection platform. At the same in-person encounters, data were abstracted, with consent, from the woman’s Maternal and Child Health (MCH) card. The MCH card is issued to women by hospitals where they register for prenatal care. It serves as their health record, and they are instructed to bring the card with them on every visit for staff to update. Women are incentivized to keep their cards as it determines their eligibility to receive government compensation after delivery. Of the women interviewed post delivery 1040/1113 (93.44%) in intervention and 381/402 (94.8%) in control group showed their MCH card to the enumerators.

Figure 2. Pathway to change for hemoglobin levels in mMitra. ANC: antenatal care; Hb: hemoglobin; HH: household; KABP: knowledge, attitudes, behavior, and practices; MNC: maternal, newborn, and child.

Lessons Learned

Several key lessons were learned through this process. Major insights were incorporated into the study design based on the previous evidence and approach to research of other mobile messaging programs, the literature related to mHealth research, and the cumulative experience in research across the initial 2 MAMA country programs. This led to the adoption of a prospective pseudo-randomized controlled trial that proactively measured dose response based on the duration of exposure to messages by trimester and integrated objective clinical data with self-reported information.

As we had assumed that women would be exposed to external sources of information that would influence their behavior and practices, we prioritized real-world study designs over pure experimental designs. This pragmatic approach allowed us to have a comparison group and ensure that we would appropriately attribute any potential impact of the intervention on behavior and health outcomes, if any. We were also able to ensure that the research aligned with India’s health priorities by ensuring the study’s health outcomes matched the country’s priorities.

The triangulation of the data helped advance linkages between the intervention and clinical outcomes. Through this process, we learned that even though the health record (MCH card)
seemed like a reliable data source because of government incentives, it did not preclude missing and poor-quality data. This was particularly true for maternal health data but less so for child health data. Only 24% of MCH cards in the control group and 34% of cards in the intervention group had entries for maternal hemoglobin—a key maternal health outcome of interest; whereas 65% of cards in both groups had anthropometric child health data that could be used to evaluate key child health outcomes. However, the data from the MCH cards were insufficient, and findings detected from the subsample of MCH cards with complete data were not statistically significant. This impacted our ability to use the data from the MCH cards to assess clinical health outcomes, but it provided an authentic, real-world perspective. It is acknowledged that the issue of missing data may vary by data element as well as by data source as well as use case and context.

From the outset of the study, we kept track of the duration of exposure women had to the messages. This was important to track to determine if a dose response was present. However, we also recognized that greater confidence could be placed in the message exposure findings by having both self-reported and electronic data sources. Subsequently, this brought attention to a future consideration—the inclusion of data exhaust generated by the messaging platform and linking this type of message data with research data for a direct one-to-one correlation between messages and effects. Data exhaust are trails of data left by users. Examples of data exhaust include the success rate of phone calls being delivered and accessed, the number of missed calls by message type and timing, and the numbers of call-backs accessed. Data exhaust can be used to aid with determining message access and user trends; it can be useful for ensuring completeness and accuracy of research data without additional human effort for data quality assessments. They are also generated in real-time, which can help shift programming toward more timely decision making.

With the increase in the digitization and use of decision-support and community-case management tools by frontline health workers, there are opportunities to further leverage existing data collection processes to validate and supplement self-reported and health record data. Furthermore, future assessments on the nature of the missing data may provide useful insights into how it can be addressed through statistical methods or through efforts made upstream to the data collection (eg, frontline health workers). As research moves toward real-world evidence and data generated through digital systems, it is important for the initial design to abide by data ownership and governance regulations, including mechanisms for obtaining consent for the use of routine health data to be used for research purposes as well as promoting data completeness and data quality. A rigorous focus on these aspects will allow evaluations to harness data more effectively and better lend themselves to high-quality research efforts that generate sound evidence.

Conclusions

The MAMA research experience, especially that of mMitra in India, provides important considerations for how to approach health outcomes research in evaluating the impact of an mHealth intervention. Having a clear understanding of the context and local health priorities is important to ensure that the research agenda is in alignment with local and national priorities and, thus, can have greater relevance to policy makers, program implementers, and beneficiaries. The inclusion of biomarkers and use of clinical records were an attempt to complement self-reported information on health outcomes. These opportunities are increasing as more health systems increase adoption of electronic medical records and shared health records. However, as our experience highlights, real-world data has its limitations—particularly in the areas of data completeness and quality. There is also an opportunity to use the data exhaust and meta-data generated from digital tools as an additional data source. Further study is recommended to assess the impact of missing data and the quality and viability of these types of records for future use in health outcomes–focused mHealth research. As more technology is adopted by health systems, the ability to move toward real-world evidence in the evaluation of digital health interventions and health interventions alike will increase—but great care and adoption of ethical practices will be required in the way that data are captured, structured, managed, analyzed, and shared.
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Abstract

Background: App-based interventions have the potential to reduce child injury in countries with limited prevention resources, but their effectiveness has not been rigorously examined.

Objective: This study aimed to assess the effectiveness of an app-based intervention for caregivers of preschoolers to prevent unintentional injury among Chinese preschoolers.

Methods: A 6-month cluster randomized controlled trial was conducted from December 2017 to June 2018. Recruitment was conducted through preschools, which were randomly allocated to either the control group (ie, app-based parenting education excluding unintentional injury prevention) or the intervention group (ie, app-based parenting education including unintentional injury prevention). A total of 2920 caregivers of preschoolers aged 3-6 years from 20 preschools in Changsha, China, were recruited offline through the schools. The primary outcome was unintentional injury incidences among preschoolers in the past 3 months; this measure was assessed through an online caregiver-report at the baseline visit and at 3-month and 6-month follow-up visits. Secondary outcome measures included caregivers’ self-reported attitudes and behaviors concerning child supervision during the last week. Generalized estimating equations (GEEs) were used to assess the effectiveness of the app-based intervention on responses at 3 and 6 months after adjusting for sociodemographic variables, baseline level of the outcome variable, and engagement with interventions in the assigned group. All analyses were intention-to-treat. A per-protocol sensitivity analysis was also conducted.

Results: In total, 1980 of the 2920 caregivers completed the study. The mean age of participants was 32.0 years (SD 5.5) and 68.99% (1366/1980) of them were female. During the 6-month follow-up visit, unintentional injury incidence did not change significantly in either group: incidence in the intervention group went from 8.76% (94/1073) to 8.11% (87/1073), P=.59; incidence in the control group went from 9.4% (85/907) to 7.5% (69/907), P=.15. The changes did not differ between the groups (odds ratio [OR] 1.14, 95% CI 0.80-1.62). Changes in the average score in attitude concerning unintentional injury prevention were also similar between the groups (B .05, 95% CI -0.03 to 0.13). Changes in unintentional injury prevention behaviors were greater in the intervention group than in the control group after the intervention (B .87, 95% CI 0.33-1.42). Analyses of individual injury prevention behaviors showed that the intervention reduced three risky behaviors: unsafe feeding of children (OR 0.73, 95% CI 0.60-0.89); incorrectly placing children in cars (OR 0.73, 95% CI 0.57-0.93); and allowing children to ride bicycles, electric bicycles, or motorcycles unsupervised (OR 0.80, 95% CI 0.64-0.99). The intervention also improved scores on three safety-focused...
behaviors: testing water temperature before giving children a bath (OR 1.26, 95% CI 1.05-1.52); properly storing sharp objects (OR 1.24, 95% CI 1.01-1.52); and safely storing medicines, detergents, and pesticides (OR 1.24, 95% CI 1.02-1.51).

Conclusions: The app-based intervention did not reduce unintentional injury incidence among preschoolers but significantly improved caregivers’ safety behaviors. This app-based intervention approach to improve caregiver behaviors surrounding child injury risk offers promise to be modified and ultimately disseminated broadly.
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Introduction

Unintentional injuries are a major public health threat to children worldwide. In 2017, it is estimated that over 191,000 children under 5 years of age died from unintentional injuries, with 79% of deaths occurring in low- and middle-income countries (LMICs) [1]. Moreover, nonfatal childhood injuries lead to substantial economic burden and long-term adverse consequences, including physical disability, cognitive or social impairment, and lower educational achievement [2,3].

Previous studies [4-6] indicate that lack of safe parenting behavior, inadequate caregiver perception of risks for child injury, and low adoption of safety equipment usage contribute to the occurrence of child unintentional injury. Parenting interventions to promote child safety have proven effective in high-income countries (HICs) [7] but are not commonly implemented in LMICs like China [8,9].

Mobile health (mHealth)-based interventions offer an opportunity to deliver parenting interventions broadly and cost-effectively, as the usage of mobile phones with expanded and advanced functions (ie, smartphones) rapidly becomes commonplace worldwide. A recent review by Omaki et al [10] provides evidence for the effectiveness of technology-based interventions to improve unintentional injury-prevention behaviors. To date, however, only a few mobile phone-based app interventions are available to assist parents in preventing unintentional child injuries, and most are not based in theory or are insufficiently tested in rigorous randomized trials [11]. Tests of these interventions were conducted in HICs [12-15] and generally involved assessments of knowledge, perception, and behavioral outcomes with relatively small sample sizes [12,14] (eg, the sample sizes in studies by Gielen et al [12] and Burgess et al [14] were 498 and 742, respectively). None have used actual injury events as the primary outcome indicator [12-15].

This cluster randomized controlled trial (RCT) study aims to evaluate the 6-month effectiveness of a theory-driven, app-based mobile phone intervention for caregivers in preventing unintentional injury among Chinese preschoolers. The study also evaluated whether the intervention improved caregivers’ attitudes concerning injury and their behaviors to promote child safety.

Methods

Study Design

A single-blinded, cluster RCT with 1:1 allocation ratio and a follow-up period of 6 months was conducted from December 2017 to June 2018 in Changsha, China. We chose cluster randomization to avoid contamination within the same preschools. The protocol (see Multimedia Appendix 1) was approved by the Ethics Committee of Xiangya School of Public Health, Central South University, Changsha, China (approval number: XYGW-2017-02) and has been published elsewhere [16]. All participants provided informed consent online. This report follows the Consolidated Standards of Reporting Trials (CONSORT) 2010 statement: extension to cluster randomized trials (see Multimedia Appendix 2) [17].

Participant Recruitment

The recruitment of study participants was based on preschool children aged 3-6 years. We limited the study to preschools with at least 100 students to increase recruitment efficiency. Eligible preschools were randomly selected and contacted by researchers with an official invitation letter along with information about the project. In total, 28 eligible preschools were contacted and 20 agreed to participate (71% participation rate).

All primary caregivers who owned mobile phones and had a preschooler who was 3-6 years old and who was enrolled in a participating preschool were eligible for the study. Primary caregivers were defined as parents, grandparents, other family members, friends of the family, or babysitters and nannies who served as primary caregivers of preschoolers [18]. Teachers from the schools were excluded. One teacher was recruited at each participating preschool to inform eligible caregivers about the study via existing school-family communication channels, including social media platforms (ie, WeChat and QQ), school apps, printed handouts, and oral notification.

Caregivers who agreed to participate received introductory materials about the project. Upon downloading the app, which was developed by the research team and named Bao Hu San (ie, protective umbrella), caregivers viewed and completed online informed consent. Consenting participants then completed an online baseline survey addressing demographic characteristics of caregivers and their children, attitudes toward child injury
prevention, supervision behaviors in the last week, and information about any unintentional injury that had occurred to their child during the prior 3 months.

Sample Size
To obtain adequate power, we calculated the sample size based on the following criteria: baseline unintentional injury incidence of 23% among preschoolers in the past 3 months, effect size (ie, incidence rate ratio) of 0.75 between intervention and control groups, cluster size of 140 children per preschool, and intraclass correlation (ICC) of .005 [19]. Under these criteria, a total of 2626 participants in 20 schools—10 schools per arm—would achieve power of 80% at a .05 significance level, assuming 10% loss to follow-up.

Randomization Scheme
To avoid potential confounding from the type of preschool, we stratified randomization by type of preschools to reach five public and five private schools per arm. Randomization was performed by an independent (ie, masked) researcher using SAS 9.2 software (SAS Institute).

Control Group
The control group completed Bao Hu San, an app-based parenting education program developed by the research team. The app trained parents concerning pediatric disease risks and parenting skills but excluded explicit information about unintentional child injury prevention.

Intervention Group
The intervention group received all content that the control group received using the same app, Bao Hu San, but were also exposed to additional researcher-developed components that focused specifically on unintentional child injury prevention.

App Design
The app components consisted of four active modules: (1) content learning, including lessons to teach caregivers basic knowledge about parenting skills through short written statements with pictures, cartoon vignettes, video testimonials, and interactive games; (2) interaction, containing three submodules to support communication among users (ie, study participants) and between users and professionals; (3) survey and feedback, namely the questionnaire module to collect data online; and (4) personal modules, allowing participants to select the color of the interface in their app according to their preferences (eg, pink, yellow, and blue) (see Figure 1).

The four active modules were available for both the intervention and control groups and differed in two ways. First, the content learning module provided unintentional injury prevention knowledge for the intervention group, in addition to providing pediatric disease risk and parenting skills content available to both groups. Second, communication in the interaction module with injury prevention professionals was only available to the intervention group.

These injury prevention modules were developed based on the principles of the Theory of Planned Behavior (TPB), the Haddon Matrix, and the Framework for the Rational Analysis of Mobile Education (FRAME) model [20-22]. The TPB interventions were designed to target one or more determinants of behavior: attitude, subjective norms, or perceptions of behavioral control. According to health behavior change theory [20], changes in attitudes, subjective norms, and/or perceptions of behavioral control should lead to changes in behavioral intentions, offer adequate perceived control over the behavior, and ultimately lead to behavior change.

The Haddon Matrix is a classical theoretical framework to describe the occurrence of an injury event from three phases (ie, pre-event, event, and post-event) and four factors (ie, host, agent or vehicle, physical environment, and social environment) [21].

As a comprehensive model to develop mobile learning apps, the FRAME model allows researchers to consider all relevant components of users’ learning in the development of the app [22]. Among the components that receive focus are usability of the device and app, capacities of the learners, and social interaction between users. We followed the FRAME model when developing the app and its multiple components; we implemented the FRAME model through results from a needs assessment that consisted of a series of focus groups plus online surveys among key stakeholders, including preschool teachers and caregivers of preschoolers [23].

We implemented several strategies to encourage participants in both the intervention and control groups to actively use the app: (1) awarding of app-based virtual currency rewards, (2) awarding of additional rewards by lottery for participants who continuously logged in to the app for 7 consecutive days, (3) offering monthly rewards to the caregivers of the preschool classes with the most frequent log-ins, and (4) sending of regular reminders about app engagement from preschool teachers. Detailed descriptions about the intervention are available elsewhere [16].

Routine parenting educational activities offered by the preschool or other institutions (eg, children’s hospitals and communities), whether related to unintentional injury prevention or not, were permitted in both groups. All preschools involved in the study received honoraria at months 1, 3, and 6.
Figure 1. Home page of the app intervention. The app home page as translated into English appears in Figure MA3-1 in Multimedia Appendix 3. Eight images within the figure were derived from the app Bao Hu San, which was developed by the research team for unintentional injury prevention among preschool students and was tested in this trial.

Outcome Measurements

**Primary Outcome**

The primary outcome was unintentional injury incidence among preschoolers in the prior 3 months, as collected at the baseline visit and at 3-month and 6-month follow-up visits through online surveys. Unintentional injuries were defined according to the International Classification of Diseases, 10th Revision [24]. Similar to previous studies [25], injury events were defined as incidents meeting any of the following criteria: (1) child receives medical treatment by a doctor or other medical professional following an injury; (2) child receives first aid by a family member, teacher, or other nonmedical staff following an injury (eg, medication, massage, or hot compress); and/or (3) child is restricted from school or other activities, or is kept in bed or rest for more than a half day following an injury.

Unintentional injury incidence in the prior 3 months was calculated as follows:

\[
\left( \frac{\text{Number of preschoolers experiencing an unintentional injury in the prior 3 months}}{\text{Total number of children supervised by recruited caregivers}} \right) \times 100\%
\]

**Secondary Outcomes**

Secondary outcomes, as outlined a priori in the study protocol [16], included the following: (1) caregivers’ attitudes toward unintentional injury prevention and safety behaviors among preschoolers; (2) economic losses due to unintentional injury, including direct economic costs (eg, medical treatment expenses) and indirect economic costs (eg, caregiver’s economic loss from being off work); and (3) the incremental cost-effectiveness ratio (ICER) for the app-based unintentional injury intervention, calculated as the cost difference between the intervention group and the control group divided by the difference in the number of unintentional injury events among children in the two arms. We did not analyze economic losses because some respondents could not remember the amount of medical expenses and indirect costs due to child unintentional injury, and others viewed medical expenses as sensitive private information they were not willing to report. We also excluded the ICER from our final analysis because changes in unintentional injury incidence were not statistically significant.

Both caregiver attitudes toward child injury prevention and frequency of engaging in injury prevention behaviors served as secondary outcomes. Each was measured via self-report using a 4-point scale: attitudes were reported as completely agree, partly agree, not sure, or not at all agree; behavior was reported as 0 times in the past week, 1-2 times in the past week, 3-5 times in the past week, or ≥6 times in the past week. The total attitude score ranged from 2 to 8 points. The four categories were then quantified as 4, 3, 2, and 1 for attitudes and risky behaviors and as 1, 2, 3, and 4 for safe behaviors, so that higher scores in both cases reflected greater awareness of, or health-promoting behavior toward, injury prevention. The total behavior score ranged from 15 to 60 points.
Textbox 1. Items assessing self-reported caregiver attitudes concerning child injury and health behaviors to prevent unintentional child injury.

<table>
<thead>
<tr>
<th>Two items assessing attitudes:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Preventability of preschooler unintentional injury</td>
</tr>
<tr>
<td>2. Self-efficacy to keep child safe from unintentional injuries</td>
</tr>
</tbody>
</table>

15 items (nine for risky behaviors and six for safe behaviors):

Risky behaviors:
1. Leaving child alone in the home
2. Leaving child alone in the bathroom while bathing
3. Criticizing child when they are eating or drinking, creating a choking or suffocation risk
4. Giving child whole or large pieces of food that create choking risk
5. Placing child in the front seat while riding in a car
6. Not using child restraints while riding in a car
7. Letting child ride a bicycle, electric bicycle, or motorcycle unsupervised
8. Letting child take an escalator alone
9. Letting child contact unfamiliar or aggressive animals

Safe behaviors:
1. Holding child's hand while crossing the street
2. Testing water temperature before giving child a bath
3. Placing hot substances and lighters where children cannot reach
4. Placing sharp objects where children cannot reach
5. Storing medicines, detergents, and pesticides where children cannot reach
6. Wearing safety equipment when child rides a bicycle, electric bicycle, or motorcycle

The caregiver’s overall attitudes and behaviors concerning unintentional injury prevention were calculated as the sum of two and 15 items, respectively (see Textbox 1). All items were adapted from previous studies and have demonstrated psychometric reliability and validity [26,27]. Prior to use in our study, we conducted a brief validation study of the instrument after translating it into Chinese. Among a sample of 100 caregivers not enrolled in the larger study, test-retest reliability over a 1-week interval for the sum score of the two items assessing attitudes and the 15 items assessing behaviors was $r_{15}=0.69$ and $r_{15}=0.64$, respectively.

Post Hoc Outcomes

We define the incidence of each risky or safe behavior listed in Textbox 1 as follows:

(Number of caregivers reporting a specific risky or safe behavior in the past week) / (Total number of participating caregivers) × 100%

This allows us to focus on the presence or absence of each of the risky and safe behaviors. In total, 15 item scores were calculated, corresponding to the 15 risky and safe behaviors listed in Textbox 1. We also considered engagement-level data. These data were recorded automatically through electronic strategies embedded in the app and included the number of log-ins, the length of time using the app at each log-in, the number of knowledge segments (eg, short written statements with pictures, cartoon vignettes, video testimonials, and interactive games) studied and bookmarked, and the number of posted comments.

Statistical Analysis

The chi-square test and the Wilcoxon rank-sum test were used to examine differences in demographic characteristics between the two trial groups. The generalized estimating equation (GEE) was used to assess the effectiveness of the app-based intervention on responses at 3 and 6 months after adjusting for sociodemographic variables, being taught about injury prevention in the past 3 months, frequency of using parenting apps, baseline level of the outcome variable, and the level of engagement with the app in the assigned group. A logistic link function was used for dichotomous outcomes and identity link was used for continuous outcomes (see the Statistical Models Section in Multimedia Appendix 3). All analyses were intention-to-treat. Missing values were imputed using the expectation-maximization algorithm before the GEE analysis. To test the robustness of the results, a per-protocol sensitivity analysis was conducted.

For the evaluation of parenting-related attitudes concerning, and behaviors to prevent unintentional child injury, we first examined mean differences in total scores between the two groups. Incidence differences in individual behaviors were examined if the total scores differed significantly between groups.
Group assignment was masked during data analysis. All statistical analyses were performed using SAS 9.2 (SAS Institute). All statistical tests were 2-sided tests at the .05 significance level.

**Results**

**Baseline Characteristics of Participants**

In total, 1980 of the consented 2920 caregivers (67.81%) completed the surveys at baseline and at both 3- and 6-month follow-up visits. Of the 1980 who completed all surveys, 1073 (54.19%) were in the intervention group and 907 (45.81%) were in the control group (see Figure 2). Caregivers in the intervention group were significantly younger (32.9 vs 33.6 years, \( P = .01 \)), more often male than female (371/1073, 34.58% vs 243/907, 26.8%, \( P < .001 \)), had different household income levels (\( P = .004 \)), and were more likely to have been taught about injury prevention in the past 3 months (677/1073, 63.09% vs 491/907, 54.1%, \( P < .001 \)) compared to caregivers in the control group (see Table 1). Other between-group demographic differences were not significant. The imbalanced baseline characteristics were adjusted for in all subsequent analyses of intervention effectiveness.
Table 1. Baseline characteristics of study participants who completed baseline surveys and both 3-month and 6-month follow-up surveys.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=1980)</th>
<th>Intervention group (N=1073)</th>
<th>Control group (N=907)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult age in years, mean (SD)</td>
<td>32.0 (5.5)</td>
<td>32.9 (5.0)</td>
<td>33.6 (6.0)</td>
<td>.01</td>
</tr>
<tr>
<td>Adult gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>614 (31.0)</td>
<td>371 (34.6)</td>
<td>243 (26.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>1366 (69.0)</td>
<td>702 (65.4)</td>
<td>664 (73.2)</td>
<td></td>
</tr>
<tr>
<td>Child age in years, mean (SD)</td>
<td>4.5 (0.9)</td>
<td>4.5 (1.0)</td>
<td>4.5 (0.9)</td>
<td>.68</td>
</tr>
<tr>
<td>Child gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1013 (51.2)</td>
<td>536 (50.0)</td>
<td>477 (52.6)</td>
<td>.24</td>
</tr>
<tr>
<td>Female</td>
<td>967 (48.8)</td>
<td>537 (50.0)</td>
<td>430 (47.4)</td>
<td></td>
</tr>
<tr>
<td>Adult education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>Junior high school or below</td>
<td>118 (6.0)</td>
<td>64 (6.0)</td>
<td>54 (6.0)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>475 (24.0)</td>
<td>261 (24.3)</td>
<td>214 (23.6)</td>
<td></td>
</tr>
<tr>
<td>College and above</td>
<td>1387 (70.1)</td>
<td>748 (69.7)</td>
<td>639 (70.5)</td>
<td></td>
</tr>
<tr>
<td>Household income per capita per month in Yuan, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1500</td>
<td>51 (2.6)</td>
<td>37 (3.4)</td>
<td>14 (1.5)</td>
<td>.004</td>
</tr>
<tr>
<td>1500-3499</td>
<td>366 (18.5)</td>
<td>213 (19.9)</td>
<td>153 (16.9)</td>
<td></td>
</tr>
<tr>
<td>3500-5499</td>
<td>1339 (67.6)</td>
<td>634 (59.1)</td>
<td>705 (77.7)</td>
<td></td>
</tr>
<tr>
<td>≥5500</td>
<td>224 (11.3)</td>
<td>189 (17.6)</td>
<td>35 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Frequency of using parenting apps, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>More than once a day</td>
<td>170 (8.6)</td>
<td>96 (8.9)</td>
<td>74 (8.2)</td>
<td></td>
</tr>
<tr>
<td>Every two or three days</td>
<td>224 (11.3)</td>
<td>127 (11.8)</td>
<td>97 (10.7)</td>
<td></td>
</tr>
<tr>
<td>Once a week</td>
<td>253 (12.8)</td>
<td>143 (13.3)</td>
<td>110 (12.1)</td>
<td></td>
</tr>
<tr>
<td>Every two weeks or less</td>
<td>1333 (67.3)</td>
<td>707 (65.9)</td>
<td>626 (69.0)</td>
<td></td>
</tr>
<tr>
<td>Taught about injury prevention in the past 3 months, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>1168 (59.0)</td>
<td>667 (63.1)</td>
<td>491 (54.1)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>812 (41.0)</td>
<td>396 (36.9)</td>
<td>416 (45.9)</td>
<td></td>
</tr>
</tbody>
</table>

Participants who did not complete the study (n=940) were similar to those who completed the study on several baseline characteristics: mean child age, P=.54; child gender, P=.83; household income, P=.50; and frequency of using parenting apps, P=.65. However, the caregivers who withdrew were significantly younger, more often female, had lower education levels, and were previously taught about injury prevention less often than the completers (see Table MA3-1 in Multimedia Appendix 3).

**Intervention Engagement**

Over the 6-month study period, the mean number of log-ins for all participating caregivers was 37.7 (SD 66.7) times, with an average of 39.3 (SD 42.5) knowledge segments learned, 1.8 (SD 7.3) knowledge segments bookmarked, and 29.9 (SD 67.1) comments posted. Overall log-in time duration using the app in the study period averaged 150.5 minutes (SD 239.7) (see Table MA3-2 in Multimedia Appendix 3). The intervention group on average had a higher number of knowledge segments studied (45.0 vs 32.6, P=.001) and a longer overall duration of app usage (161.2 vs 137.8 minutes, P=.03) than the control group, but no differences were found between the groups for other engagement indicators.

**Unintentional Injury Incidence**

After the 6-month intervention, unintentional injury incidence in the past 3 months decreased from 8.76% (94/1073) at baseline to 8.11% (87/1073) in the intervention group (P=.59), and decreased from 9.4% (85/907) to 7.5% (69/907) in the control group (P=.15) (see Table 2). The changes were not statistically significant between groups after adjusting for covariates: sociodemographic variables, outcome measures at baseline, and engagement to the intervention (odds ratio [OR] 1.14, 95% CI 0.80-1.62).
Table 2. Results for primary and secondary outcomes based on generalized estimating equations (GEEs).

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Intervention group (N=1073)</th>
<th>Control group (N=907)</th>
<th>Adjusted OR$^a$ or B$^b$ (95% CI)$^c$</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unintentional injury incidence, % (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8.8 (7.0-10.6)</td>
<td>9.4 (7.4-11.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-month</td>
<td>7.7 (6.1-9.3)</td>
<td>7.1 (5.3-8.9)</td>
<td>1.16 (0.82 to 1.63)$^d$</td>
<td>.41</td>
</tr>
<tr>
<td>6-month</td>
<td>8.1 (6.5-9.7)</td>
<td>7.5 (5.7-9.3)</td>
<td>1.14 (0.80 to 1.62)$^d$</td>
<td>.47</td>
</tr>
<tr>
<td><strong>Score of attitudes toward unintentional child injury prevention, mean (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>6.6 (6.6-6.7)</td>
<td>6.6 (6.5-6.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-month</td>
<td>6.6 (6.6-6.7)</td>
<td>6.6 (6.6-6.7)</td>
<td>0.03 (-0.06 to 0.13)$^b$</td>
<td>.48</td>
</tr>
<tr>
<td>6-month</td>
<td>6.8 (6.7-6.8)</td>
<td>6.7 (6.6-6.7)</td>
<td>-0.05 (-0.14 to 0.04)$^b$</td>
<td>.31</td>
</tr>
<tr>
<td><strong>Score of behavior to prevent unintentional child injury, mean (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>47.0 (46.7-47.4)</td>
<td>47.2 (46.8-47.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-month</td>
<td>48.7 (48.4-49.1)</td>
<td>48.4 (48.0-48.8)</td>
<td>0.40 (-0.14 to 0.94)$^b$</td>
<td>.15</td>
</tr>
<tr>
<td>6-month</td>
<td>48.9 (48.5-49.3)</td>
<td>48.0 (47.6-48.5)</td>
<td>0.87 (0.33 to 1.42)$^b$</td>
<td>.002</td>
</tr>
</tbody>
</table>

$^a$OR: odds ratio.

$^b$B: regression coefficient.

$^c$Odds ratio and regression coefficient are presented for the intervention effect from the generalized estimating equation (GEE) after adjusting for sociodemographic variables (ie, caregiver’s age, gender, education level, household income, frequency of using parenting apps, and recent learning about child injury prevention; and child’s age and gender), outcome variables at baseline, and engagement with the interventions in the assigned group (ie, number of log-ins, length of time using the app at each log-in, number of knowledge segments studied, number of knowledge segments bookmarked, and number of posted comments).

$^d$Reference group.

**Attitudes Concerning Child Unintentional Injury and Behaviors to Prevent Injuries**

The mean caregiver total attitude score changed from 6.6 (95% CI 6.6-6.7) at baseline to 6.8 (95% CI 6.7-6.8) at the 6-month follow-up for the intervention group, and from 6.6 (95% CI 6.5-6.6) to 6.7 (95% CI 6.6-6.7) for the control group (see Table 2). Mean changes in the total score were not significant between the two groups after adjusting for the covariates (B .05, 95% CI -0.03 to 0.13).

The mean changes in total caregiver behavior scores to prevent unintentional child injury did differ between the control and intervention groups (P=.002) after the 6-month intervention. After adjusting for sociodemographics, baseline outcomes, and engagement factors, behavior scores increased from 47.0 (95% CI 46.7-47.4) to 48.9 (95% CI 48.5-49.3) for the intervention group and from 47.2 (95% CI 46.8-47.6) to 48.0 (95% CI 47.6-48.5) for the control group (B .87, 95% CI 0.33-1.42) (see Table 2).

When we examined individual injury prevention behavior scores, we detected significant differences between the groups in the changes of the scores from baseline to 6-month follow-up for two risky behaviors: giving children whole or large pieces of food (OR 0.73, 95% CI 0.60-0.89) and placing children in the front seat while riding a car (OR 0.73, 95% CI 0.57-0.93). We also detected significant between-group differences in score changes for three safe behaviors: testing the water temperature before giving children a bath (OR 1.26, 95% CI 1.05-1.52); placing sharp objects where children cannot reach them (OR 1.24, 95% CI 1.01-1.52); and storing medicines, detergents, and pesticides where children cannot reach them (OR 1.24, 95% CI 1.02-1.51) (see Figure 3). Another risky behavior was reduced at the 3-month follow-up visit: letting child ride a bicycle, electric bicycle, or motorcycle unsupervised (OR 0.80, 95% CI 0.65-0.99), but this behavior did not demonstrate significant change at the 6-month follow-up visit (see Table MA3-3 in Multimedia Appendix 3).

Results from the sensitivity analysis using per-protocol analysis were similar to the presented intention-to-treat analysis (see Table MA3-4 in Multimedia Appendix 3).
Discussion

Principal Findings

To our knowledge, this study represents the first cluster RCT testing the effectiveness of a theory-driven app-based intervention to prevent unintentional child injury through improved parenting of preschoolers in China. We found that following 6 months of using the app, caregivers in the intervention group did not report significantly different rates of unintentional injury incidence among their preschoolers compared to caregivers in the control group, nor did caregivers’ attitudes toward unintentional child injury prevention differ across the groups. We did discover differences in caregivers’ self-reported injury prevention behaviors, with caregivers in the intervention group reporting more increases in injury prevention behaviors after using the app for 6 months compared to those in the control group.

Interpretation

Despite findings that suggest parent behaviors changed after engaging in the intervention, results did not support our hypothesis that the app would reduce unintentional child injury incidence. The results we found concerning changes in parenting behavior agree with previous publications in HICs [12-15]. The nonsignificant results for unintentional child injury incidence may be a result of a few factors. First, isolated parenting behaviors do not prevent all child injuries. When children are supervised by others, such as teachers, parent behavior changes will likely have minimal influence. Further, the social and physical environments the child engages within are likely to be influenced minimally by caregivers but are likely to influence child injury risk to some degree [20,28]. A second factor that may have influenced our nonsignificant results is the fact that child injuries leading to serious restriction in activity or professional medical care are comparatively low. As is common in the field [1], injuries were relatively infrequent among our sample: incidence over the past 3 months was 9.14% (ie, at baseline, 181 out of 1980 participants experienced an injury in the past 3 months). Although we recruited a large sample size and examined injuries over a 6-month period, we may not have accumulated sufficient events to statistically detect the intervention effect for a minor effect size (OR 1.16 in this study).

Third, the effectiveness of any app-based interventions depends on the users’ engagement [29]. Participants in the intervention group spent an average of 2.7 hours using the app, during which they studied an average of 45 knowledge segments and posted an average of 31.5 comments (see Table MA3-2 in Multimedia Appendix 3). There is no standard to dictate what extent of app engagement might yield knowledge transmission or behavior change. However, results of participant engagement from our study are consistent with another study reporting null results [30], and engagement was significantly lower than in studies reporting significant effects (eg, 13.1 hours of engagement in an effective collaborative care intervention for violence risk behaviors, substance use, and posttraumatic stress and depressive symptoms among injured adolescents [31]).

One other finding is noteworthy: to our surprise, we did not detect significant changes in parenting attitude scores between the groups after the 6-month intervention. This finding may reflect a ceiling effect: caregivers in both groups already had high attitude scores at baseline and, therefore, a significant change was difficult to achieve. For example, the proportion of caregivers reporting low self-efficacy to keep children safe from unintentional injuries was only 3.73% (40/1073) in the intervention group and 3.8% (34/907) in the control group at baseline (see Figure MA3-2 in Multimedia Appendix 3).
Implications
Our findings have two implications. First, in combination with previous findings [12-15], our results suggest that a mobile phone-based app that is grounded in behavior change theory might ultimately be effective to improve child injury prevention behaviors among caregivers of preschoolers in China. Specifically, in this study we yielded change in self-reported behavior, although we did not yield statistically significant change in injury incidence or caregiver attitudes about safety. These results imply there may be a need for further app development and for empirical research to discover what strategies might be most effective to yield child safety-related behavior change among caregivers and ultimately reduce injury risk among children. For example, refinement of the app might include ways to engage caregivers more intensely and effectively, perhaps through a more elaborate system of points, levels, or rewards. Others have reported increased engagement through attractive multimedia content and features with diversified content and delivery forms (eg, video, audio, games, and progress bars) [32]; increased engagement might lead more effectively to desired behavior change outcomes [29].

Second, app-based interventions might not function well in isolation. Instead, they might be more beneficial if they were integrated into a multi-faceted intervention program that maximizes the benefit of mobile health technology in safety education. For example, our app may be integrated within the Basic Public Health Service Program [33] run by the Chinese government, and then re-evaluated for its value in unintentional child injury prevention at a larger scale.

Limitations
This study had several limitations. First, our results relied on self-reported data and used a recall time period of the past 3 months for the child injury reports. Such data may be influenced by various biases [34,35]. Second, a few demographic characteristics differed between the participants who withdrew from the study compared to those who completed. Differential withdrawal rates may have led to unexpected biases in our findings. Third, the inclusion criteria of recruiting children only from preschools with more than 100 students may restrict the generalizability of our findings. Such relatively large preschools represent 87.8% (44/361) of all preschools in Changsha, but families that choose smaller preschools for their children may be different in some characteristics relevant to the effectiveness of the intervention.

In addition, we permitted study participants in both groups to attend parenting-related education and learning activities, which might have contaminated our data in some way. However, we felt it unethical to prohibit such educational activities, and randomization suggests that potential biases in our findings due to such contamination would be minimal. Finally, the actual incidence of child unintentional injury in our study was lower than that estimated when we calculated sample size requirements for the study. The withdrawal rate of participants (940/2920, 32.19%) in the study was also higher than expected. Both of these factors led to a sample size that was likely inadequate to detect small incidence or behavior changes. Future studies should consider strategies to retain participants; these might include a more engaging app, more frequent communications and reminders to users, financial incentives for completion of study tasks, and community involvement in the study design and implementation [36-38].

Conclusions
The app-based intervention for caregivers did not significantly reduce unintentional injury incidence among Chinese preschoolers but did substantially improve caregivers’ behaviors relevant to prevention of unintentional injury. We recommend further refinement and assessment of the app-based intervention to improve its effectiveness in reducing child injury risk in China and other LMICs.
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Abstract

Background: Anxiety and depression continue to be prominent experiences of students approaching their university counseling service. These services face unique challenges to ensure that they continue to offer quality support with fewer resources to a growing student population. The convenience and availability of mobile phone apps offer innovative solutions to address therapeutic challenges and expand the reach of traditional support.

Objective: The primary aim of this study was to establish the feasibility of a trial in which guided use of a mobile phone well-being app was introduced into a student counseling service and offered as an adjunct to face-to-face counseling.

Methods: The feasibility trial used a two-arm, parallel nonrandomized design comparing counseling alone (treatment as usual, or TAU) versus counseling supplemented with guided use of a mobile phone well-being app (intervention) for 38 university students experiencing moderate anxiety or depression. Students in both conditions received up to 6 sessions of face-to-face counseling within a 3-month period. Students who approached the counseling service and were accepted for counseling were invited to join the trial. Feasibility factors evaluated include recruitment duration, treatment preference, randomization acceptability, and intervention fidelity. Clinical outcomes and clinical change were assessed with routine clinical outcome measures administered every counseling session and follow-up phases at 3 and 6 months after recruitment.

Results: Both groups demonstrated reduced clinical severity by the end of counseling. This was particularly noticeable for depression, social anxiety, and hostility, whereby clients moved from elevated clinical to low clinical or from low clinical to nonclinical by the end of the intervention. By the 6-month follow-up, TAU clients’ (n=18) anxiety had increased whereas intervention clients’ (n=20) anxiety continued to decrease, and this group difference was significant (Generalized Anxiety Disorder–7: t_{22}=3.46, P=.002). This group difference was not replicated for levels of depression: students in both groups continued to decrease their levels of depression by a similar amount at the 6-month follow-up (Physical Health Questionnaire–9: t_{22}=1.30, P=.21).

Conclusion: Supplementing face-to-face counseling with guided use of a well-being app is a feasible and acceptable treatment option for university students experiencing moderate anxiety or depression. The feasibility trial was successfully embedded into a university counseling service without denying access to treatment and with minimal disruption to the service. This study provides preliminary evidence for using a well-being app to maintain clinical improvements for anxiety following the completion of counseling. The design of the feasibility trial provides the groundwork for the development of future pilot trials and definitive trials embedded in a student counseling service.

Trial registration: ISRCTN registry ISRCTN55102899; http://www.isrctn.com/ISRCTN55102899
Identifying the prevalence of mental ill-health in university students has been a longstanding priority of educational institutions, and the growing concern over student mental health is widespread [1-3]. Research reports collating global accounts of student mental ill-health have found that up to 74% of students experience moderate emotional distress by the second semester, and this, in turn, has been linked to negative outcomes including low academic performance, isolation, financial problems, and time away from education leading to depression [4-7]. In recent years, the World Mental Health Survey of 13,984 full-time students from 19 colleges across 8 countries found that 35% met the threshold for at least one of the following common lifetime mental disorders (according to the Diagnostic and Statistical Manual of Mental Disorders, 4th Edition, or DSM-IV): major depression, mania, generalized anxiety disorder, alcohol abuse, substance misuse, or panic disorder [8]. The survey also found that 75% of the students would not seek help for an emotional or mental health concern, with the most prominent reasons being that students would rather tackle the problem alone or seek help from friends or they feel too embarrassed to seek professional help [9]. An earlier study spanning 21 countries found that only 16% of 6452 students with diagnosable mental health disorders received the minimum adequate treatment, and this percentage decreased proportionally according to the income level of the country [10].

Research into the prevalence of mental ill-health in students has gained national attention, but there is limited recent data. In 2013, the National Union of Students (NUS) surveyed 1336 UK university students and found that the most common factors contributing to mental distress were academic deadlines, academic performance, and work-life balance [11]. Regarding help-seeking, 26% of students did not discuss their mental health concerns and of those who did, the most popular contacts were friends, family, their doctor, or an academic. Only 10% approached the university counseling service compared with 17% to 21% who approached and used advice from their union. Between 2014 and 2015, the Higher Education Funding Council for England commissioned a report to identify the mental health needs of students and found increased declarations for student disability on the basis of mental ill-health [12]. The report identified increased academic staff time being used to address student mental health as well as therapeutic staff managing larger caseloads and seeing more students with complex or comorbid concerns for anxiety, depression, and self-harm.

The challenges to addressing student mental health in UK higher education institutions have been characterized by comparing 113 in-house student counseling services [13]. Increased demand for counseling, drop out between counseling sessions, and growing waiting lists are some of the critical issues that student counseling services face. While not unique to the education sector, these challenges, along with sector-specific challenges of changes to the funding climate and disruptions from academic timetables [14,15], have hindered the development of robust research, rendering the evidence base for student counseling limited and pathways to improve service provision unclear. That said, many higher education institutions are either offering or are interested in offering digital solutions as a way of attempting to do more for less [13] and make their limited resources reach further. The use of technology in student counseling services has steadily grown over time, and the types of technology being used have changed in line with the availability of new technology and evidence. Early applications of technology in therapy altered the format in which counseling was traditionally delivered, offering counseling via telephone, email, and videoconference as a way of extending face-to-face support to clients unable to attend the counseling service [16].

As the application and convenience of technology have advanced, the use of digital technology offers innovative ways to address therapeutic challenges and expand the reach of traditional support. The most commonly used digital mental health tools today are Web- and phone-based apps, both of which are widely used and recommended in national health services, including the National Health Service (NHS) in England [17]. Evidence for these therapeutic technologies is steadily growing, and Web-based interventions for anxiety, depression, and stress can be effective in students [18]. Web-based interventions appear particularly effective for anxiety and depression, leading to significant reductions in symptom severity with small to medium effect sizes that are maintained long term [19]. These findings are consistent with a meta-analysis of 16 clinical trials comparing internet-based cognitive behavioral therapy (iCBT) versus waitlist control groups, demonstrating less worsening of symptoms for intervention groups [20]. Such evidence has been heavily weighted toward studies of the general population rather than students. However, research involving students has emerged in recent years and highlights a shift toward evaluating the role of digital technology in improving student mental health outcomes. One randomized controlled trial (RCT) established the efficacy of an unguided internet intervention for 200 university students diagnosed with social anxiety disorder [21]. Following a 10-week self-guided text-based intervention, moderate to large effects were shown to reduce social phobia \(d=0.76, 95\% \text{ CI } 0.47-1.04\), depression \(d=0.50, 95\% \text{ CI } 0.22-0.78\), and fear of positive evaluation \(d=0.27, 95\% \text{ CI } 0.01-0.55\) and improve quality of life \(d=0.41, 95\% \text{ CI } 0.13-0.69\).

A meta-analysis of mental health and well-being internet interventions for university students evaluated 48 RCTs and identified small effects on stress \(g=0.20, 95\% \text{ CI } 0.02-0.38\) and depression \(g=0.18, 95\% \text{ CI } 0.08-0.27\), with moderate effects on disordered eating \(g=0.52, 95\% \text{ CI } 0.22-0.83\) [22]. These effects were particularly high for interventions that were...
4 to 8 weeks long and based on CBT and when compared to control groups receiving no intervention. These findings show potential for internet interventions in the context of student mental health as in-house support services typically offer short-term support in the first instance. While promising, this meta-analysis also demonstrates the need for research to explore broader applications of internet interventions outside the remit of CBT to be more inclusive of the range of mental health interventions available at universities (eg, counseling) and expand the evidence base to include research designs that go beyond comparisons with no intervention. Moreover, recent years have seen the rapid development of smartphone-based apps, which are arguably more suited to the student lifestyle. Smartphone apps can be effective for treating anxiety [23] and depression [24], but little is known about the perception, application, or potential benefits of augmenting student counseling services with apps.

There is a significant need to explore innovative solutions to ensure that counseling services continue to offer quality support to a growing student population while being under continual threat of reduced resources. Augmenting counseling with apps (ie, blended intervention) may provide one such solution, and a feasibility trial is required to examine the feasibility and acceptability of doing so. Recent studies exploring the determinants of blended approaches have shown that therapists perceive the possibilities of adding blended work to their routine practice, blended approaches may help to reduce treatment gaps, there are training opportunities for offering mobile apps in clinical settings, clients can experience apps to be supportive of face-to-face interventions, and blended approaches offer potential to reach more patients than face-to-face alone [25-28]. There is a need to explore the feasibility of offering blended interventions to university students and to do so in a natural setting without disrupting the service or denying access to support. Accordingly, the primary aim of this study was to report on the outcomes of a feasibility trial in which guided use of a mobile phone well-being app was introduced into a student counseling service and offered as an adjunct to face-to-face counseling [29]. This primary aim was assessed by a range of feasibility factors including recruitment, treatment preference, and randomization acceptability. The secondary aim was to examine clinical outcomes and clinical change.

**Methods**

**Trial Design and Setting**

This feasibility trial used a two-arm, parallel, nonrandomized design comparing counseling alone (treatment as usual, or TAU) versus counseling supplemented with guided use of a well-being app and discussion of app activities (intervention) for university students experiencing anxiety or depression (Figure 1). The feasibility trial was registered on the ISRCTN registry [ISRCTN55102899] in 2016 under the acronym CASELOAD (Counseling Plus Apps for Students Experiencing Levels of Anxiety or Depression) and has been published elsewhere [29]. The study received ethical approval from the University of Sheffield Department of Psychology Research Ethics Committee on January 5 2016 (ref: 006171) and underwent independent scientific review. The trial was embedded in the university counseling service with high stakeholder engagement from the head of service and therapeutic team.
Participants and Procedure
Participants were 38 help-seeking university students (aged 18 years and over) who had been accepted for counseling and met moderate clinical criteria on one of two standardized outcome measures for anxiety or depression. Inclusion criteria also included (1) newly registered for counseling, (2) undergraduate or postgraduate, and (3) having access to a personal smartphone with ability to install a publicly available app (iOS or Android). Participants were excluded if they met any of the following criteria: (1) present with a high risk to self or others, (2) already receiving therapeutic support, or (3) complex mental health problems beyond anxiety and/or depression. In line with routine practice, students who approached the counseling service were assessed by a therapist to determine their appropriateness for counseling. Students approved for counseling were invited to attend a 20-minute research interview to determine their eligibility. Students who attended the research interview were asked to provide written informed consent and were assessed for eligibility through completion of the standardized outcome measures. Eligible participants were allocated to either the TAU condition or intervention according to the clinical judgement of the therapist who provided the initial assessment. Further details on the rationale of the allocation procedure can be found in the trial protocol [29]. The progression from registration through the feasibility trial, with reasons for exclusions, is presented in Figure 1.
Demographics

Demographic information (eg, age, gender, and course information) was provided by clients when they completed the online registration form to be considered for counseling. Following online registration, clients attended the counseling service for the initial assessment to determine whether counseling would be an appropriate treatment option. Clients who were eligible for counseling and met the trial eligibility criteria attended a research interview and provided written consent for their demographic information to be added to the data collected during the trial (eg, clinical data).

Measures

The time frame for administering measures has been detailed in the trial protocol [29] in the form of a Standard Protocol Items: Recommendations for Interventional Trials (SPIRIT) diagram.

Generalized Anxiety Disorder–7 and Patient Health Questionnaire–9

Anxiety and depression were measured with the 7-item Generalized Anxiety Disorder (GAD-7) [30] and the 9-item Patient Health Questionnaire (PHQ-9) [31]. These measures were in addition to the clinical measures used by the counseling service to allow comparisons with external counseling services. The GAD-7 and PHQ-9 were administered at baseline, 3 months, and 6 months following recruitment. Items refer to the previous 2 weeks and are scored on a 4-point Likert scale (0 = not at all, 1 = nearly every day) whereby higher scores indicate higher severity. The PHQ-9 is a reliable measure of depression severity that has been validated against other measures of depression [31-33]. The GAD-7, which is widely used alongside the PHQ-9, is a reliable screening tool for generalized anxiety with good construct, factorial, and procedural validity.

Clinical Outcomes in Routine Evaluation Outcome Measure–10

The 10-item Clinical Outcomes in Routine Evaluation Outcome Measure (CORE-10) [34] was administered at the initial clinical assessment (preintervention) and at every counseling session to measure changes in general psychological functioning. Items refer to the previous week and are scored on a 5-point Likert scale (0 = not at all, 4 = extremely like me), whereby higher scores indicate higher symptom severity. The CORE-10 is a shortened version of the 34-item Clinical Outcomes in Routine Evaluation–Outcome Measure (CORE-OM) [35], which has been used extensively in mental health services in the United Kingdom. The 10-item version has been validated against the CORE-OM, is sensitive to change, and can be used to determine whether a client meets membership of a clinical population (score of ≥10).

Counseling Center Assessment of Psychological Symptoms—62

The Counseling Center Assessment of Psychological Symptoms (CCAPS-62) [36] is a measure developed specifically for the student college population and was administered with the CORE-10 at the initial clinical assessment (preintervention) to measure changes in student-specific mental health concerns. In line with its intended use, the shortened version CCAPS-34 was used alongside the CORE-10 at every counseling session after the initial assessment. The two versions are used interchangeably, and items refer to the previous 2-week period. Items are scored on a 5-point Likert scale (0 = not at all like me, 4 = extremely like me), whereby higher scores indicate higher symptom severity. The CCAPS-62 monitors changes in the following areas: depression, generalized anxiety, social anxiety, academic distress, eating concerns, hostility, substance use, family distress, and suicide ideation. The CCAPS-34 also monitors these areas except for family distress, which does not appear, and substance use, which is replaced with alcohol use. The CCAPS-62 has been validated against the CORE-10 using a UK student sample, which replicated the psychometric factor structure and internal reliability of the CCAPS [37].

Clinical Interventions

All participants received face-to-face counseling in line with standard practice, which included a wait period of 3 to 5 working days for the initial clinical assessment and 8 to 10 days between ongoing therapy sessions. Sessions were 50 minutes in length, and the frequency of sessions was determined through client-therapist discussions as well as the usual disruptions from the academic timetable (eg, student time-off during Easter, summer, and course placements). Two clinical interventions were available through the trial: counseling alone (TAU) and counseling supplemented with guided use of a well-being app (intervention).

Counseling Supplemented With Well-Being App (Intervention)

In addition to the standard level of care, counseling sessions in the intervention were supplemented with feedback on client use of a well-being app. Clients were encouraged to use the app independently between counseling sessions with the intention to review app exercises with their therapist during each face-to-face counseling session. Therapists were provided with tablet computers to allow clients to access their app account and review their progress. Through this process, therapists reviewed clients’ app activity and together they decided which activities could be beneficial for clients to use between sessions.

App features included (1) daily behavior monitoring (eg, for mood, sleep, exercise, alcohol consumption, medication use, and time spent outside); (2) reflective thinking exercises with guided CBT, mindfulness, and positive visualization; (3) guided relaxation with breathing and meditation; (4) peer-led support through anonymous online communities and private groups; and (5) tracking short-term and long-term goals. Between counseling sessions, the app provided daily prompts to encourage participants to log their mood and behavior. However, any additional activity required clients to go into the app and select an exercise—for example, the exercise that was suggested during their last counseling session. Therapists did not have access to clients’ app activity except during face-to-face counseling sessions if clients decided to show therapists their activity. Therapists were encouraged to prompt the decision to review app activity; however, the decision was ultimately that of the clients.
Selection of Well-Being App

There are many smartphone apps that offer tools for improving well-being through a range of common features typically based on CBT and mindfulness. The quality of mental health apps was assessed in a recent systematic review, and the top-ranking apps, starting with the highest quality, were (1) HealthyMinds, (2) AnxietyCoach, (3) Moodkit, (4) Pacifica, and (5) Self-help for Anxiety Management (SAM) [38]. This quality assessment incorporated 16 recommendations, and these top 5 apps have the following properties: based on CBT; address anxiety and low mood; permit the reporting of thoughts, feelings, and behaviors; offer reminders; offer inbuilt activities; and contain a visual log to monitor progress. To aid the decision of selecting a well-being app for the purpose of this trial, the following criteria were applied: (1) applicable to university students, (2) demonstrates potential to be integrated with face-to-face counseling, (3) available on iOS and Android platforms, and (4) offers a range of features overlapping with other well-being apps.

Based on these criteria, the Pacifica app [39] was selected and evaluated by a volunteer sample of students and in-house therapists before it was implemented in the feasibility trial. It is important to note that while this study used a specific app, the app and its functions are representative of well-designed apps, and the feasibility trial is not intended to be an evaluation of Pacifica per se. Annual app subscriptions were purchased and provided to participants as unique gift codes. All payments were subject to the standard fee for public users and no financial incentives or waivers were provided by the Pacifica development team.

Therapists Delivering the Interventions

All therapists were accredited by the British Association for Counselling and Psychotherapy (BACP) or the UK Council for Psychotherapy and were employed by the university counseling service. Six therapists (4 intervention, 2 TAU) were assigned to support the trial and delivered either the intervention or TAU condition, based on their preference. Therapists received additional training specific to the intervention they were allocated; this training has been described elsewhere [29]. Therapists were provided with a competence framework [40] for the university and college counseling context together with the most recent service clinical handbook to ensure best practice. Clinical practice was reinforced throughout the trial with regular team meetings and optional daily drop-in sessions for members of the counseling team to query issues with the onsite researcher.

Primary Outcomes (Feasibility)

The yield of the feasibility trial was a series of primary and secondary outcomes relating to a range of components that aimed to inform a definitive trial. The primary outcomes were recruitment duration, treatment preference, and randomization acceptability. The recruitment period for a definitive trial was estimated from this study by exploring the required time needed to reach 40 participants while also considering therapist availability. Treatment preference was determined by asking participants to indicate their preferred treatment out of the two options available: counseling alone versus counseling with guided use of a well-being app. Clients were further asked whether their assigned treatment condition affected their decision to join the trial—for example, if they were not assigned to their preferred condition. Similarly, clients were asked whether being randomized would increase their likelihood of withdrawing from the trial. For brevity, additional criteria listed in the protocol have not been reported [29].

Secondary Outcomes (Clinical Effects)

The secondary outcomes were clinical outcomes, clinical change across counseling sessions, clinical change at 3 months and 6 months following recruitment, and reliable and clinically significant improvement (RCSI) at 3 months and 6 months. Clinical outcomes were calculated as the difference between each counseling session and the difference between baseline, 3-month, and 6-month measures for the following mental health indicators: anxiety (GAD-7), depression (PHQ-9), psychological functioning (CORE-10), student-specific symptoms such as academic distress, social anxiety, substance use, and eating concerns (CCAPS-34 and 62). RCSI was calculated in line with standard methods [41]. According to these methods, clients must have had contact with the counseling service twice and their precounseling scores on the PHQ-9/GAD-7 must have been in the clinical range. To meet the threshold for RCSI, individual scores on both measures needed to meet each of two criteria: extent of change significantly greater than measurement error (reliable change) and postintervention score below the clinical cutoff, indicating nonclinical status (clinical change). For brevity, additional secondary criteria in the protocol have not been reported.

Statistical Analysis

Analyses were predominantly descriptive (eg, mean, standard deviation, minimum, and maximum) to characterize the study population and outline various feasibility measures. As the sample size was not powered to detect significant differences between TAU and intervention groups, data were primarily used to summarize group outcomes to reveal preliminary trends and inform the design of a pilot trial. Independent t tests were conducted where appropriate to clarify whether group differences were significant (eg, clinical severity at intake, across conditions).

Results

Recruitment

The recruitment period was from February to June 2016; however, recruitment was not active for the whole period because the service experienced several disruptions. These included disruptions from the academic calendar (eg, Easter break), breaks in staff contracts, and therapists with full caseloads (ie, no counseling slots available). Recruitment aimed to simulate the natural demands from the service to reduce service disruption. Participants were recruited into the trial when therapists had available slots rather than protecting counseling slots for trial participants. Similarly, the time between sessions was dependent on therapist availability as it would in routine practice. Recruitment ended with 38 participants (intervention, n=20; TAU, n=18); the trial entered the academic summer period.
when students typically leave university before reaching the recruitment goal of 40 participants. Attention then focused on collecting follow-up measures with existing participants.

**Treatment Preference and Randomization Acceptability**

Of the TAU participants, 11 preferred their allocated condition because it required less work than the intervention, 6 participants preferred the intervention because it offered additional support, and 1 had no preference. Of participants in the intervention group, 1 participant preferred the TAU condition for requiring less input, 10 preferred the intervention, and 9 had no preference. Despite their treatment preferences, 37 participants reported they would still have joined the trial if they had been randomized to the alternative condition; 1 participant in the intervention group claimed they would likely have withdrawn if allocated to the TAU group as they were specifically interested in using the app alongside counseling.

**Intervention Fidelity**

Intervention fidelity was assessed using anonymized transcripts of counseling audio recordings from clients in the intervention group. A total of 45 recordings (12 clients across 5 therapists) were available and transcribed for analysis. Transcripts were scored to assess the following criteria: (1) number of times app was discussed, (2) duration of app discussion, (3) whether therapist reviewed client app use, (4) number of app features therapist suggested, and (5) missed opportunities to discuss client app use. All transcripts were rated by author EB, and 24% (11/45) of transcripts were also rated by a blinded independent researcher. Interrater reliability analysis revealed substantial to almost perfect agreement across raters with kappa values in the range of .81 to 1.00 [42]. On average, therapists reviewed client app use, held brief discussions to review client app activity (lasting 2 to 5 minutes per counseling session), and provided advice based on client feedback. Therapists rarely missed an opportunity to review client app use; however, 2 of the 5 therapists were more likely to miss an opportunity and one was less likely to initiate app discussion (ie, relied on client to raise app discussion). There were no clear associations between therapist checklist scores and therapeutic modality (eg, CBT psychotherapist versus humanistic).

**Baseline Demographic Data**

Forty-two participants were initially recruited by therapists and attended the research consent session to determine eligibility (Figure 1). Two participants, both female, were excluded because one scored <10 on the PHQ-9 and GAD-7 measures and another had been referred for online self-help instead of counseling. A further 2 participants left the university after the initial service assessment and were excluded from the trial. Of the remaining 38 participants, 20 were allocated to the intervention group (10/20, 50%, were women) and 18 were allocated to the TAU group (12/18, 67%, were women; allocation procedure can be found elsewhere [29]). The average age in the TAU group was 23 years (SD 4.11, minimum 19, maximum 32); the intervention group was younger with a mean age of 21 years (SD 3.24, minimum 19, maximum 35). Of the total sample, 79% (30/38) were undergraduate, 8 were postgraduate (taught = 3, research = 5), 30 were students studying in their birth country or from the European Union and 8 students were from an international university and visiting a UK university as part of their course. Participants studied in the following faculties: arts and humanities (6/38, 16%); engineering (9/38, 24%); medicine, health, or dentistry (3/38, 8%); science (10/38, 26%); and social science (10/38, 26%).

**Baseline Clinical Scores**

Table 1 shows that both the TAU and intervention groups met the eligibility criteria of moderate clinical threshold (≥10) on the PHQ-9 and GAD-7 at baseline. The TAU group scored higher than the intervention group for both PHQ-9 and GAD-7, but independent samples t tests revealed that these differences were not significant (PHQ-9: t36=1.53, P=.14; GAD-7: t36=0.82, P=.42). The group means for CORE-10 and CCAPS distress index met moderately severe clinical threshold, and the TAU group scored higher than the intervention group for the CCAPS distress index; however, this difference was not significant (t34=1.11, P=.55). The remaining group differences between the CCAPS-62 subscales were also not significant (depression: t34=1.42, P=.11; generalized anxiety: t34=1.58, P=.12; social anxiety: t34=1.84, P=.08; academic distress: t34=1.11, P=.17; eating concerns: t34=1.22, P=.23; family distress: t34=1.19, P=.55; hostility: t34=1.11, P=.85; substance use: t34=1.38, P=.13).

---

[42] Broglia et al. JMIR Mhealth Uhealth 2019 | vol. 7 | iss. 8 | e14318 | p.253

http://mhealth.jmir.org/2019/8/e14318/
Table 1. Baseline scores on clinical measures on the Physical Health Questionnaire–9, Generalized Anxiety Disorder–7, Clinical Outcomes in Routine Evaluation Outcome Measure–10, and Counseling Center Assessment of Psychological Symptoms–Distress Index across intervention and treatment as usual groups from a feasibility trial.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Baseline clinical scores across groups</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Treatment as usual</td>
<td>Intervention</td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>Mean (SD)</td>
<td>Min-Max</td>
<td>N</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>18</td>
<td>17.58 (5.99)</td>
<td>10-26</td>
<td>20</td>
<td>15.00 (4.71)</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>18</td>
<td>13.75 (4.56)</td>
<td>5-19</td>
<td>20</td>
<td>13.92 (4.27)</td>
</tr>
<tr>
<td>CORE-10&lt;sup&gt;e,f&lt;/sup&gt;</td>
<td>11</td>
<td>22.64 (6.44)</td>
<td>13-32</td>
<td>17</td>
<td>23.18 (5.41)</td>
</tr>
<tr>
<td>CCAPS-62&lt;sup&gt;g,h&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>16</td>
<td>2.70 (0.69)</td>
<td>1.31-3.54</td>
<td>20</td>
<td>2.30 (0.92)</td>
</tr>
<tr>
<td>Generalized anxiety</td>
<td>16</td>
<td>2.70 (0.85)</td>
<td>1.44-4.00</td>
<td>20</td>
<td>2.26 (0.80)</td>
</tr>
<tr>
<td>Social anxiety</td>
<td>16</td>
<td>3.00 (0.59)</td>
<td>1.86-3.86</td>
<td>20</td>
<td>2.53 (0.90)</td>
</tr>
<tr>
<td>Academic distress</td>
<td>16</td>
<td>2.79 (0.98)</td>
<td>1.40-4.00</td>
<td>20</td>
<td>2.34 (0.93)</td>
</tr>
<tr>
<td>Eating concerns</td>
<td>16</td>
<td>1.49 (0.96)</td>
<td>0.00-3.33</td>
<td>20</td>
<td>1.13 (0.82)</td>
</tr>
<tr>
<td>Family distress</td>
<td>16</td>
<td>1.11 (0.79)</td>
<td>0.17-2.83</td>
<td>20</td>
<td>1.05 (0.87)</td>
</tr>
<tr>
<td>Hostility</td>
<td>16</td>
<td>1.57 (0.93)</td>
<td>0.29-2.86</td>
<td>20</td>
<td>1.59 (0.95)</td>
</tr>
<tr>
<td>Substance use</td>
<td>16</td>
<td>0.77 (1.20)</td>
<td>0.00-4.00</td>
<td>20</td>
<td>0.93 (0.94)</td>
</tr>
<tr>
<td>Distress index</td>
<td>16</td>
<td>2.68 (0.66)</td>
<td>1.42-3.75</td>
<td>20</td>
<td>2.40 (0.82)</td>
</tr>
</tbody>
</table>

<sup>a</sup>P value from independent samples t test comparing treatment as usual and intervention group means.

<sup>b</sup>PHQ-9: Physical Health Questionnaire, 9-item.

<sup>c</sup>PHQ-9 and GAD-7 clinical boundaries: 0-5 = mild, 6-10 = moderate, 11-15 = moderately severe, 16-20/21 = severe.

<sup>d</sup>GAD-7: Generalized Anxiety Disorder, 7-item.

<sup>e</sup>CORE-10: Clinical Outcomes in Routine Evaluation Outcome Measure, 10-item.

<sup>f</sup>CORE-10 clinical boundaries: 0-5 = healthy, 5-10 = low, 10-15 = mild, 15-20 = moderate, 20-25 = moderately severe.

<sup>g</sup>CCAPS-62: Counseling Center Assessment of Psychological Symptoms, 62-item.

<sup>h</sup>CCAPS-Distress Index clinical boundaries: 12.1 = low, 2.15 = elevated.

Clinical Change

Participants in the intervention group on average received 5 counseling sessions (mean 4.73 [SD 1.62], minimum 2, maximum 9), and TAU participants received 4 (mean 5.29 [SD 1.73], minimum 2, maximum 10). The average waiting period between counseling sessions was approximately 4 days longer for the TAU group than the intervention group (TAU mean 19.50 [SD 16.43], minimum 4, maximum 75; intervention mean 15.92 [SD 6.91], minimum 7, maximum 31). As shown in Figures 2 and 3 both the TAU and intervention groups decreased their distress scores across counseling sessions for all CCAPS subscales but not for the CORE-10. By session 6, both groups had decreased their scores on social anxiety, alcohol use, and hostility to a large enough extent to leave the clinical group they met at session 1 (ie, below the elevated or low clinical boundary). This was also true for the intervention group mean for academic distress and eating concerns.
Figure 2. Clinical change scores for CORE-10 and CCAPS subscales across therapy sessions 1 to 6 for the TAU and intervention groups of the feasibility trial. CORE-10: Clinical Outcomes in Routine Evaluation Outcome Measure, 10-item; CCAPS-62: Counseling Center Assessment of Psychological Symptoms, 62-item; TAU: treatment as usual.
Pre-Post Clinical Change

Clinical change was calculated as the difference between clinical scores for measures administered at baseline, 3 months, and 6 months following recruitment. All participants had completed counseling by the 6-month follow-up period. However, clients in both groups were still receiving treatment during the 3-month follow-up period. Depression and anxiety were measured at baseline, 3 months, and 6 months with the PHQ-9 and GAD-7. Figure 4 shows that PHQ-9 scores of both groups decreased between the baseline and 3-month follow-up period and continued to decrease slightly at the 6-month follow-up. GAD-7 scores of both groups also decreased between the baseline and 3-month follow-up but to a lesser extent than the PHQ-9 scores. By the 6-month follow-up, GAD-7 scores of the TAU clients had increased whereas GAD-7 scores of the intervention clients continued to decrease, and this difference was significant (GAD-7: $t_{22}=3.46, P=.002$). The difference between PHQ-9 scores at follow-up, however, was not significant (PHQ-9: $t_{22}=1.30, P=.21$).
Reliable and Clinically Significant Improvement

All clients in the feasibility trial met the criteria to calculate RCSI in line with the established criteria [41], which required clients to obtain a PHQ-9 $\geq 10$ at baseline for depression, have decreased this score by $\geq 6$ points, and have a post-counseling score of $<10$ (below the clinical threshold). The criteria for RCSI for anxiety required clients to obtain a GAD-7 $\geq 8$ at baseline, have decreased this score by $\geq 5$ points and have a post-counseling score of $<8$. If client post-counseling scores decreased by $\geq 6$ points on the PHQ-9 or $\geq 5$ points on the GAD-7 but their scores are not below the clinical thresholds, they have made a reliable improvement. Tables 2 and 3 show that at 6 months, 75% (9/12) of TAU clients met RCSI on the PHQ-9 and 17% (2/12) met RCSI on the GAD-7. Fewer intervention clients met RCSI on the PHQ-9 by 6 months compared with TAU clients. By contrast, more intervention clients met RCSI on the GAD-7 by 6 months, and 50% (6/12) met RCSI at 3 months.
Table 2. Individual treatment as usual participant scores on the Physical Health Questionnaire–9 and Generalized Anxiety Disorder–7 at baseline and 3- and 6-month follow-up measures with reliable and clinically significant improvement indicators.

<table>
<thead>
<tr>
<th>Measure across time</th>
<th>PHQ-9&lt;sup&gt;a&lt;/sup&gt;</th>
<th>GAD-7&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>3 month FU&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Individual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>22</td>
<td>18</td>
</tr>
<tr>
<td>12</td>
<td>10</td>
<td>4&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>10&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>17</td>
<td>13</td>
<td>6&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>19</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>26</td>
<td>23</td>
<td>20</td>
</tr>
<tr>
<td>28</td>
<td>23</td>
<td>20</td>
</tr>
<tr>
<td>31</td>
<td>25</td>
<td>10&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>34</td>
<td>26</td>
<td>14&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>35</td>
<td>18</td>
<td>12&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>36</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>41</td>
<td>13</td>
<td>7&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Aggregate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>17.58</td>
<td>11.58</td>
</tr>
<tr>
<td>SD</td>
<td>5.99</td>
<td>5.38</td>
</tr>
<tr>
<td>Minimum</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>Maximum</td>
<td>26</td>
<td>20</td>
</tr>
<tr>
<td>RI&lt;sup&gt;f&lt;/sup&gt; count, n (%)</td>
<td>____&lt;sup&gt;g&lt;/sup&gt;</td>
<td>7 (58)</td>
</tr>
<tr>
<td>RCSI&lt;sup&gt;h&lt;/sup&gt; count, n (%)</td>
<td>____</td>
<td>3 (25)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ-9: Physical Health Questionnaire, 9-item.
<sup>b</sup>GAD-7: Generalized Anxiety Disorder, 7-item.
<sup>c</sup>FU: follow-up.
<sup>d</sup>RI scores decreased by ≥6 points on the PHQ-9 and ≥5 points on the GAD-7.
<sup>e</sup>RCSI scores meet RI criteria and have postcounseling scores below the clinical cut-points.
<sup>f</sup>RI: reliable improvement.
<sup>g</sup>Not applicable, as RI and RCSI scores must be calculated from two data points.
<sup>h</sup>RCSI: reliable and clinically significant improvement.
### Table 3. Individual intervention participant scores on the Physical Health Questionnaire–9 and Generalized Anxiety Disorder–7 at baseline and 3- and 6-month follow-up measures with reliable and clinically significant improvement indicators.

<table>
<thead>
<tr>
<th>Measure across time</th>
<th>PHQ-9&lt;sup&gt;a&lt;/sup&gt;</th>
<th>GAD-7&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>3 month FU&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Individual</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02</td>
<td>23</td>
<td>6&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>03</td>
<td>16</td>
<td>9&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>04</td>
<td>15</td>
<td>6&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>05</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>06</td>
<td>18</td>
<td>9&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>08</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>13</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>14</td>
<td>24</td>
<td>10&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>22</td>
<td>16</td>
<td>8&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>23</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>27</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td><strong>Aggregate</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>15.00</td>
<td>8.00</td>
</tr>
<tr>
<td>SD</td>
<td>4.71</td>
<td>1.48</td>
</tr>
<tr>
<td>Minimum</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Maximum</td>
<td>24</td>
<td>10</td>
</tr>
<tr>
<td>RI&lt;sup&gt;f&lt;/sup&gt; count, n (%)</td>
<td>—&lt;sup&gt;g&lt;/sup&gt;</td>
<td>6 (50)</td>
</tr>
<tr>
<td>RCSI&lt;sup&gt;h&lt;/sup&gt; count, n (%)</td>
<td>—</td>
<td>5 (42)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ-9: Physical Health Questionnaire, 9-item.
<sup>b</sup>GAD-7: Generalized Anxiety Disorder, 7-item.
<sup>c</sup>FU: month follow-up.
<sup>d</sup>RCSI scores meet RI criteria and have post-counseling scores below the clinical cut-points.
<sup>e</sup>RIO scores decreased by ≥6 points on PHQ-9 and ≥5 points on GAD-7.
<sup>f</sup>RI: reliable improvement.
<sup>g</sup>Not applicable, as RI and RCSI scores must be calculated from two data points.
<sup>h</sup>RCSI: reliable and clinically significant improvement.

### Discussion

#### Principal Findings

This study reports on the feasibility, benefits, and challenges of supplementing counseling with a well-being app for students experiencing anxiety or depression. The trial assessed essential design elements to inform how well the trial was implemented into a service and whether the intervention was acceptable. The aim of the trial was to explore the feasibility and acceptability of supplementing counseling with a well-being app and whether this, in turn, had positive clinical outcomes.

#### Primary Feasibility Outcomes

The trial was conducted in a naturalistic setting and embedded into a student counseling service with early engagement from the therapeutic team. The design of the trial and subsequent intervention was developed with high stakeholder engagement from across the higher education counseling sector including service users, providers, and experts in the field of trial design. This collaborative approach aimed to minimize service disruption, optimize acceptability, and streamline the recruitment capacity of the service. Recruitment mirrored routine practice as far as possible in that therapist availability to take on new clients was a key factor. Recruitment delays were anticipated because of the reliance on therapist availability, but further...
delays were introduced from breaks in staff contracts and therapists managing full caseloads.

A challenge of embedding a trial into practice is implementing the additional research requirements without negatively impacting the service. Randomization was a concern for this reason, and identifying randomization acceptability can help to alleviate disruption. Only one participant reported that they would have withdrawn if they had been randomized to the alternative condition, suggesting that randomization would be acceptable in a fully powered trial. While client preferences did not impact participation, evidence suggests that discussing and measuring client preference is associated with higher treatment satisfaction, engagement, and clinical outcomes [43]. Clients perceiving desirable components in both conditions also highlights a benefit of using active control groups compared with traditional wait-list control groups. This design choice is particularly relevant for the student counseling context as research suggests that comparing an active treatment against a wait-list control group is not an accurate comparison when testing short-term psychotherapy for depression or social anxiety [44].

Secondary Feasibility Outcomes

Clients in both groups decreased their levels of distress and clinical severity on all outcome measures as they progressed through counseling. This gradual reduction across counseling was observed despite clients in both groups entering counseling with moderately severe scores. The symptom profile of clients was multifaceted and particularly elevated for social anxiety, academic distress, depression, and generalized anxiety. These symptoms complement findings on the CCAPS from other UK-derived student counseling samples [37]. The elevated symptoms of social anxiety, depression, and generalized anxiety mimic three prevalent conditions reported in primary care with the additional impact on academic performance. In our counseling sample, the reduction of clinical scores across counseling provides preliminary evidence on the effectiveness of student counseling embedded in higher education.

In addition to the clinical improvement observed during counseling, depression scores for the majority of clients across both groups reliably improved by the end of the trial (ie, at 6-month follow-up). The addition of the well-being app had a larger impact on anxiety than depression as clients using the app reliably decreased their anxiety scores sooner and to a greater extent than clients who only received counseling. The group difference in anxiety is noteworthy because it was achieved despite clients entering the trial with similar levels of anxiety across the groups. This suggests that the addition of the app contributed to the group difference observed at the end of the trial, suggesting that counseling augmented with the app may be more effective than counseling alone at reducing anxiety. Given the aforementioned pressures on student counseling services, this finding has important implications for counseling services and the wider student population. The use of app-augmented counseling may be a way for counseling services embedded in higher education institutions to do more with less.

Limitations and Future Research

Feasibility trials are, by nature, underpowered and explorative because they provide the groundwork for clinical trials and inform key design elements. Research embedded into practice must also be pragmatic to ensure that trials are sufficiently implemented with minimal disruption to the service. These necessary design decisions introduced variability across the trial and potentially diluted the quality of the intervention. The delivery of the intervention needed to be flexible for several reasons. For instance, in-house counseling is variable across therapists and institutions because services are designed to respond to the unique needs of their students. Counseling is also more variable than other forms of therapy (eg, CBT), and at the time the trial was being designed, there was limited direction from clinical manuals. Another necessity for the flexibility of the trial was to ensure that client risk was at the forefront of any design decision as the intervention had not been previously tested. That is, supplementing short-term counseling with guided use of a well-being app in the student context was a new concept, and there was little research or clinical experience that could anticipate risk. It was, therefore, a collective decision not to randomize at this stage, and this decision limits the implications of the subsequent feasibility trial.

Blended face-to-face and app approaches have proven effective in other domains [45], and student counseling seems an appropriate setting in which to develop this approach further. For example, evidence from RCTs has shown internet and app-based interventions to be particularly effective at reducing depressive symptoms [46]. These findings have been demonstrated across a range of technologies and therapeutic approaches including guided internet CBT with text message reminders, internet-delivered mindfulness, and an internet-delivered prevention program comprising self-monitoring and relaxation exercises [47]. Additional lines of research could include the introduction of an app precounseling, which could help to bridge a treatment gap by offering simple guided exercises through the convenience and privacy of a mobile phone. Offering well-being apps while waiting for counseling has the potential to prepare students by providing a means to self-monitor moods, thoughts, and behaviors to take to counseling. Future research would benefit from adopting clear descriptions of blended interventions involving counseling in order to build the evidence base and inform training and guidelines as much of the literature is dominated by blended interventions offering CBT. Regarding the design and implementation of the feasibility trial, future research should consider the need for pragmatic research methodologies to explore outcomes from natural settings that translate to routine practice.

Conclusion

Mobile apps for health and well-being have become ubiquitous and have been developed quicker than research has been able to evaluate their quality [17]. This disconnect has led to a large proportion of apps becoming available without the necessary evidence to validate the quality or efficacy of app content. However, increased awareness of this evidence gap has sparked the development of new quality frameworks, assessment criteria,
and a shared acceptance to co-create new technologies with clinical expertise and embedded evaluations [48]. The future of digital technology is promising for addressing some of the treatment barriers of traditional therapeutic interventions and provides an innovative solution to extend existing services. Offering therapeutic technologies as a low-level preventative measure for subclinical symptoms of depression is particularly promising for the student population and has been shown to be effective. Using apps as an adjunct to counseling also offers a unique solution to addressing some of the attrition issues observed in student counseling services by encouraging self-guided support between face-to-face sessions. This blended approach in our study was shown to be acceptable and feasible and showed potential to maintain clinical improvement on anxiety following the completion of brief counseling.
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Abstract

Background: Cue exposure therapy (CET) is a psychological approach developed to prepare individuals with alcohol use disorder (AUD) for confronting alcohol and associated stimuli in real life. CET has shown promise when treating AUD in group sessions, but it is unknown whether progressing from group sessions to using a mobile phone app is an effective delivery pathway.

Objective: The objectives of this study were to investigate (1) whether CET as aftercare would increase the effectiveness of primary treatment with cognitive behavior therapy, and (2) whether CET delivered through a mobile phone app would be similarly effective to CET via group sessions.

Methods: A total of 164 individuals with AUD were randomized to one of three groups: CET as group aftercare (CET group), CET as fully automated mobile phone app aftercare (CET app), or aftercare as usual. Study outcomes were assessed face-to-face at preaftercare, postaftercare, and again at 6 months after aftercare treatment. Generalized mixed models were used to compare the trajectories of the groups over time on drinking, cravings, and use of urge-specific coping skills (USCS).

Results: In all, 153 of 164 individuals (93%) completed assessments both at posttreatment and 6-month follow-up assessments. No differences in the trajectories of predicted means were found between the experimental groups (CET group and app) compared with aftercare as usual on drinking and craving outcomes over time. Both CET group (predicted mean difference 5.99, SE 2.59, z=2.31, P=.02) and the CET app (predicted mean difference 4.90, SE 2.26, z=2.31, P=.02) showed increased use of USCS compared to aftercare as usual at posttreatment, but this effect was reduced at the 6-month follow-up. No differences were detected between the two experimental CET groups on any outcomes.

Conclusions: CET with USCS delivered as aftercare either via group sessions or a mobile phone app did not increase the effectiveness of primary treatment. This suggests that CET with USCS may not be an effective psychological approach for the aftercare of individuals treated for AUD.

Trial Registration: ClinicalTrials.gov NCT02298751; https://clinicaltrials.gov/ct2/show/NCT02298751

(JMIR Mhealth Uhealth 2019;7(8):e13793) doi:10.2196/13793
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Introduction

Background

In Western societies, individuals with an alcohol use disorder (AUD) are constantly exposed to alcohol and associated cues in their everyday life. Even when successfully treated with evidence-based psychological approaches, such as cognitive behavioral therapy, this pervasive exposure can induce cue-controlled cravings and lead to relapses, with devastating personal, familial, and socioeconomic consequences and increased burden on national health care resources.

Cue exposure therapy (CET) is a behavioristic, psychological approach to treating AUD that aims to reduce cue-induced cravings by repeatedly exposing individuals with AUD to relevant alcohol cues and hindering their habitual drinking response [1-5]. AUD individuals can thus reduce their cue reactivity and better prepare to navigate in society.

Although CET seems to target one of the main challenges for relapse, a recent meta-analysis of controlled trials of CET for the treatment of AUD found no effect to small overall additional effects when CET was compared with other active control conditions. However, analysis of a priori defined trial covariates indicated that the type of CET and active comparison might be crucial for its effectiveness. CET combined with urge-specific coping skills (USCS) proved to be a better option for treating AUD than conventional CET [6]. During CET with USCS, individuals are initially taught coping skills and are then exposed to their preferred alcohol to generate cue-induced cravings. When the cravings peak in intensity during the exposure, the individual is actively encouraged to apply a USCS to reduce the cravings to a manageable level. This is in contrast to more conventional CET approaches in which cravings are expected to decrease without the use of USCS [7,8]. The meta-analysis also indicated that CET may prove more effective when compared with other active control conditions than cognitive behavioral therapy [6]. This is expected because cognitive behavioral therapy is one of the most effective evidence-based psychological interventions for AUD [9-12]. Furthermore, cognitive behavioral therapy has much in common with CET, especially when combined with USCS (eg, thinking about negative or positive consequences of alcohol consumption), and often integrates CET when treating other psychiatric disorders (eg, [13-15]). Currently, cognitive behavioral therapy and CET are segregated when targeting AUD and other substance use disorders, in which the emphasized difference is the in vivo exposure element featured in CET. No study has compared CET with USCS to cognitive behavioral therapy, and it is therefore not possible to disentangle the effects of type of CET from the type of comparison treatment. An important research question is whether CET combined with USCS increases the effectiveness of cognitive behavioral therapy as patients can practice coping skills while they are exposed to alcohol cues in vivo and thus experiencing cue-induced cravings.

When offering evidence-based primary and add-on aftercare AUD treatments, such as CET with USCS, the duration of the treatment is often shortened and may even be performed in group settings rather than individual sessions [10]. Due to the heavy burden on health care resources, this in itself may be an advantage of implementing evidence-based treatment strategies. Moreover, we may be experiencing another paradigm change in treatment delivery pathways, progressing from individual and group sessions to eHealth interventions through mobile devices [16-20], which could also lower the costs of treatment. Group therapies are effective for many psychological approaches [21], but little is known about the effectiveness of psychological interventions delivered through eHealth interventions, such as computers, tablets, and mobile phones [17,21-24]—and especially when delivered through a mobile phone app [23,25-27]. Preliminary evidence indicates that CET is equally effective in group settings as in individual sessions [28-30], but we do not know if a mobile phone app featuring CET with USCS would be as effective as CET delivered in group sessions.

Objectives

The objectives of this study are two-fold: (1) to investigate whether CET with USCS (based on a published treatment manual) delivered as aftercare would increase the effectiveness of cognitive behavioral therapy compared with aftercare as usual and (2) to investigate whether CET with USCS delivered through a mobile phone app would be noninferior to CET with USCS via group sessions. In light of available evidence, it was hypothesized that the experimental CET aftercare groups would achieve superior outcomes (such as alcohol consumption, urges or cravings, and coping skills) compared with active controls treated with aftercare as usual. It was an explorative research question whether a CET mobile phone app was noninferior to the group therapy.

Methods

The trial was registered in ClinicalTrials.gov (ID: NCT02298751) on November 6, 2014, and was conducted based on the CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile HEalth Applications and onLine TeleHealth) statement [31,32]. The CONSORT flow diagram is presented in Multimedia Appendix 1. The study methods are presented in more detail elsewhere [33,34].

Study Design and Setting

The CET aftercare study was conducted as a single-site, investigator-blinded, parallel randomized controlled trial (RCT) in an outpatient alcohol treatment clinic in Funen, Denmark. Most individuals with AUD are offered outpatient treatment when seeking treatment in Denmark. The public outpatient treatment is paid via taxes and is open for self-referral, and patients can remain anonymous during treatment [35]. Only alcohol problems are treated at the outpatient clinic; individuals with mainly illegal drug abuse are treated elsewhere. Individuals with alcohol and/or illegal drug abuse in combination with major psychiatric disorders (schizophrenia, bipolar disorders) are also treated elsewhere.

Primary Treatment at the Outpatient Alcohol Clinic

The primary treatment lasts 3 months and consists of both pharmacological and psychological treatment. At treatment entry, the individual is offered detoxification, if this is needed, and other pharmacological treatment (eg, disulfiram,
acamprosate, naltrexone) as appropriate. The psychological treatment consists of cognitive behavioral therapy provided during 1-hour individual or group sessions and usually consists of eight sessions. The treatment course is planned together with the individual, and the therapy typically incorporates psychoeducation, functional analysis of drinking situations, development of coping strategies (eg, waiting out until the urges pass, thinking about the negative consequences of drinking, thinking about positive consequences of sobriety, and intake of alternative food and beverage), problem solving, and homework between sessions. The psychological treatments are delivered by therapists who are nurses and social workers educated within the treatment range. Supervision is frequent, and psychiatrists regularly monitor the treatment course [36].

Recruitment
Study participants were recruited from June 1, 2015, to June 1, 2017. Shortly before concluding the standard 3-month primary treatment at the outpatient clinic, the individuals were briefly informed about the aftercare project. The information was given in the second-last session of the treatment, during which the patients were given written information about the aftercare study and were asked by the therapist if they would be willing to meet with a research assistant immediately after the end of treatment to learn more about the aftercare project. Willing individuals then received additional oral and written project information from the research assistant. After informed consent was obtained, the preaftercare interview was carried out, and individuals fulfilling the eligibility criteria were randomized to one of the three aftercare treatment groups described subsequently.

Eligibility Criteria
To be eligible for inclusion in the study, individuals had to provide informed written consent, be aged between 18 and 80 years, and have completed primary treatment. Individuals who did not speak Danish, had an acute psychotic disorder, severe cognitive impairment, or terminal somatic illness were not eligible to participate.

Randomization
Randomization occurred using computerized urn randomization. To ensure adequate allocation concealment, the random allocation sequence was generated by a statistician so that the research team was not involved in generating the sequence. In contrast to simple or block randomization, urn randomization is dynamic, and the probability of treatment assignment changes depending on the degree of treatment imbalance throughout the trial. Increased probability of randomization to the groups with the least number of participants increases systematically. This ensures allocation balance throughout the study and random allocation of covariates.

Experimental and Control Aftercare Groups
Individuals who fulfilled the eligibility criteria were randomized to one of three aftercare treatment groups: (1) CET as group aftercare (CET group), (2) CET as a mobile phone app aftercare (CET app), or (3) aftercare as usual.

Cue Exposure Therapy Aftercare Delivered as Group Therapy
The CET aftercare in groups was conducted according to Monty and coworkers’ treatment manual for CET with USCS [28], which emphasizes the importance of individuals being confronted with alcohol to reduce cue-induced cravings. During each CET session, the individual is introduced or reintroduced to effective USCS and afterward required to practice the learned strategies while exposed to alcohol in vivo. The recommended coping strategies are (1) waiting it out, (2) thinking about the negative consequences of drinking, (3) thinking about the positive consequences of sobriety, and (4) alternative food and beverage intake. Participants were required to turn up for therapy every other week for 8 weeks (four sessions of 120 minutes each, with a maximum of eight patients in each group). Similar to cognitive behavioral therapy, the aftercare treatment was delivered by therapists (nurses and social workers trained for the purpose), and frequent supervision was conducted by a psychiatrist specialized in psychotherapy throughout the treatment phase of the study. Fidelity to the aftercare treatment manual was ensured by assessing and analyzing a 10% random sample of audio-recorded group treatment sessions.

Cue Exposure Therapy Aftercare Via a Mobile Phone App
Based on the same treatment manual as the group CET approach, the CET aftercare intervention was transformed into a fully automated mobile phone app (see Figure 1).
The app was individually adaptive in terms of the featured coping strategies and the alcohol exposure material. Exposure to alcohol was simulated by watching one of eight alcohol videos on the mobile phone (e.g., beer, red or white wine, mixed alcoholic drinks, hard liquor), which allowed individuals to select their preferred beverage as the exposure material. The alcohol exposure videos imitated sessions with a therapist, and the alcohol presented in the videos became increasingly appetitive during the exposure session to induce cue-controlled cravings. The app contained a direct phone number to a CET therapist in case of uncontrollable cravings, and the app was only accessible during the opening hours of the alcohol outpatient clinic (Monday to Friday from 9 am to 6 pm) so that the patient could meet the therapist and get help to control the cravings. Individuals could practice exposure once a day, four times a week (a maximum of 32 sessions of approximately 15 minutes each), and they were supposed to receive a reminder every week. Due to technical issues, the software failed to send text messages to remind patients to use the app on a regular basis.

Aftercare as Usual

Aftercare as usual consisted of one individual follow-up session during which individuals were asked how they were doing and, if needed, were offered a brush-up of the coping strategies taught during primary treatment with cognitive behavioral therapy. The aftercare as usual session was offered 8 weeks after discharge from primary treatment, and the session lasted 60 minutes.

Measures

Primary Treatment Measures

Demographic data were recorded for all patients when they entered primary alcohol treatment. The AUD assessment using the *International Classification of Diseases, Tenth Revision* Diagnostic Criteria for Research [37,38]) and the Addiction Severity Index [39,40] formed part of the routine clinical investigation and was carried out for all individuals at both the start and completion of the primary treatment. The Addiction Severity Index measured domains related to addictive behavior, including an alcohol domain indicating the severity and remission state of the AUD [39,41].

Cue Exposure Therapy Aftercare Outcome Measures

After primary treatment and before randomization, individuals fulfilling the eligibility criteria were further assessed on measures aimed at assessing primary and secondary outcomes to determine the effects of CET aftercare treatment. Data were collected at preaftercare (i.e., after primary treatment but before entering aftercare), after 2 months (at postaftercare treatment), and again at 6 months (completion of aftercare treatment).

Primary Study Outcomes: Alcohol Consumption

Alcohol consumption measures were derived from Timeline Follow Back, which involves using a calendar to identify alcohol consumption patterns in the last 30 days [42-44]. The following variables were derived from this measure: sensible drinking (drinking ≤14 drinks per week for women and ≤21 drinks per week for men, as well as ≤5 drinks per day for both genders as recommended by the Danish Health Authorities [45]), abstinence, drinking days, and days with excessive drinking.
(drinking >5 drinks per day, where one drink contains 12 grams of ethanol) in the past 30 days.

**Secondary Study Outcomes: Cravings and Urge-Specific Coping Skills**

The Visual Analog Scale (VAS) comprises single items used to measure the degree of alcohol cravings on scales ranging from 0 to 10, with 0 representing no cravings and 10 representing extreme cravings. The scale is presented visually on a ruler; individuals were requested to report the mean level and the peak level of cravings experienced during the last 30 days [46-48].

The 22-item Urge-Specific Coping Skills Questionnaire (USCSQ) assesses 11 coping strategies that the patient may currently be using and the effectiveness of each of these when experiencing cravings or urges to drink. The strategies include those taught in primary cognitive behavioral therapy treatment and/or the CET intervention groups. Items are rated on scales ranging from 0 (never) to 10 (always) [7].

Although the routine assessments were conducted by the outpatient clinic staff, the primary and secondary study outcomes were assessed by research assistants. Attempts were made to retain participants in posttreatment assessments, even if they withdrew from aftercare.

**Real-Time Measures of Cue-Induced Cravings**

Participants in the two experimental CET arms were also asked to rate the degree of real-time cue-induced cravings experienced. Urges were measured on scales ranging from 0 (no urges) to 10 (severe urges) at three different time points: (1) at baseline (before exposure), (2) when the urge was expected to peak (during exposure), and (3) at the endpoint (after exposure) [7]. These real-time cue-induced urges were assessed by therapists for CET group and by software for CET app.

**Data Analysis**

Sample characteristics were described for sociodemographic, primary, and secondary measures at baseline using frequencies for categorical variables, mean and standard deviation (SD) for normally distributed variables, and median and interquartile range (IQR) for nonnormally distributed variables.

**Real-Time Cue-Induced Cravings**

The real-time cue-induced craving measures were analyzed using Wilcoxon rank test (Mann-Whitney) to determine whether the experimental groups differed from each other. Proxy measures were calculated for the intensity of the urge induced by the selected exposure video and the effectiveness of the selected USCS in reducing the urge. The first measure was calculated by subtracting the baseline measure from the peak measure. The effectiveness of the USCS was calculated by subtracting the endpoint measure from the peak measure.

**Aftercare Treatment Outcomes**

Generalized linear mixed models were used to examine the trajectories of the primary and secondary outcomes by group allocation over time. Specifically, we wanted to examine how alcohol consumption, cravings, and USCS were influenced by the variable time point (preaftercare, postaftercare, and 6-month follow-up) and the interaction between time point and group (CET group, CET app, and aftercare as usual).

The alcohol consumption outcomes for sensible drinking and abstinence were coded dichotomously and analyzed with mixed-effects logistic regression models. Drinking days and days with excessive drinking met the assumptions for mixed-effects linear regression models and were analyzed accordingly. Similarly, cravings and USCS were analyzed with mixed-effects linear regression models.

Fixed effects consisted of time point and group/time point interaction. Because patients were randomized into three groups, this interaction tests for the existence of a treatment effect over time. All models included a subject-specific random intercept and allowed for a subject-specific random slope over time. Assuming the dropout mechanism is missing at random, these models deal efficiently with missing values due to dropout using the maximum likelihood estimator (missing were 7%, n=11 in both the first and second follow-ups). Therefore, with the mixed-effects model approach, all available data were used. If there was an overall significant interaction effect between group and any one time point, we examined whether the change over time differed between the groups and the time point using contrasts.

Two analyses were performed for each outcome measure: (1) intention-to-treat analysis (ie, irrespective of whether individuals had completed the interventions or were reinterviewed), and (2) completer (on-treatment) analyses for AUD individuals who had completed the respective intervention (completed all four CET with USCS sessions at least once or completed the aftercare as usual). The significance level was set at 5%, and two-sided analyses were conducted. All analyses were conducted using Stata version 15.

**Sample Size**

The sample size was calculated based on sensible drinking, which represents abstinence and not drinking excessively at any occasion or over time (ie, ≤5 standard drinks on one occasion, or drinking ≤14 drinks for women or ≤21 drinks for men per week). The power calculation was estimated from quality assurance and research data from the outpatient alcohol treatment clinic participating in this study. With the current treatment regimen, 65% of the patients have sensible drinking habits 6 months after treatment (information stemming from local continuous monitoring of the treatment quality). To detect an effect by comparing the three groups, a sample of 100 patients in each group was needed for 90% power of detecting a difference corresponding to an improvement of 18% using a 5% level of statistical significance.

**Statement of Ethics**

The study protocol was approved by the Regional Scientific Ethical Committees for Southern Denmark (Project-ID S-20140176) and was conducted according to the World Medical Association Declaration of Helsinki.
Results

Sample Characteristics
During the inclusion period, 323 individuals with AUD who fulfilled the eligibility criteria concluded primary treatment and were offered participation in the aftercare treatment study. Of these, 159 individuals declined to participate, and 164 (51%) were enrolled in the study and completed preaftercare assessment (see Multimedia Appendix 1). A total of 153 of 164 (93%) individuals completed the postaftercare assessment and the 6-month follow-up: 94% (51/54) in CET group, 91% (49/54) in CET app, and 95% (53/56) in aftercare as usual.

As shown in Table 1, approximately 70% of the sample was relatively well-educated having completed either vocational training, a bachelor degree at vocational academies or university colleges (≤4 years), or a university degree or other higher education (>4 years) after finishing elementary school or high school. Approximately 50% of the sample were employed, and 10% were students receiving grants, state loans, and employment income. Approximately 35% were pensioned (mainly due to retirement), and the rest of the sample was temporarily out of employment, on sickness benefit, unemployment benefit, or cash assistance.

The preaftercare alcohol consumption measures indicated that the sample was successfully treated during the primary treatment course: 80% (132/164) achieved sensible drinking and 70% (115/164) achieved total abstinence. Among individuals who reported being nonabstinent (n=46), the median number of drinking days was 3 (IQR 4), and days with excessive drinking was median 1.5 (IQR 2). In addition, the level of cravings ranged from low to moderate on the VAS. Before initiation of the aftercare interventions, the use and perceived effectiveness of the USCS were high, particularly for “thinking about the negative consequences of drinking” and “thinking about the positive consequences of sobriety.” This could be expected given that the primary psychological treatment was cognitive behavioral therapy.

Aftercare Treatment Retention
During the aftercare intervention, 81% (44/54) of the individuals attended at least one CET group session, 78% (42/54) attended two CET group sessions, 74% (40/54) attended three CET group sessions, and 67% (36/54) participated in all four group sessions. Similarly, 78% (42/54) completed at least one CET app session, 72% (39/54) completed two CET app sessions, 53% (29/54) completed CET app sessions, and 41% (22/54) completed at least four CET app sessions. In total, 73% (41/56) completed aftercare as usual.

Real-Time Cue-Induced Cravings
In line with the low level of cravings as measured by the VAS, a low intensity of real-time cue-induced cravings was observed during CET with USCS treatment. From the beginning of the alcohol exposure session until the urge intensity was supposed to peak, the CET group reported a median increase of 2.25 (IQR 2.46); when applying the USCS from the peak urge until the session ended, the median reduction was 2.25 (IQR 2.88). The CET app group showed a median increase of 0.19 (IQR 2.08) from the onset of exposure to the peak measure, followed by a median reduction of 0.37 (IQR 2.0).

Aftercare Treatment Outcomes
As shown in Table 2, there were significant effects of time on all primary outcomes. Although the decrease in predicted mean sensible drinking from preaftercare to postaftercare was not significant (predicted mean change [PMC] −0.06, SE 0.04, \(z=−1.62\), \(P=1.1\)), the decrease in sensible drinking from preaftercare to 6-month follow-up was significant (PMC −0.17, SE 0.05, \(z=−3.07\), \(P=0.002\)) as was the decrease in abstinence from both preaftercare to postaftercare (PMC −0.12, SE 0.04, \(z=−3.15\), \(P=0.002\)) and to 6-month follow-up (PMC −0.27, SE 0.06, \(z=−4.92\), \(P<0.001\)). In line with these findings, fwe found significant increases in drinking days from preaftercare to postaftercare (PMC 1.18, SE 0.43, \(z=2.74\), \(P=0.006\)) and to 6-month follow-up (PMC 3.08, SE 0.61, \(z=5.03\), \(P<0.001\)), as well as in days with excessive drinking from preaftercare to postaftercare (PMC 1.03, SE 0.33, \(z=3.08\), \(P=0.002\)) and to 6-month follow-up (PM change 2.13, SE 0.46, \(z=4.60\), \(P<0.001\)).

Taken together, these changes showed that the total sample increased their drinking following treatment conclusion and following aftercare, and even began to relapse.

Table 3 and Figures 2 and 3 illustrate the intention-to-treat analyses for the trajectories of primary and secondary outcomes by group allocation over time.
Table 1. Sample characteristics before aftercare treatment with cue exposure treatment (CET) or aftercare as usual (N=164).

<table>
<thead>
<tr>
<th>Sample characteristics</th>
<th>CET app (n=54)</th>
<th>CET group (n=54)</th>
<th>Aftercare as usual (n=56)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>46 (14)</td>
<td>48 (13)</td>
<td>45 (12)</td>
</tr>
<tr>
<td>Age (years), range</td>
<td>19-68</td>
<td>18-80</td>
<td>23-69</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>39 (72)</td>
<td>45 (83)</td>
<td>43 (77)</td>
</tr>
<tr>
<td>Further education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>16 (30)</td>
<td>11 (21)</td>
<td>10 (19)</td>
</tr>
<tr>
<td>≤4 years</td>
<td>34 (63)</td>
<td>37 (71)</td>
<td>39 (74)</td>
</tr>
<tr>
<td>&gt;4 years</td>
<td>4 (7)</td>
<td>4 (8)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Income, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>29 (54)</td>
<td>24 (44)</td>
<td>27 (48)</td>
</tr>
<tr>
<td>Temporarily unemployed</td>
<td>12 (22)</td>
<td>10 (19)</td>
<td>18 (32)</td>
</tr>
<tr>
<td>Student</td>
<td>3 (6)</td>
<td>6 (10)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Pensioned</td>
<td>12 (22)</td>
<td>16 (30)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Disulfiram, n (%)</td>
<td>39 (21)</td>
<td>28 (15)</td>
<td>34 (19)</td>
</tr>
<tr>
<td>Alcohol consumption</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensible drinking, n (%)</td>
<td>40 (74)</td>
<td>48 (89)</td>
<td>40 (71)</td>
</tr>
<tr>
<td>Abstinence, n (%)</td>
<td>39 (72)</td>
<td>46 (80)</td>
<td>36 (64)</td>
</tr>
<tr>
<td>Drinking days, median (IQR(^a))</td>
<td>0 (2)</td>
<td>0 (0)</td>
<td>0 (2)</td>
</tr>
<tr>
<td>Days with excessive drinking, median (IQR)</td>
<td>0 (1)</td>
<td>0 (0)</td>
<td>0 (1)</td>
</tr>
<tr>
<td>Alcohol cravings (Visual Analog Scale), median (IQR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest urge</td>
<td>3 (7)</td>
<td>2 (6)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Mean urge</td>
<td>2 (3)</td>
<td>1 (4)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Urge-specific coping skills (USCSQ(^b)), median (IQR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waiting it out</td>
<td>3 (8)</td>
<td>4 (9)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Thinking about negative consequences</td>
<td>5 (8)</td>
<td>7 (7)</td>
<td>8 (6)</td>
</tr>
<tr>
<td>Thinking about the positive consequences</td>
<td>8 (8)</td>
<td>8 (8)</td>
<td>8 (5)</td>
</tr>
<tr>
<td>Alternative food and beverage intake</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (1)</td>
</tr>
<tr>
<td>Effectiveness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waiting it out</td>
<td>5 (10)</td>
<td>4.5 (9)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Thinking about the negative consequences</td>
<td>8 (8)</td>
<td>8 (5)</td>
<td>8 (6)</td>
</tr>
<tr>
<td>Thinking about the positive consequences</td>
<td>9 (5)</td>
<td>8 (5)</td>
<td>8 (5)</td>
</tr>
<tr>
<td>Alternative food and beverage intake</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (1)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.

\(^b\)USCSQ: urge-specific copings skills questionnaire.
Table 2. Predicted means of primary and secondary outcomes over time.

<table>
<thead>
<tr>
<th>Time point</th>
<th>Overall, PM\textsuperscript{a} (SE)</th>
<th>Overall change from pre-treatment, PMC\textsuperscript{b} (SE)</th>
<th>Time</th>
<th>z</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensible drinking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>0.77 (0.03)</td>
<td>—\textsuperscript{c}</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Posttreatment</td>
<td>0.71 (0.04)</td>
<td>−0.06 (0.04)</td>
<td>−1.62</td>
<td>.11</td>
<td></td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>0.61 (0.06)</td>
<td>−0.17 (0.05)</td>
<td>−3.07</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Abstinence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>0.71 (0.03)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Posttreatment</td>
<td>0.60 (0.05)</td>
<td>−0.12 (0.04)</td>
<td>−3.15</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>0.44 (0.06)</td>
<td>0.27 (0.06)</td>
<td>−4.92</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Drinking days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>1.65 (0.34)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Posttreatment</td>
<td>2.83 (0.46)</td>
<td>1.18 (0.43)</td>
<td>2.74</td>
<td>.006</td>
<td></td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>4.73 (0.63)</td>
<td>3.08 (0.61)</td>
<td>5.03</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Days with excessive drinking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>0.66 (0.13)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Posttreatment</td>
<td>1.69 (0.35)</td>
<td>1.03 (0.33)</td>
<td>3.08</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>2.80 (0.48)</td>
<td>2.13 (0.46)</td>
<td>4.60</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VAS\textsuperscript{d} mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>2.40 (0.18)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Posttreatment</td>
<td>2.45 (0.20)</td>
<td>0.05 (0.20)</td>
<td>0.23</td>
<td>.82</td>
<td></td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>2.56 (0.21)</td>
<td>0.15 (0.22)</td>
<td>0.68</td>
<td>.50</td>
<td></td>
</tr>
<tr>
<td>VAS peak</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>3.75 (0.27)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Posttreatment</td>
<td>4.23 (0.28)</td>
<td>0.48 (0.26)</td>
<td>1.88</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>3.85 (0.28)</td>
<td>0.10 (0.29)</td>
<td>0.33</td>
<td>.74</td>
<td></td>
</tr>
<tr>
<td>USCS\textsuperscript{e} use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>20.02 (0.93)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Posttreatment</td>
<td>19.47 (0.95)</td>
<td>−0.55 (1.01)</td>
<td>−0.54</td>
<td>.59</td>
<td></td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>15.66 (1.02)</td>
<td>−4.36 (1.02)</td>
<td>−4.27</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>USCS effectiveness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>22.04 (0.95)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Posttreatment</td>
<td>21.05 (1.03)</td>
<td>−0.99 (1.10)</td>
<td>−0.90</td>
<td>.37</td>
<td></td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>16.41 (1.06)</td>
<td>−5.63 (1.22)</td>
<td>−4.60</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}PM: predicted mean.
\textsuperscript{b}PMC: predicted mean change.
\textsuperscript{c}Not applicable.
\textsuperscript{d}VAS: Visual Analog Scale (alcohol cravings).
\textsuperscript{e}USCS: urge-specific coping skills.
Table 3. Predicted mean differences of primary and secondary outcomes over time and by group allocation.

<table>
<thead>
<tr>
<th>Time point</th>
<th>CET app/AAU, PMD (SE)</th>
<th>Time × group CET group/AAU, PMD (SE)</th>
<th>Time × group CET app/CET group, PMD (SE)</th>
<th>Time × group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>z</td>
<td>P value</td>
<td>z</td>
<td>P value</td>
</tr>
<tr>
<td>Primary outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensible drinking</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttreatment</td>
<td>0.06 (0.09)</td>
<td>0.63 .53</td>
<td>0.03 (0.10)</td>
<td>0.31 .76</td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>0.02 (0.12)</td>
<td>0.17 .86</td>
<td>−0.07 (0.13)</td>
<td>−0.57 .57</td>
</tr>
<tr>
<td>Abstinence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttreatment</td>
<td>0.04 (0.08)</td>
<td>0.45 .65</td>
<td>0.08 (0.09)</td>
<td>0.97 .33</td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>0.07 (0.10)</td>
<td>0.69 .49</td>
<td>−0.01 (0.09)</td>
<td>−0.11 .91</td>
</tr>
<tr>
<td>Drinking days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttreatment</td>
<td>−0.23 (1.10)</td>
<td>−0.21 .83</td>
<td>−0.53 (1.02)</td>
<td>−0.52 .61</td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>−0.30 (1.56)</td>
<td>−0.19 .85</td>
<td>1.61 (1.44)</td>
<td>1.12 .26</td>
</tr>
<tr>
<td>Days with excessive drinking</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttreatment</td>
<td>−0.82 (0.76)</td>
<td>−1.08 .28</td>
<td>−0.78 (0.89)</td>
<td>−0.87 .39</td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>−0.89 (1.19)</td>
<td>−0.74 .46</td>
<td>0.13 (1.12)</td>
<td>0.12 .91</td>
</tr>
<tr>
<td>Secondary outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VAS mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttreatment</td>
<td>0.19 (0.51)</td>
<td>0.37 .71</td>
<td>0.45 (0.47)</td>
<td>0.95 .34</td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>0.19 (0.58)</td>
<td>0.33 .74</td>
<td>−0.23 (0.52)</td>
<td>−0.44 .66</td>
</tr>
<tr>
<td>VAS peak</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttreatment</td>
<td>−0.18 (0.69)</td>
<td>−0.26 .80</td>
<td>0.77 (0.58)</td>
<td>1.34 .18</td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>−0.38 (0.74)</td>
<td>−0.51 .61</td>
<td>−0.93 (0.70)</td>
<td>−1.32 .19</td>
</tr>
<tr>
<td>USCS use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttreatment</td>
<td>4.90 (2.26)</td>
<td>2.17 .03</td>
<td>5.99 (2.59)</td>
<td>2.31 .02</td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>1.22 (2.29)</td>
<td>0.53 .60</td>
<td>0.29 (2.65)</td>
<td>0.11 .91</td>
</tr>
<tr>
<td>USCS effectiveness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttreatment</td>
<td>4.35 (2.48)</td>
<td>1.75 .08</td>
<td>5.05 (2.93)</td>
<td>1.72 .09</td>
</tr>
<tr>
<td>6-month follow-up</td>
<td>0.47 (2.76)</td>
<td>0.17 .86</td>
<td>−0.06 (3.16)</td>
<td>−0.02 .99</td>
</tr>
</tbody>
</table>

aCET: cue exposure therapy.
bAAU: aftercare as usual.
cPMD: predicted mean difference.
dVAS: Visual Analog Scale (alcohol cravings).
eUSCS: urge-specific coping skills.

For the primary outcomes, Table 3 and Figure 2 show that the trajectories and the intention-to-treat analysis with generalized linear mixed models detected no interactions between time point and group. That is, there were no predicted mean differences either when the two experimental CET groups were compared with aftercare as usual or when CET app was compared with CET group over time.

For the secondary outcomes, Table 3 and Figure 3 show that no interactions were detected on alcohol cravings (mean urge and highest urge) between the groups over time. However, an interaction was detected on USCS revealing that both CET app (PMD 4.90, SE 2.26, \( z = 2.17, P = 0.03 \)) and CET group (PMD 5.99, SE 2.59, \( z = 3.17, P = 0.02 \)) applied the coping strategies more than the active controls at postaftercare, but this effect was lower at the 6-month follow-up.
The completer analyses only included individuals who completed CET with USCS (ie, completed all four sessions at least once) or completed aftercare as usual. This revealed the same pattern as the intention-to-treat analysis where a main effect for time was detected in the predicted mean of all primary outcomes, but no interactions were found between group and time points. This indicated that the entire sample increased their alcohol consumption after ending primary treatment. Similarly, no significant interactions were detected on cravings measures, and both CET app (PMD 8.35, SE 3.14, \(z=2.66\), \(P=0.008\)) and CET group (PMD 8.53, SE 3.20, \(z=2.66\), \(P=0.008\)) used the USCS more than aftercare as usual. The completer analysis also
showed that the experimental groups found the USCS more effective than did the active controls (CET app: PMD 8.46, SE 3.01, z=2.74, P=0.006; CET group: PMD 7.73, SE 3.51, z=2.26, P=0.02).

### Discussion

#### Principal Findings

The objectives of this study were to investigate whether CET based on a treatment manual and combined with USCS delivered as alcohol treatment aftercare would increase the effectiveness of cognitive behavioral therapy, and whether delivery by means of a mobile phone app would demonstrate similar effectiveness as group sessions. Contrary to our a priori hypothesis, we did not find support for superior effectiveness of CET compared with aftercare as usual on alcohol consumption and urge-related outcomes over time. The experimental CET groups used USCS more than the controls at posttreatment, but this effect was reduced at 6-month follow-up. We found no differences in outcomes between the experimental groups receiving CET through group sessions or a mobile phone app.

Our findings are similar to the previous meta-analysis indicating that individuals with AUD exposed to CET showed no effect to small overall additional effects on drinking-related outcomes [6]. However, the meta-analysis also suggested that CET combined with USCS may achieve more favorable outcomes than conventional CET [28,29]. Monti et al [28] investigated the effectiveness of CET with USCS compared with relaxation and meditation therapy for increasing abstinence among 40 inpatients with AUD on otherwise standard treatment. The 22 individuals who received CET achieved superior results on several alcohol consumption outcomes, including abstinence, fewer drinking days, and drinks per drinking day at 6-month follow-up [28]. Rohsenow et al [29] conducted a larger RCT with 100 individuals with AUD, of whom 59 received CET with USCS as an add-on to standard inpatient treatment. Again, the active control condition was relaxation and meditation therapy, and the treatment goal was abstinence. Patients receiving CET with USCS reported fewer days with excessive drinking at 6- and 12-month follow-ups [29]. In further support of these findings, Monti et al [30] reported similar positive drinking outcomes among inpatients at 6- and 12-month follow-ups when the intervention was delivered as aftercare combined with other psychological and urge-reducing pharmacotherapy treatment. Similar to our findings, these previous studies did not find differences between the experimental and nonexperimental groups on completion of treatment and at 3-month follow-up. However, their findings at 6 and 12 months are in sharp contrast to our results.

It has been demonstrated that CET achieves more favorable outcomes when compared with active control conditions (eg, relaxation and meditation therapy) other than cognitive behavioral therapy [6]. Of four controlled trials (using either randomized or sequential allocation) comparing conventional CET to cognitive behavioral therapy, three reported an equal effect of CET on alcohol consumption outcomes [49-51], and the fourth study reported a superior effect for CET [52]. Furthermore, Kavanagh and coworkers [53] performed an RCT on individuals with AUD allocated to receive either cognitive behavioral therapy alone or cognitive behavioral therapy with CET as an add-on intervention. Results indicated that the addition of conventional CET to cognitive behavioral therapy did not improve alcohol outcomes at posttreatment or at 6- and 12-month follow-ups [53]. Although conventional CET has been compared to cognitive behavioral therapy in prior studies [49-52], and CET has been implemented as an add-on intervention to cognitive behavioral therapy [53], no studies have compared CET combined with USCS to cognitive behavioral therapy. Individuals having CET with USCS can practice coping skills while they are exposed to alcohol cues in vivo, which contrasts with most cognitive behavioral therapy approaches. However, the results from this study suggest that when CET plus USCS is added to cognitive behavioral therapy, it does not enhance the effectiveness of cognitive behavioral therapy in preventing relapses in outpatients on completion of treatment. The combination of CET with coping skills thus appears to be a less important feature for the effectiveness at 6-month follow-up.

Cue exposure therapy with or without USCS is assumed to work by reducing cue-induced cravings (eg, 1-5). Although prior studies combining CET with USCS have found positive alcohol consumption outcomes at 6- and 12-month follow-ups, it has proven difficult to demonstrate a decrease in the degree of cravings [28,29]. Further, very few of the previous studies investigating a conventional CET approach applied psychometric outcome measures of cravings, or they only applied them at pretreatment to assess whether they predicted alcohol consumption outcomes at later follow-ups [50,52,54,55]. Our sample can generally be defined as non- or low-urge reactors, which is evident from the low craving level reported, and the experimental groups did not achieve a higher degree of cue-reactivity reduction than the control group. This is consistent with prior findings and with the notion that a clinically relevant degree of cravings is required at pretreatment; otherwise, cravings cannot be expected to decrease and may obscure the probability of detecting a change [56]. However, this does not fully explain why this RCT and prior studies did not find more significant results. The fact that it is difficult to document a decrease in cravings relative to alcohol consumption challenges the theoretical assumption that cue-induced cravings cause addictive behavior or, perhaps more likely, the way we currently measure cravings in clinical studies. Cue-induced cravings most often represent automatic and implicit cognitive processes [57,58], and current self-report craving measures may be insufficient to capture such unconscious processes unless cravings reach a certain threshold and are experienced consciously.

It was found that CET delivered through group sessions resulted in greater use of USCS compared with the control group, as reported previously [28,29]. However, this was only the case at posttreatment, and the effect attenuated at 6-month follow-up, suggesting that the advantages may be short-lived. Further, as our overall sample reported low levels of alcohol cravings, they may not have used the USCS or perceived it to be ineffective in reducing the cravings.
The results indicate that the mobile phone app featuring CET with USCS may be equivalent in effectiveness to CET delivered in group sessions for improving alcohol consumption, craving, and USCS outcomes. However, if CET through any delivery pathway does not increase the effectiveness of the already well-documented approach of cognitive behavioral therapy, there is no need to implement CET as an add-on or aftercare. Indeed, this is the first study to show that CET with USCS may not be an effective psychological approach. Prior studies did not implement the experimental approaches as aftercare or in extension to primary treatment with cognitive behavioral therapy, but instead as add-on to primary treatment with other interventions (eg, community meetings, alcohol and health education, vocational counseling, 12-step meetings). It is plausible that we found no effect of CET due to the short follow-up period. The effect of aftercare may require longer than 6 months, and more so when primary treatment results in such a well-treated sample as that in this study, with almost no alcohol intake or cravings. Prior studies have applied CET with USCS among inpatients with a higher degree of addiction severity and using abstinence as the only treatment goal, suggesting that the approach may be more effective in specific patient populations. More research is thus warranted to determine whether CET with USCS is an effective approach. If it does prove effective under certain conditions, we have shown that the method can easily be implemented into a mobile phone app with apparently the same effect as group sessions. In addition to reducing treatment costs, this may have other advantages such as greater access to psychological treatment for treatment-seeking and non-treatment-seeking AUD populations.

Strengths and Limitations
This study is the largest RCT conducted in the area and was based on the CONSORT statement for RCT studies, which was not customary in previous studies. Further strengths are that we eliminated selection bias at entry to aftercare treatment by conducting the study as an RCT, and we based the experimental interventions on a published treatment manual, which optimized the replicability of the study and future implementation of the app as an evidence-based treatment. A high postaftercare follow-up rate of 93% was achieved, which heightens the power and generalizability of the study and reduces the risk of bias. Finally, the findings from this RCT can guide the development of evidence-based eHealth interventions, which is important given the current widespread availability of questionable AUD treatments in app stores.

A number of limitations should also be mentioned. Although the RCT is the largest conducted to date, it may still lack power to detect potential effects and hence commit type II errors, particularly in view of the well-treated sample. Indeed, the power calculation led us to aim for 300 participants, which could not be achieved due to surprisingly few patients entering primary treatment during the recruitment period and many patients declining to participate in the aftercare study. Second, it was challenging to get the individuals with AUD to use the app, and technical issues meant that the software failed to send regular text messages to remind patients to use the app. These limitations could be easily overcome in the future. Finally, no objective measures of alcohol consumption and cravings were applied to validate self-reported outcomes.

Conclusion
Cue exposure therapy combined with urge-specific coping skills delivered as aftercare either in a group session or by a mobile phone app did not increase the effectiveness of cognitive behavioral therapy in this study. This is the first study to show that CET with USCS may not be an effective psychological approach for aftercare of individuals treated for AUD.

Future Directions
There is a need for more large, high-quality RCT studies to assess the effects of CET combined with USCS for individuals with AUD. Further research is especially warranted to investigate (1) appropriate measures of alcohol consumption and craving, including objective measures; (2) the effectiveness when targeting different urge-reactor profiles; (3) the long-term effectiveness of CET, especially when delivered through a mobile device; and (4) whether the app (and also CET in general) is better suited to treat subsamples of individuals with AUD (eg, severe AUD, urge reactors, younger individuals, or those with higher education, living in rural areas, or with busy life schedules).
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Abstract

Background: Health promotion and education programs are increasingly being adapted and developed for delivery through digital technologies. With this shift toward digital health approaches, it is important to identify design strategies in health education and promotion programs that enhance participant engagement and promote behavior change.

Objective: This study aimed to examine the impact of an experiment testing various mobile health (mHealth) skin cancer prevention messages on sun protection intentions and message perceptions among American college students.

Methods: A sample of 134 college students aged 18 years or older participated in a 2×2×2 between-subjects experimental study, designed to examine the individual and combinatory effects of multiple dimensions (human presence, screen size, and interactivity) of digital technologies. The primary study outcome was intention to use sun protection; secondary outcomes included attitudes toward the information, two dimensions of trust, and information processing.

Results: Generally, intention to use sun protection was positively associated with the presence of human characters in the health educational messages (P<.001), delivering educational health messages on a large screen (ie, iPad; P<.001), and higher interactivity (P<.001). Only human presence produced more favorable attitudes (P=.02). Affective trust was positively associated with human presence (P=.006) and large screen size (P<.001), whereas cognitive trust was positively associated with human presence (P<.001) and small screen size (P=.007). Moreover, large screen size led to more heuristic processing (P=.03), whereas small screen size led to more systematic processing (P=.04).

Conclusions: This experimental study demonstrates that the impact of mHealth skin cancer prevention messages differs based on platform and delivery design features. Effects on behavioral intentions, attitudes, and trust were found for conditions with human presence, highlighting the importance of including this feature in mHealth programs. Results from this experimental study can be used to optimize the design of mHealth educational interventions that promote sun protection.

(Keywords: skin cancer; mHealth; education; sunscreens)

Introduction

Skin cancer is the most common cancer in the United States [1], and ultraviolet (UV) exposure has been found to be significantly positively associated with skin cancer. Indoor tanning and outdoor tanning caused by UV exposure are highly prevalent among college students [2]. Previous research has demonstrated that the knowledge level of skin cancer and sun prevention behaviors is low [3], which may lead to harmful outcomes such as sunburns and sun damage. There is a widely recognized need for health interventions to reduce skin cancer
risk behaviors in young adult populations [4]. More than 85% of college students regularly use a smart device [5], and most of them have positive attitudes and high acceptance of mobile learning [6,7]. Thus, mobile digital technologies represent a potentially impactful approach to educate college students about the harms of tanning and importance of sun protection. However, there is a dearth of research about how to best design mobile health (mHealth) educational interventions using both technological features along with social elements in messages. This study used an experimental design to examine the impact of manipulating design aspects of a website promoting sun protection on recipients’ message engagement and intentions.

College students today use digital technologies for both social (networking) and academic (learning) purposes [8], warranting the application of social elements of technologies when designing educational messages. Social cognitive theory posits that individuals could learn knowledge and behaviors by following a role model within a particular social context [9,10]. Following a model may motivate individuals to perform behaviors they are less familiar with or those that were more recently learned [11]. For instance, the social presence of humans in food advertising, as opposed to objects, has been found to have a positive influence on eating behaviors and food choices through body image and norms [12,13]. Although the importance of applying social elements in health intervention is widely recognized [14,15], few studies have been designed to specifically examine the impact of human presence in health interventions. This study aimed to explore the influences of presence of human characters in health educational messages on behavioral intentions and information processing.

The impact of messages on intentions and processing also depends on the way that information is presented on mobile devices [16]. One critical form–based factor of mobile devices that has impacted viewers’ media experiences is screen size [17,18]. Different screen sizes of mobile devices may impact information processing and different dimensions of trust [17-20]. Heuristic processing described the type of message process that is based on judgmental cues and requires less cognitive effort to process information and make decisions. Systematic processing represents the use of more cognitive effort, such as knowledge and attention, when processing messages [21]. Understanding these mechanisms on different mobile devices can help understand how information process affects the outcomes of persuasive communications through the mobile platform. Affective trust is an emotion-driven trust based on personal bonds or feelings and is often measuring trust from an emotional perspective with adjectives that describe feelings such as likable and warm. Cognitive trust is a logic-driven trust and is related to judgments of reliability of information [22]. In a previous study, large-screen smartphones lead to higher amount of heuristic processing and affective trust, whereas small-screen smartphones resulted in more comprehensive, systematic information processing and cognitive trust in advertising [20].

Another unique feature of digital technologies is the interactivity function of computers or mobile devices. Modality interactivity refers to the incorporation of interactive tools that afford users greater activity onto medium interfaces [23] and has been demonstrated as effective for users [24], particularly in the domain of health communication [25-27]. For instance, modality interactivity has been found to positively affect attitudes toward health websites [27,28] and the persuasive effect health messages [26]. Furthermore, interactivity has been positively associated with behavioral intentions such as intention to recommend a fitness center [25], as well as intention of actual physical exercise [29].

This study was designed to examine how manipulations in the design and presentation of sun protection health messages impact college students’ sun protection intentions (primary outcome) as well as their attitudes, trust of messages, and information processing (secondary outcomes). Specifically, we examined (1) how 3 experimental message manipulations (ie, human presence in health messages, screen size, and interactivity) influenced the primary outcome and secondary outcomes; and (2) potential interactions in the impact of the experimental messages on both primary and secondary outcomes.

Methods

Recruitment and Participants

Participants from a large US university in the American Pacific Northwest were recruited to sign up through a research participation system called Sona system and received course credit as incentive. Study approval was obtained from the university’s institutional review board before data collection.

Procedures

Participants who signed up for the study were asked to come to a communication laboratory. As the independent variables were between-subjects factors, participants were randomly assigned to 1 of the 8 experimental conditions. Participants in the big screen size conditions were provided with an Apple iPad Air (9.7-inch screen), whereas participants in the small screen size conditions were provided with an Apple iPhone 6 or 6s (4.7-inch screen). After being provided with a mobile device, each participant was instructed to explore a health website and read all the information displayed on the website. When participants finished exploring the health websites, they were instructed to complete a questionnaire in Qualtrics using identical laboratory computers.

Experimental Treatment Conditions

A total of 4 websites were created for the experiment to test the 2 (human presence: people vs no people)×2 (screen size: big screen vs small screen)×2 (interactivity: high vs low) between-subjects design. Although all websites had the same title (Sun and Skin), webpage layout (Figure 1), and health information about skin cancer, sunburn, and aging, they differed in terms of interactive features and images with or without human presence. The high interactivity condition included interactive function such as clicking and zooming that allowed participants to interactively access the website content, whereas the low interactivity condition simply loaded content with minimum participant control. The human presence conditions contained images of humans in relation to sun protection objects, whereas the human absence condition strictly contained the sun.
protection objects (e.g., sunscreen and hat). Screenshots of website pages are shown in Figures 2 and 3 as examples. Screen size was manipulated through mobile devices with different screen sizes.

Figure 1. Screenshot of the website homepage.

For a Better Life

Sun and Skin

On average, one person dies of skin cancer every hour in the United States (American Cancer Society [ACS], 2013). Over 3.5 million cases of skin cancer are diagnosed each year in the United States, more than all other types of cancer combined (ACS, 2013). Over 12,650 deaths because of skin cancer in 2013, 75% of which are caused by melanoma, the most lethal form of skin cancer (ACS, 2013). The greatest risk factor for skin cancer is well known to be ultraviolet (UV) light exposure from the sun resulting in skin damage (American Academy of Dermatology, 2013).

Measures

Manipulation Checks

Two self-report questions were used as manipulation checks to examine the effectiveness of the manipulations of the experimental conditions. The manipulation of perceived interactivity was assessed using 3 items adapted from the study by Kalyanaraman and Sundar [30]. The manipulation of human presence was assessed by a 3-point question (1=disagree, 2=neutral, and 3=agree) asking the extent to which the participants agreed that they saw a human figure on the website.

Primary Outcome

Behavioral intentions were measured with five 5-point Likert-type items reflecting participants’ behavioral intention to use sun protection mentioned in the health message [31], such as “In the future, how often do you intend to use sunscreen with Sun-Protection Factor (SPF) 15 or higher on your face when you were in the sun” (alpha=.80, mean 3.32, SD 0.83).
Secondary Outcomes

Attitudes toward skin cancer message were measured using five 7-point statements from a reliable scale in previous studies [26,32] such as asking the respondents to “indicate whether you feel that the messages on the website you just viewed was believable or not” with response options anchored with not believable and believable. The remaining items included not informative or informative, not insightful or insightful, not interesting or interesting, and not clear or clear. Items were averaged to create an attitude index (alpha=.75, mean 5.94, SD 0.77).

Cognitive trust was measured using 4 items from previous work on trust and credibility of online information [33,34], asking, “to what extent do you agree or disagree with the following statements: The health information I just read was accurate/accurate/reliable/credible/believable” on a 10-point Likert scale ranging from 1 (not at all) to 10 (extremely; alpha=.89, mean 7.81, SD 1.65). Similarly, affective trust was measured using items from Koh and Sundar’s [34] dimensions of trust that are designed to capture emotion-driven trust of information. Moreover, four 10-point Likert-type items ranging from 1 (not at all) to 10 (extremely) were used to measure whether the respondents felt that the health information they just read was likable, interested in my well-being, empathetic, and warm (alpha=.81, mean 6.79, SD 1.70).

Heuristic processing was measured using four 7-point Likert-type items adapted from the study by Griffin et al [35], such as, When I encounter information about this topic, I focus on only a few key points (alpha=.71, mean 2.59, SD 0.90). Systematic processing was measured using five 7-point Likert-type items adopted from the same questionnaire, such as, “After I encounter information about this topic, I am likely to stop and think about it” (alpha=.78, mean 5.01, SD 1.16).
Covariates

Participants who had paid attention on media to skin cancer information, sun protection information, or both types of information are more likely to be familiar with the related information. Thus, media attention was used as a covariate in this study. Participants’ media attention was adapted from the study by Brossard and Nisbet [36]. Participants were asked to indicate their level of agreement on 4 items with a 7-point scale ranging from 1 (strongly disagree) to 7 (strongly agree), including items such as “I have paid attention to information related to skin cancer and/or sun protection in the past” (alpha=.91).

Statistical Analysis

A power analysis was conducted to ensure that the current sample size was sufficient for testing the hypotheses, with a power of 81% to detect a medium effect size for F test. A series of analysis of covariance (ANCOVA) tests were used to test the main effects and interaction effects of human presence, interactivity, and screen size on the primary and secondary outcomes. Media attention to skin cancer and/or sun protection information, race or ethnicity (white vs nonwhite), and sex were controlled as covariates in all ANCOVA analyses.

Results

Sample

The initial sample consisted of 147 undergraduate students, but data cleaning yielded an analytical sample size of 134 participants (cases with missing data were excluded). The mean age of the participants was 19.94 years (SD 2.22). More than 60.0% of the sample was female (83/134, 61.9%). Participants identified as white (76/134, 56.7%), black (15/134, 11.2%), Hispanic (19/134, 14.2%), Asian (15/134, 11.2%), and other (9/134, 6.7%).

A long-term clinical trial that took more than 2 years in Australia proved that regular sunscreen use by young and middle-aged adults younger than 55 years can retard skin aging.
Manipulation Checks

Independent sample t test was used to check the manipulation of interactivity. According to the results, participants in high interactivity condition (mean 3.25, SD 0.98) scored higher on perceived interactivity than participants in low modality condition (mean 2.87, SD 1.08, t_{123}=2.31; P=.04). Similarly, participants in human presence condition (mean 2.71, SD 0.68) scored higher on seeing people in the pictures than participants in human absence condition (mean 1.08, SD 0.41, t_{123}=17.03; P<.001). Results of all ANCOVA tests are presented in Table 1.

Table 1. Results of analysis of covariance tests (6 rows represent six 3-way analyses of covariance tests).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Covariates^a</th>
<th>Experimental manipulations^a</th>
<th>Interactions^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral intentions</td>
<td>.02^b</td>
<td>.09</td>
<td>.67</td>
</tr>
<tr>
<td></td>
<td>.02^b</td>
<td>.01^b</td>
<td>.01^b</td>
</tr>
<tr>
<td></td>
<td>.01^b</td>
<td>.15</td>
<td>.15</td>
</tr>
<tr>
<td></td>
<td>.08^b</td>
<td>.001^b</td>
<td>.001^b</td>
</tr>
<tr>
<td></td>
<td>.01^b</td>
<td>.02^b</td>
<td>.02^b</td>
</tr>
<tr>
<td>Attitudes</td>
<td>.06</td>
<td>.31</td>
<td>.26</td>
</tr>
<tr>
<td></td>
<td>.02^b</td>
<td>.47</td>
<td>.12</td>
</tr>
<tr>
<td></td>
<td>.13</td>
<td>.23</td>
<td>.48</td>
</tr>
<tr>
<td></td>
<td>.02^b</td>
<td>.001^b</td>
<td>.001^b</td>
</tr>
<tr>
<td></td>
<td>.02^b</td>
<td>.02^b</td>
<td>.02^b</td>
</tr>
<tr>
<td>Affective trust</td>
<td>.98</td>
<td>.76</td>
<td>.10</td>
</tr>
<tr>
<td></td>
<td>.006^b</td>
<td>.12</td>
<td>.12</td>
</tr>
<tr>
<td></td>
<td>.90</td>
<td>.52</td>
<td>.61</td>
</tr>
<tr>
<td></td>
<td>.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognitive trust</td>
<td>.74</td>
<td>.09</td>
<td>.71</td>
</tr>
<tr>
<td></td>
<td>.001^b</td>
<td>.64</td>
<td>.35</td>
</tr>
<tr>
<td></td>
<td>.35</td>
<td>.16</td>
<td>.48</td>
</tr>
<tr>
<td></td>
<td>.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systematic processing</td>
<td>.06</td>
<td>.81</td>
<td>.51</td>
</tr>
<tr>
<td></td>
<td>.04^b</td>
<td>.70</td>
<td>.70</td>
</tr>
<tr>
<td></td>
<td>.59</td>
<td>.85</td>
<td>.85</td>
</tr>
<tr>
<td></td>
<td>.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heuristic processing</td>
<td>.16</td>
<td>.55</td>
<td>.84</td>
</tr>
<tr>
<td></td>
<td>.03^b</td>
<td>.23</td>
<td>.73</td>
</tr>
<tr>
<td></td>
<td>.49</td>
<td>.38</td>
<td>.20</td>
</tr>
</tbody>
</table>

^aValues are P values of the tests.
^bValues less than .05 indicate statistical significance.

Behavioral Intentions

Main Effects

Human presence had a main effect on behavioral intentions (F_{1,123}=14.90, P=.001, η^2=0.11); participants in the human presence condition (mean 3.50, SD 0.62) had greater intention to use sun protection than did participants in the human absence condition (mean 3.12, SD 0.98). The main effect of screen size was also significant on behavioral intentions (F_{1,123}=25.34, P<.001, η^2=0.17). Participants in the large screen size condition (mean 3.56, SD 0.68) had greater intention to use sun protection than did participants in the small screen size condition (mean 3.02, SD 0.91). Interactivity also demonstrated a main effect on behavioral intentions (F_{1,123}=14.37, P<.001, η^2=0.11). Participants in the high interactivity condition (mean 3.46, SD 0.68) had greater intention to use sun protection than did participants in the low interactivity condition (mean 3.16, SD 0.96). Female participants were more likely to use sun protection than male participants (P=.02).

Interaction Effects

There was a significant 2-way interaction effect of screen size and interactivity on behavioral intentions (F_{1,123}=23.75, P<.001, η^2=0.16). Large screen size increased the effects of interactivity (high: mean 3.48, SE 0.11; low: mean=3.61 , SE 0.11) on behavioral intentions (Figure 4).

Furthermore, there was also a significant 2-way interaction effect of human presence and interactivity on behavioral intentions (F_{1,123}=7.17, P=.008, η^2=0.06), indicating human presence helped reinforcing the effects of interactivity (high: mean=3.54 , SE 0.11; low: mean 3.41 , SE 0.12) on behavioral intentions. This indicates that although human absence and low interactivity individually led to diminished intentions to act on the message, coupling these with high interactivity and human presence mitigated these effects and positively influenced and intentions to act (Figure 5).

Finally, a significant 3-way interaction effect of screen size, human presence, and interactivity on behavioral intentions was found (F_{1,123}=5.43, P=.02, η^2=0.04; Figure 6). Human presence increased behavioral intentions in the small screen size conditions for both high and low interactivity such that highest behavioral intention scores were reported among those who viewed websites with human presence on small screen size devices with high interactivity (mean 3.47, SE 0.16) or low interactivity (mean 3.44, SE 0.17). In the large screen size condition, behavioral intention scores were the highest in the human presence condition with high (mean 3.61, SE 0.15) or low interactivity (mean 3.76, SE 0.16). In conclusion, human presence had a consistently positive impact on intentions across different levels of interactivity and screen size. Specifically, there was a marked difference in intention to use sun protection, depending on the low and high interactivity in the absence of a human presence on a small screen.
Figure 4. Two-way interaction of screen size and interactivity on intentions.

Figure 5. Two-way interaction of human presence and interactivity on intentions.

Figure 6. Three-way interaction of screen size, interactivity, and human presence on intentions.
Attitudes

Main Effect

Only human presence had a main effect on attitudes toward health information ($F_{1,123}=6.10, P=.02, \eta_p^2=0.05$); participants in the human presence condition (mean 6.10, SD 0.75) had more favorable attitudes toward health information than participants in the human absence condition (mean 5.76, SD 0.76).

Interaction Effects

A significant 2-way interaction effect of screen size and interactivity on attitudes toward health information was observed ($F_{1,123}=7.93, P=.006, \eta_p^2=0.06$). Large screen size led to more affective trust ($F_{1,123}=13.57, P<.001, \eta_p^2=0.10$); participants in the large screen size condition (mean 7.22, SE 1.74) reported higher affective trust than small screen size condition (mean 6.23, SE 1.50). Small screen size led to more cognitive trust ($F_{1,123}=7.64, P=.007, \eta_p^2=0.06$); participants in the small screen size condition (mean 8.28, SE 1.53) reported higher affective trust than large screen size condition (mean 7.52, SE 1.60). No interaction effects were found for affective or cognitive trust.

Information Processing

Screen size had a significant effect on heuristic-systematic processing. Large screen size led to more heuristic processing ($F_{1,123}=4.74, P=.03, \eta_p^2=0.04$), and small screen size led to more systematic processing ($F_{1,123}=4.22, P=.04, \eta_p^2=0.03$). Participants who viewed information on large screen devices reported higher heuristic processing (mean 2.74, SE 0.99) than those in small screen size condition (mean 2.39, SE 0.76). Participants in the small screen size (mean 5.28, SE 0.88) condition had higher systematic processing than participants in the large screen size condition (mean 4.82, SE 1.29). This indicates that screen size did differ on influencing heuristic-systematic information processing. No interaction effects were found for heuristic or systematic processing.

Affective and Cognitive Trust

There was a significant effect of human presence on affective trust ($F_{1,123}=7.93, P=.006, \eta_p^2=0.06$) and cognitive trust ($F_{1,123}=13.22, P<.001, \eta_p^2=0.10$). In addition, screen size was observed to have a main effect on multidimensional trust. Large screen size led to more affective trust ($F_{1,123}=13.57, P<.001, \eta_p^2=0.10$); participants in the large screen size condition (mean 7.22, SE 1.74) reported higher affective trust than small screen size condition (mean 6.23, SE 1.50). Small screen size led to more cognitive trust ($F_{1,123}=7.64, P=.007, \eta_p^2=0.06$); participants in the small screen size condition (mean 8.28, SE 1.53) reported higher affective trust than large screen size condition (mean 7.52, SE 1.60). No interaction effects were found for affective or cognitive trust.

Discussion

Principal Findings

This study was an experimental study that aimed to examine the impact of a mobile-based educational health program on promoting sun protection behavioral intentions among college students. The individual and combinatorial effects of technological factors, such as screen size and interactivity, and social factors, such as human presence human on the primary outcome including intention to use sun protection, and secondary outcomes including attitudes toward the message, trust of the message, and information processing were examined. The preliminary results regarding increased intention to use sun protection supported the promising influences of the educational program, and the results also demonstrated implications for the design of a future sun protection intervention delivered through mobile technologies among college students.

Generally, it was found that the presence of human characters in the educational message was very effective in garnering favorable attitudes, trust, and intentions to act on the message. More specifically, the presence of human characters influenced one’s affective trust, one’s attitude toward the educational message, and one’s intention to use sun protection as promoted in the message. This finding regarding the effects of human presence on attitudes, trust, and intentions is consistent with previous research about the role of presence in advertising, online shopping, and social commerce [37-39], which suggested the persuasive role of human presence in health behavior science. It was also found that delivering educational health messages on a large iPad screen led to greater intentions, greater affective trust, and heuristic processing.
whereas messages on a smaller iPhone screen led to cognitive trust and systematic processing. These results are consistent with previous literature regarding the effects of presentation mode on trust [20]. Although higher interactivity did not lead to more favorable attitudes toward the message, it did lead to greater intentions to act on the educational message, confirming the impact of digital interactivity on health-related behavioral outcomes [26].

According to the results of the 2-way interaction effects, attitudes toward the message and intention to use sun protection were positively affected by low interactivity and large screen size. High interactivity and human presence together exerted the highest scores for behavioral intention to use sun protection. The 3-way interaction suggested that behavioral intention was consistently and positively impacted by human presence across the different levels of interactivity and screen size. Interactivity level did not make a huge difference when 3 factors were present together. However, there was a marked difference in intention to use sun protection between the interaction of low interactivity and absence of a human character on a small screen and the interactions of other combinations.

In sum, this study suggests that mHealth programs may increase health outcomes by not only manipulating the screen size and implementing interactivity modalities but also by placing an emphasis on social factors that represent human presence. This human presence serves to both engage the user in a communicative perspective and act as a physical model for actionable behavioral outcomes, such as applying sunscreen. Furthermore, the results demonstrate the significance of screen size in the effectiveness of mobile-based educational program. It is also worth noting that the larger screen size would increase the size of the human characters represented in the educational materials, which may augment the impact of human presence. As the results suggest, a small screen requires the educational materials to be combined with other factors to be more effective. For instance, although small screens are effective for learning when implementing both high interactivity and human presence, these effects are mitigated with low interactivity and in the absence of human characters.

These findings of this study suggest that effective digital education promoting health-related outcomes should include human characters, a large screen size, and some level of modality interactivity. Although mobile device use is ubiquitous among the study sample of college students, it is unclear how different mobile device types may influence college students’ cognitive and behavioral intentions and attitudes toward health-related educational content [8,40-42]. A clear implication of this study is that health practitioners/educators designing health educational messages using mobile technologies must account for the effectiveness and form of educational messages across different devices and the suitability of these different messages for students with different access to different mobile technologies.

Limitations and Future Directions
This study also had a number of limitations. First, although the study was adequately powered to test for message effects on the outcomes of interest, the small sample size leads to concerns about the generalizability of results from this single study. In addition, the observation of statistically significant differences in outcomes of interest in an experimental study does not imply that changing intentions or message processing outcome would necessarily produce clinically significant changes in sun protection behavior. A future formal health intervention with a large sample is needed to examine the efficacy of mHealth programs designed based on the findings of this study and their ability to produce meaningful behavioral changes among college students. Moreover, the human presence condition was rather simplistic, essentially referring to the physical presence or absence of a human character. Future work should explore this variable with greater degree of gradation, such as placing individuals in different situational and contextual environments, comparing the effects across different actions performed by human characters, and comparing the effects of multiple human characters included in a single educational setting. Furthermore, the human characters represented in the stimuli materials were depicted in still images. The effectiveness of human characters may be more refined by exploring the impact of physical movement and voice. In addition, the effects for manipulating the presentation of human characters across sex, race, and ethnicity should also be explored in future work, particularly for different groups of subjects.

Furthermore, this study did not control for participants’ familiarity with the devices used in the experiment. For instance, users of iPads may be more or less acceptant of messages delivered on iPads. Alternatively, users may have psychological attachment to certain devices, which may have a stronger influence than the size of the screen. Critically, certain groups of individuals may not have access to devices used in the study, which could impact their responsiveness to the content delivered on the devices. Future work would benefit from exploring these device-specific complexities, as this would prevent a bias toward users who have access to and familiarity with such a high-cost device.

Finally, the health information was delivered on a mobile version website on the mobile devices. Future studies can investigate whether participants prefer receiving health information on mobile apps or a website on mobile devices.

Conclusions
This study aimed to investigate how mobile digital technologies and a social factor of a mobile-based educational program may influence health-related outcomes. The observed results suggest feature-specific recommendations for educational program design. Specifically, results indicate that intention to use sun protection remains relatively constant across levels of interactivity and human presence on a large screen, whereas the negative impact of low interactivity is more pronounced on a smaller screen. In sum, this study suggests social factors should be integrated with digital technologies to maximize the effects when designing and delivering health-related educational messages in mobile-based programs that are aiming at generating actionable intent for health behavior.
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Abstract

Background: Depression is one of the most common mental health disorders and severely impacts one’s physical, psychological, and social functioning. To address access barriers to care, we developed Ascend—a smartphone-delivered, therapist-supported, 8-week intervention based on several evidence-based psychological treatments for depression and anxiety. A previous feasibility study with 102 adults with elevated symptoms of depression reported that Ascend is associated with a postintervention reduction in depression symptoms.

Objective: We aimed to examine whether Ascend is associated with a reduction in symptoms of anxiety, and importantly, whether reductions in symptoms of depression and anxiety are maintained up to 12-months postintervention.

Methods: We assessed whether the previously reported, end-of-treatment improvements seen in the 102 adults with elevated symptoms of depression extended up to 12 months posttreatment for depression symptoms (measured by the Patient Health Questionnaire-9 [PHQ-9]) and up to 6 months posttreatment for anxiety symptoms (added to the intervention later and measured using the Generalized Anxiety Disorder-7 [GAD-7] scale). We used linear mixed effects models with Tukey contrasts to compare time points and reported intention-to-treat statistics with a sensitivity analysis.

Results: The intervention was associated with reductions in symptoms of depression that were maintained 12 months after the program (6.67-point reduction in PHQ-9 score, 95% CI 5.59-7.75; \(P<.001\); Hedges \(g=1.14\), 95% CI 0.78-1.49). A total of 60% of the participants with PHQ-9 scores above the cutoff for major depression at baseline (PHQ\(\geq\)10) reported clinically significant improvement at the 12-month follow-up (at least 50% reduction in PHQ-9 score and postprogram score <10). Participants also reported reductions in symptoms of anxiety that were maintained for at least 6 months after the program (4.26-point reduction in GAD-7 score, 95% CI 3.14-5.38; \(P<.001\); Hedges \(g=0.91\), 95% CI 0.54-1.28).

Conclusions: There is limited evidence on whether outcomes associated with smartphone-based interventions for common mental health problems are maintained posttreatment. Participants who enrolled in Ascend experienced clinically significant reductions in symptoms of depression and anxiety that were maintained for up to 1 year and 6 months after the intervention, respectively. Future randomized trials are warranted to test Ascend as a scalable solution to the treatment of depression and anxiety.

(JMIR Mhealth Uhealth 2019;7(8):e14284) doi:10.2196/14284
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Introduction
Depression is a common mental health disorder and one of the leading causes of disease burden and disability worldwide [1-3]. Individuals with depression have a reduced capacity to work and function in daily life, causing major economic and societal costs [4-6]. By 2030, depression is predicted to pose the largest burden of disease in high-income countries, surpassing heart disease, dementia, and alcohol-related disorders [1].

Although there are several effective pharmacological [7] and psychological [8,9] treatments for depression, less than half of all individuals who require treatment actually receive it [10,11]. Barriers to treatment include financial and time constraints, long wait periods, a shortage of trained professionals, and fear of stigmatization [12,13]. When treated with antidepressants, an estimated 30%-50% of patients do not experience significant symptom reduction [14], up to 80% of patients report at least one mild-to-severe side effect [15], and few patients maintain a state of long-term remission [16]. Estimates suggest that up to 70% of individuals with depressive disorders have a comorbid anxiety disorder, which renders treatment even more challenging [17]. Further, up to 75% of patients referred to in-person psychotherapy either do not enter treatment or discontinue treatment prematurely [18,19]. Thus, there is an urgent need for novel, evidence-based treatments for depression and anxiety to overcome these barriers.

Recently, digital interventions delivered via smartphone apps have been developed as a means to address this need [20]. Smartphone ownership has seen rapid worldwide growth [21], and survey data suggest that smartphone-based interventions may be preferred over other online formats by health care consumers [22,23]. Smartphone-based interventions offer several advantages over traditional treatment modalities including large-scale accessibility and scalability; low costs; patient anonymity and privacy; standardized content that is less dependent on therapist skills; flexible usage at a self-determined time and pace, which is thought to enhance self-efficacy [24]; monitoring of activity, symptoms, and progression in real time; provision of personalized feedback, motivational support, and targeted care; and potential to improve adherence to treatment [25]. Preliminary evidence suggests that smartphone-based interventions are a promising means to treat depression and anxiety, with recent meta-analyses reporting small-to-moderate reductions in clinical symptoms across 27 studies [26,27].

Despite these promising results, several important questions regarding the design, efficacy, and implementation of smartphone-based interventions for common mental health disorders remain unanswered. First, few authors report on the outcomes of commercially developed smartphone-based interventions for depression and anxiety, making it difficult to evaluate their utility [25,28]. Second, despite being generally effective for the short-term treatment of symptoms of depression and anxiety, there is a dearth of evidence regarding how long the beneficial effects of smartphone-based interventions and other online interventions are maintained posttreatment [29]. This is important because an estimated 50% or more of patients with major depression or generalized anxiety disorder will relapse within 6 to 12 months after the end of an initially effective treatment [30-32]. Thus, investigation of the long-term outcomes associated with smartphone-based interventions for depression and anxiety is an important step toward understanding their true real-world effectiveness. Lastly, despite an increased interest in transdiagnostic interventions that target depression and anxiety concurrently [33], most smartphone-based interventions for mental health are disorder-specific, and it remains unknown whether smartphone-based interventions can address symptoms of depression and anxiety when they are comorbid.

We recently evaluated the feasibility of the Meru Health Ascend intervention, a novel, 8-week smartphone-based intervention for elevated symptoms of depression and anxiety, assisted by a remote therapist [34]. The intervention was found to be feasible and was associated with a postintervention reduction in depression. In this study, we extend these findings by investigating whether the previously reported postintervention reductions in depression are maintained at a 1-year follow-up, whether Ascend is associated with reductions in comorbid symptoms of anxiety, and whether any postintervention reductions in symptoms of anxiety are maintained at a 6-month follow-up. Thus, this study aims to lend important insights into the real-world, long-term impact of smartphone-based interventions for the treatment of common mental health problems. We hypothesized that postintervention reductions in symptoms of depression would be maintained at the 1-year follow-up and that Ascend would be associated with reductions in the symptoms of anxiety, which would persist at the 6-month follow-up. Lastly, as a secondary objective, we aimed to examine whether participant demographics or intervention engagement were predictive of symptom change or attrition at follow-up.

Methods
Research Design
We used a quasiexperimental research design that included a single-arm, pre- and postintervention assessment of outcomes. Symptoms of depression were measured before the intervention (“baseline”); at the end of the 8-week intervention; and at 1, 3, 6, and 12 months postintervention. Symptoms of anxiety were measured at baseline; week 4 of the intervention; the end of the 8-week intervention; and 1, 3, and 6 months postintervention.

Participants
This study included adult patients treated at the Meru Health Online Clinic, a national remote health care provider that currently operates in the United States and Finland. The clinic has had a rolling enrolment since March 2017. At the time of this study, 197 enrollees had passed the 6-month postintervention outcome window (recruited between March
An a priori sample size calculation was performed for comparing in accordance with the 1964 Helsinki declaration and its later Board, which granted exemption for analyses of previously procedures were reviewed by the Pearl Institutional Review research purposes prior to engaging with the intervention. All participants provided participate in the intervention for free. All participants provided treatment procedure at the Meru Health Online Clinic.

Participants were recruited via online Facebook advertisements that sought participants for a smartphone-based intervention for depression that included self-guided smartphone-delivered content, private access to a therapist via messaging, and an anonymous group-chat feature with other participants. Prior to the intervention, participants were given free access to the app and trained on how to use the group-chat feature and communicate with their assigned therapist. Participant demographics (age, gender, and antidepressant medication status) were acquired at the start of the intervention via an intake questionnaire administered online. Since medication status was introduced in July 2017, these data are absent for the first 33 participants. Outcome measures were administered via the app for all within-intervention time points (including immediately postintervention) and via email for all follow-up time points.

For inclusion, participants had to provide informed consent via the Meru Health app, own a smartphone, have at least mild symptoms of depression (a score ≥5 on the PHQ-9 at baseline), and acknowledge/demonstrate the ability to commit to a minimum of 20 minutes of practice per day for 6 days per week across the 8-week intervention (as judged by both the participant and their assigned therapist). Exclusion criteria included a previous suicide attempt, severe active suicidal ideation with a specific plan, severe self-harm, active substance abuse, and a history of psychosis. Inclusion/exclusion criteria were assessed prior to enrolment via phone interviews between study participants and intervention therapists, as per the standard treatment procedure at the Meru Health Online Clinic. Participants were not compensated for their time but could participate in the intervention for free. All participants provided informed consent for their anonymized data to be used for research purposes prior to engaging with the intervention. All procedures were reviewed by the Pearl Institutional Review Board, which granted exemption for analyses of previously collected and deidentified data. All procedures performed were in accordance with the 1964 Helsinki declaration and its later amendments or comparable ethical standards.

An a priori sample size calculation was performed for comparing patient-reported outcome measures (PHQ-9 and GAD-7 scores) at baseline and follow-up time points. Using an alpha level of .05, a power of 0.8, and a medium effect size of 0.5, 33 subjects were needed. Thus, this study was sufficiently powered to detect a medium effect, even after accounting for substantial dropout over the course of the 1-year follow-up period.

**Intervention**

The Meru Health Ascend intervention has been described in detail previously [34]. Briefly, the intervention consists of 8 modules delivered sequentially over an 8-week period, which include content derived from evidence-based practices such as mindfulness-based stress reduction [35], mindfulness-based cognitive therapy [36], cognitive-behavioral therapy [37], and behavioral activation therapy [38]. The content includes text; video; audio-guided mindfulness meditation exercises; infographics that illustrate cognitive-behavioral therapy principles; and journal prompts. Daily content and practices range from 10 to 30 minutes, except for the first day of each week, in which a series of introductory videos extend the content to a maximum of 45 minutes. The Meru Health app can be used on both Android and iOS and is designed to be platform-agnostic and thus equivalent across different operating systems.

A licensed therapist (employed by Meru Health) provides support to participants via messaging (and less frequently, phone calls), throughout the intervention. As part of this support, therapists review practice logs using a provider “dashboard” and electronic medical records (that detail participant engagement and patient-reported outcomes to date) to monitor individual participant progress. Therapists aim to spend approximately 20 minutes (on average) supporting each participant per week of the intervention (including initiating contact at least 2-3 times per week), but are at liberty to adjust the levels of support in accordance with each participant’s individual progress. In addition, participants are free (and encouraged) to contact their allocated therapist when they require additional support. Such two-way interaction is designed to create a system of support that is structured while being tailored to each participant’s personal preference and needs. Further, therapists are instructed to conduct a phone-based assessment for any participants that show signs of mental deterioration during or immediately after the intervention. In case of an emergency, such as severe suicidality, the intervention includes a written security plan, which all participants are required to review with their therapist before engaging with the intervention.

Participants are enrolled in groups of 10-15 individuals that work through the intervention at the same time and can provide anonymous support to one another via a discussion board within the app. Specifically, participants can post anonymous reflections on practices and lessons to the discussion board, to which their therapist can respond freely, and to which other group members can respond with prewritten empathy statements and emoticons. Free cross-talk between participants is not allowed.

In Finland, Meru Health is approved by the Finnish National Supervisory Authority for Welfare and Health (Valvira approval number V/25535/2017) and is compliant with the European Union General Data Protection Regulation. In the United States,
Meru Health is compliant with HIPAA (Health Insurance Portability and Accountability Act of 1996) legislation. All protected health information is kept in a HIPAA-compliant electronic medical record, which is housed in cloud-based storage systems hosted by a company named Datica [39]. All data are encrypted in transit, end-to-end, and at rest.

### Measures

#### Patient Health Questionnaire
The PHQ-9 is a 9-item depression scale, derived from the full PHQ and is one of the most widely used instruments to screen for the presence and severity of depression in primary care [40]. Participants rate each item on a Likert scale from 0 (not at all) to 3 (nearly every day), with total scores ranging from 0 to 27. In general, a score of 10 or above suggests the presence of major depression, and scores of 5, 10, 15, and 20 are taken as cut-off points for mild, moderate, moderately severe, and severe depression, respectively. The PHQ-9 has excellent internal consistency (Cronbach $\alpha$ of 0.89 in primary care settings) and excellent test-retest reliability [41]. In their original validation study, Kroenke and colleagues [40] defined a clinically significant improvement in depression as a 50% reduction in the PHQ-9 score combined with a postintervention score of $\leq$10 (for participants with baseline scores $\geq$10), and this definition has been further validated in a comparison study [42]. A similar yet more liberal definition for clinically significant change was also proposed by Löwe and colleagues [43] as a PHQ-9 score reduction of $\geq$3.

#### Generalized Anxiety Questionnaire
The GAD-7 is a 7-item scale used extensively in outpatient and primary care settings to screen for the presence and severity of an anxiety disorder [44]. Participants rate each item on a Likert scale from 0 (not at all) to 3 (nearly every day), with total scores ranging from 0 to 21. In general, a score of 10 or above is suggestive of the presence of anxiety to the extent that further evaluation is warranted, and scores of 5, 10, and 15 are taken as cut-off points for mild, moderate, and severe anxiety, respectively. The GAD-7 has excellent reliability and internal consistency (Cronbach $\alpha$ of 0.89) and has been validated in both the general population and primary care settings [44,45]. A clinically significant improvement in anxiety symptoms has previously been defined as a GAD-7 score reduction of $\geq$3 [46].

### Statistical Analysis

#### Measures of Engagement
Descriptive statistics were calculated for participant demographics and week-by-week engagement metrics. For each participant, we calculated a measure of intervention engagement, defined as total days in which $\geq$3 minutes of app-based meditation was completed. We used a threshold of 3 minutes, as this corresponds to the shortest meditation session available in the intervention. We used logistic regression to explore whether baseline characteristics were predictive of the completion of outcome measures at 6 and 12 months postintervention. Explanatory variables included age, gender, country, intervention engagement (as defined above), and baseline PHQ-9 or GAD-7 scores.

### Patient-Reported Outcomes
Outcome measures were analyzed using an intention-to-treat analysis in which all participants with outcome measures at baseline were included, regardless of intervention engagement or attrition. We used linear mixed effects models (LMMs) implemented through LME4 [47] and Tukey contrasts to compare between time points (using the “multcomp” package [48]) in the statistical computing software R [computer software] (version 3.5.2. Vienna, Austria: R Foundation for Statistical Computing). LMMs are capable of handling missing data and are considered superior to other ITT approaches such as the last observation carried forward [49]. We modeled a single within-subject factor “time” (as a fixed effect) and a separate baseline for each participant (random-intercept model). Time was modeled as a categorical predictor, and we therefore did not enforce a linear relationship between time and outcome measures. We also ran the model while controlling for participant age, gender, country, total intervention engagement (total active days), and total therapist contact, both with and without two-way interactions with time, which produced equivalent results. We report the contrast estimate, 95% CI of the estimate, and $P$ value. $P$ values $<.05$ were considered significant. The estimated marginal mean and standard error for each time point was calculated using the “emmeans” package in R.

#### Sensitivity Analysis
Since LMMs rely on data being “missing at random,” an assumption that is difficult to verify in clinical research, we also implemented an LMM-based pattern-mixture model (PMM) for the analysis of PHQ-9 (depression) scores. PMMs are based on a joint modeling of outcomes and missingness and can account for data that is “missing not at random” [50]. We modified the estimated marginal mean (EMM) from the previously described LMM at the 6- and 12-month time points based on specific clinical assumptions about participants with missing data. We identified three patterns of data: (1) participants with complete outcome data at baseline and 12-month follow-up (n=52); (2) participants who were lost to follow-up during or immediately postintervention (n=21); and (3) participants who were lost to follow-up at the 1-, 3-, 6-, or 12-month follow-up time points (n=29). We used the conservative approach of assuming that participants belonging to pattern 2 did not benefit from the intervention, and we set the EMM at 6 and 12 months of follow-up equal to the EMM at baseline for these participants. For group 3, we estimated the EMM at the 6- and 12-month follow-ups as being equal to the EMMs across the first three time points of the intervention (baseline to week 4). The overall treatment effect at 6 or 12 months of follow-up was then defined as a linear combination of EMMs for the three different patterns, weighted by the proportion of participants belonging to each pattern. The standard error for this estimate was calculated using the delta method (via the “car” package in R [51]), and a test of the null hypothesis of no treatment effect was performed using a Wald statistic. A full description of the LMM-based PMM procedure is provided in a previous paper [52].
**Effect Size Calculation**

For comparisons with previous literature, we calculated effect size (Hedges $g$) immediately postintervention and at 6 and 12 months after the intervention as the difference in outcome scores from baseline divided by the pooled weighted SD (based on observed outcome scores only). For the PMM, effect size (Cohen $d$) was calculated as the estimated reduction in outcome score (from the LMM-based PMM) divided by the SD of observed outcome scores at baseline. We also calculated the percentage of participants who met the definition for clinically significant improvement in PHQ-9 symptoms postintervention and at the 12-month follow-up, defined as either a 5-point reduction in PHQ-9 score from baseline or a 50% reduction in PHQ-9 score combined with a postintervention PHQ-9 score <10 (for participants with baseline scores $\geq 10$).

**Predictors of Outcome Change**

Lastly, we performed exploratory multiple regressions to test whether participant demographics and engagement metrics predicted outcome change from baseline to 6 and 12 months postintervention with regard to PHQ-9 scores and from baseline to 6 months postintervention with regard to GAD-7 scores. In each case, we excluded participants who did not have an available change score and modeled the following predictor variables: age, gender, baseline PHQ-9 or GAD-7 score, total active days, and total days with therapist contact. Since antidepressant status was only available for a subset of participants, we repeated each analysis including and excluding antidepressant status. In addition, we excluded meditation minutes from all models, as this was highly correlated with active days. Predictors associated with a $P$ value $<.05$ were considered significant.

**Results**

**Demographics and Participation**

Participant demographics for the primary group of participants with 12-month PHQ-9 data are presented in Table 1. On an average, participants were 33 years of age, had baseline symptoms above the cutoff for major depression (mean PHQ-9 score $= 12.8$), and were predominantly female. In addition, 80 participants were based in Finland, while 22 were based in the United States. Participants based in the United States had significantly less PHQ-9 symptoms at baseline than those in Finland (United States: mean 8.33, SD 4.40; Finland: mean 13.9, SD 4.82; $t_{101} = 4.82$; $P < .001$). Approximately one-third of the participants were taking antidepressant medication at the start of the intervention, and 20 participants (19.6%) dropped out of the intervention, where dropout was defined as less than 4 weeks of active participation during the 8-week intervention combined with incomplete PHQ-9 (depression) scores immediately postintervention.

**Table 1.** Participant demographics and relevant baseline data for the primary study cohort (with Patient Health Questionnaire-9 outcomes available up to 12-months postintervention).

<table>
<thead>
<tr>
<th>Demographics and baseline data</th>
<th>All participants</th>
<th>Completed 8-week outcomes</th>
<th>Completed 6-month outcomes</th>
<th>Completed 12-month outcomes</th>
<th>Did not complete 8-week outcomes</th>
<th>Did not complete 6-month outcomes</th>
<th>Did not complete 12-month outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total participants, n (%)</td>
<td>102 (100)</td>
<td>83 (81.4)</td>
<td>44 (43.1)</td>
<td>52 (51)</td>
<td>19 (18.6)</td>
<td>58 (56.9)</td>
<td>50 (49)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>32.9 (10.3)</td>
<td>33.2 (10.4)</td>
<td>33.5 (11.0)</td>
<td>31.3 (11.0)</td>
<td>31.9 (10.0)</td>
<td>32.5 (9.9)</td>
<td>34.6 (9.4)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>23 (22.5)</td>
<td>19 (22.9)</td>
<td>11 (25)</td>
<td>10 (19.2)</td>
<td>4 (21.0)</td>
<td>12 (20.7)</td>
<td>13 (26)</td>
</tr>
<tr>
<td>Female</td>
<td>79 (77.5)</td>
<td>64 (77.1)</td>
<td>33 (75)</td>
<td>42 (80.8)</td>
<td>15 (79.0)</td>
<td>46 (79.3)</td>
<td>37 (74)</td>
</tr>
<tr>
<td>Antidepressants, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>25 (24.5)</td>
<td>18 (21.7)</td>
<td>7 (15.9)</td>
<td>7 (13.5)</td>
<td>7 (36.8)</td>
<td>18 (31.0)</td>
<td>18 (36)</td>
</tr>
<tr>
<td>No</td>
<td>44 (43.1)</td>
<td>37 (44.6)</td>
<td>24 (54.6)</td>
<td>22 (42.3)</td>
<td>7 (36.8)</td>
<td>20 (34.5)</td>
<td>22 (44)</td>
</tr>
<tr>
<td>Unknown</td>
<td>33 (32.4)</td>
<td>28 (33.7)</td>
<td>13 (29.6)</td>
<td>23 (44.2)</td>
<td>5 (26.3)</td>
<td>20 (34.5)</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Country, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>80 (78.4)</td>
<td>67 (80.7)</td>
<td>36 (81.8)</td>
<td>48 (92.0)</td>
<td>13 (68.0)</td>
<td>44 (75.9)</td>
<td>32 (64.0)</td>
</tr>
<tr>
<td>United States</td>
<td>22 (21.6)</td>
<td>16 (19.3)</td>
<td>8 (18.2)</td>
<td>4 (8.0)</td>
<td>6 (32.0)</td>
<td>14 (24.1)</td>
<td>18 (36.0)</td>
</tr>
<tr>
<td>Baseline PHQ-9$^a$ score, mean (SD)$^b$</td>
<td>12.8 (5.2)</td>
<td>13.0 (5.4)</td>
<td>13.2 (5.8)</td>
<td>14.3 (5.0)</td>
<td>11.6 (4.6)</td>
<td>12.5 (4.8)</td>
<td>11.2 (5.0)</td>
</tr>
</tbody>
</table>

$^a$PHQ-9: Patient Health Questionnaire-9.  
$^b$Significantly associated with the presence of PHQ-9 scores at the 12-month follow-up.

Just over half (51%) of all participants reported a PHQ-9 outcome at 12 months postintervention (Table 1). Logistic regression revealed that participants with higher depression scores at baseline ($B = -0.11$, $P = .02$) and those who engaged with the intervention on more days ($B = -0.05$, $P = .009$) were more likely to complete the PHQ-9 at 12 months postintervention. When including country as a covariate, participants in the United States were less likely to complete PHQ-9 data at 12 months postintervention than participants in...
Finland ($B=1.89$, $P=.01$), although this may have been driven by differences in baseline PHQ-9 severity.

We also report participant demographics for a separate group of patients with anxiety outcomes available at the 6-month follow-up in Table 2. On an average, baseline GAD-7 scores suggest that participants had symptoms above the cutoff for moderate anxiety (mean GAD-7 score=10.7), despite being recruited on the basis of symptoms of depression. Age, gender, country, and baseline PHQ-9 symptoms were similar to those of the primary study cohort presented in Table 1. Intervention engagement positively predicted completion of the GAD-7 scale at 6 months postintervention ($B=-0.07$, $P<.001$), but baseline GAD-7 scores did not ($P=.99$).

Table 2. Participant demographics and relevant baseline data for patients with Generalized Anxiety Disorder-7 outcomes available at 6-months postintervention.

<table>
<thead>
<tr>
<th>Demographics and baseline data</th>
<th>All participants</th>
<th>Completed 8-week outcomes</th>
<th>Completed 6-month outcomes</th>
<th>Did not complete 8-week outcomes</th>
<th>Did not complete 6-month outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total participants, n (%)</td>
<td>102 (100)</td>
<td>74 (72.6)</td>
<td>45 (44.1)</td>
<td>28 (27.5)</td>
<td>57 (55.9)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>31.7 (11.4)</td>
<td>31.5 (11.7)</td>
<td>31.0 (12.0)</td>
<td>32.1 (10.8)</td>
<td>32.2 (10.9)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16 (15.7)</td>
<td>9 (12.2)</td>
<td>4 (8.9)</td>
<td>7 (25.0)</td>
<td>12 (21.1)</td>
</tr>
<tr>
<td>Female</td>
<td>86 (84.3)</td>
<td>65 (87.8)</td>
<td>41 (91.9)</td>
<td>21 (75.0)</td>
<td>45 (78.9)</td>
</tr>
<tr>
<td>Antidepressants, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>47 (46.1)</td>
<td>37 (50.0)</td>
<td>22 (48.9)</td>
<td>10 (35.7)</td>
<td>25 (43.9)</td>
</tr>
<tr>
<td>No</td>
<td>53 (52.0)</td>
<td>36 (48.7)</td>
<td>23 (51.1)</td>
<td>17 (60.1)</td>
<td>30 (52.6)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (1.9)</td>
<td>1 (1.4)</td>
<td>0 (0)</td>
<td>1 (3.6)</td>
<td>2 (3.5)</td>
</tr>
<tr>
<td>Country, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>90 (88.2)</td>
<td>71 (95.9)</td>
<td>45 (100)</td>
<td>19 (67.9)</td>
<td>12 (21.1)</td>
</tr>
<tr>
<td>United States</td>
<td>12 (11.8)</td>
<td>3 (4.1)</td>
<td>0 (0)</td>
<td>9 (32.1)</td>
<td>45 (78.9)</td>
</tr>
<tr>
<td>Baseline GAD-7a score, mean (SD)</td>
<td>10.7 (4.9)</td>
<td>11.0 (4.8)</td>
<td>10.8 (4.8)</td>
<td>9.85 (4.9)</td>
<td>10.5 (4.9)</td>
</tr>
<tr>
<td>Baseline PHQ-9b score, mean (SD)</td>
<td>13.4 (4.9)</td>
<td>13.6 (4.7)</td>
<td>13.1 (4.4)</td>
<td>12.9 (5.5)</td>
<td>13.7 (5.4)</td>
</tr>
</tbody>
</table>

*aGAD-7: Generalized Anxiety Disorder-7.  
bPHQ-9: Patient Health Questionnaire-9.

Engagement

Week-by-week intervention engagement rates are summarized in Table 3. On an average, participants engaged with the intervention on 31.3 days (SD 13.5, min=3, max=56), which corresponds to 55.9% of intervention days (where engagement is defined as >3 minutes of app-based mindfulness meditation on a given day). Participants completed an average of 9.79 hours of mindfulness-based exercises (SD 5.01, min=0.79, max=24.7) and had contact with their therapist on 13.1 days (SD 8.34, min=0, max=35) or 23.4% of intervention days. In addition, 68 participants (66.7%) completed at least one app-based meditation practice on each of the 8 weeks of the intervention. As reported in a previous publication [34], the mean number of days of intervention engagement ($F_{7,707}=42.4$, $P<.001$) and the mean number of days of therapist contact ($F_{7,707}=5.37$, $P<.001$) decreased from week 1 to week 8 (Table 3). Of the 102 participants, 81.4% completed the PHQ-9 immediately postintervention, while 43.1% and 51% completed the PHQ-9 at 6 and 12 months postintervention, respectively.

Table 3. Week-by-week intervention engagement across all participants. “Active days” corresponds to >3 minutes of app-based mindfulness practice on a given day.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Week 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Active days, mean (SD)</td>
<td>5.02 (1.81)</td>
<td>4.65 (1.89)</td>
<td>4.54 (1.95)</td>
<td>4.13 (1.95)</td>
<td>3.76 (2.19)</td>
<td>3.59 (2.34)</td>
<td>2.95 (2.21)</td>
</tr>
<tr>
<td></td>
<td>Meditation minutes, mean (SD)</td>
<td>93.9 (39.0)</td>
<td>105.9 (52.6)</td>
<td>80.6 (40.0)</td>
<td>76.1 (47.6)</td>
<td>82.6 (60.5)</td>
<td>67.7 (55.2)</td>
<td>39.0 (39.8)</td>
</tr>
<tr>
<td></td>
<td>Days with therapist contact, mean (SD)</td>
<td>2.02 (1.27)</td>
<td>1.90 (1.53)</td>
<td>1.65 (1.40)</td>
<td>1.75 (1.40)</td>
<td>1.47 (1.42)</td>
<td>1.46 (1.45)</td>
<td>1.43 (1.43)</td>
</tr>
</tbody>
</table>
Patient-Reported Outcomes

Depression Symptoms

Participants reported clinically significant improvements in depression symptoms (PHQ-9 scores) from baseline to postintervention (5.50-point reduction, 95% CI 4.58-6.42; \(P<.001\), Hedges' \(g\)=1.02, 95% CI 0.71-1.32; Figure 1, panel A). This improvement was maintained at 6 months (6.76-point reduction, 95% CI 5.61-7.90; \(P<.001\); Hedges' \(g\)=1.30, 95% CI 0.91-1.68) and 12 months (6.67-point reduction; 95% CI 5.59-7.75; \(P<.001\); Hedges' \(g\)=1.14, 95% CI 0.78-1.49) postintervention. The improvement at 6 months remained robust when including an additional 95 participants (total \(n=197\)) with outcomes available at 6 months postintervention only (6.53-point reduction, 95% CI 5.73-7.33; \(P<.001\); Hedges' \(g\)=1.28, 95% CI 1.00-1.55).

When considering participants with PHQ-9 scores \(\geq 10\) at baseline (n=83), 48% reported a clinically significant improvement immediately postintervention, which increased to 60% at the 12-month follow-up (defined as postintervention score<10 combined with \(\geq 50\%\) symptom reduction). When including all participants and using the more liberal definition of a 5-point reduction in PHQ-9 symptoms, 56% reported clinically significant improvements immediately postintervention, which increased to 77% at the 12-month follow-up.

Figure 1. Estimated marginal means for PHQ-9 (A) and GAD-7 (B) scores across all available timepoints. The dotted line indicates the last week of the 8-week intervention. Error bars represent standard error of the mean. PHQ-9: Patient Health Questionnaire (9-item version); GAD-7: Generalized Anxiety Disorder (7-item version).

Sensitivity Analysis

We also estimated PHQ-9 scores at 6 and 12 months postintervention under the conservative assumption that participants with missing data did not experience any long-term benefit from the intervention or benefitted only marginally (see Methods). This approach revealed more modest yet significant reductions in PHQ-9 scores relative to baseline at both 6 months (4.35-point reduction, 95% CI 3.65-5.06; \(P<.001\); Cohen \(d\)=0.83, 95% CI 0.43-1.24) and 12 months (4.31-point reduction, 95% CI 3.63-4.99; \(P<.001\); Cohen \(d\)=0.82, 95% CI 0.42-1.23) postintervention.

Anxiety Symptoms

Participants reported clinically significant improvements in anxiety (GAD-7 scores) from baseline to postintervention (3.45-point reduction, 95% CI 2.51-4.38; \(P<.001\); Hedges' \(g\)=0.69, 95% CI 0.38-1.00; Figure 1, panel B). This improvement was maintained at 6 months postintervention (4.26-point reduction, 95% CI 3.14-5.38; \(P<.001\); Hedges' \(g\)=0.91, 95% CI 0.54-1.28).

Predictors of Outcome Change

Individuals with higher PHQ-9 symptoms (\(b=0.54, P<0.001\)) or higher GAD-7 symptoms (\(b=0.63, P<0.001\)) at baseline were likely to experience larger reductions in depression (at the 12-month follow-up) and anxiety (at the 6-month follow-up), respectively. However, none of the reported engagement metrics or participant demographics were predictive of score change from baseline to 6- and 12-month follow-ups, for either PHQ-9 or GAD-7 (all \(P>.05\)).

Discussion

Principal Findings

The Meru Health Ascend intervention is a newly developed, smartphone-based, therapist-supported intervention for depression and anxiety, designed to overcome common barriers to treatment. A recent feasibility study reported that the intervention is feasible and associated with reduced depression symptoms immediately after the intervention [34]. This follow-up study extends these findings by demonstrating that the intervention is associated with clinically significant reductions in symptoms of both depression and anxiety and that these reductions are maintained up to 1 year and 6 months after intervention completion, respectively.

Understanding whether improvements in symptoms associated with Ascend are maintained long-term is important, as evidence suggests that a large proportion of patients are likely to relapse.
following treatment for depression or anxiety [30,32]. Although relapse rates associated with other smartphone-based interventions for depression and anxiety are largely unknown, previous research suggests that the risk of relapse is substantially lower following psychotherapy than following pharmacotherapy, where as many as 50%-75% of patients are likely to experience significant return of symptoms within 12 months of withdrawal from the latter [53,54]. Our results suggest that, similar to in-person psychotherapy, Ascend may be associated with enduring effects that extend for up to 12 months beyond the end of treatment. However, further work is needed to understand the long-term effectiveness of Ascend and other smartphone-based interventions for depression and anxiety under controlled conditions and relative to conventional treatment methods.

Our analysis revealed a larger effect size for the reduction in depression symptoms 12 months postintervention ($g=1.14$) than was reported by a recent meta-analysis [26] comparing smartphone-based interventions for depression to inactive control groups ($g=0.56$). However, this study was uncontrolled, and we therefore caution the reader not to interpret this difference. Indeed, the large effect reported here is consistent with other within-group (uncontrolled) effect sizes for app- and online-based depression interventions [55-57]. Further, a recent meta-analysis reported a similar uncontrolled effect size of $g=1.29$ for the reduction in depression symptoms associated with transdiagnostic, internet-delivered cognitive-behavioral therapy for depression and anxiety at follow-up [33]. Together, this suggests that the aforementioned discrepancy may stem from the lack of a comparison group in our study. We observed that the reduction in depression symptoms remained significant when making a conservative assumption that participants with missing data did not experience any long-term benefit from the intervention. However, the average reduction in depression under this assumption was marginally below the threshold for clinical significance (5-point change in PHQ-9 symptoms).

Similarly, our study revealed a slightly higher effect size for the reduction in anxiety symptoms immediately after the intervention ($g=0.69$) and 6 months postintervention ($g=0.91$) than was recently reported in a meta-analysis [27] comparing smartphone-based interventions for anxiety symptoms to inactive or waitlist control groups ($g=0.45$) [27]. This discrepancy may also be explained by the fact that this study was uncontrolled, and the effect size reported here may thus be an overestimate. In addition, the interventions included in the aforementioned meta-analysis were approximately 2 weeks shorter (on average) than the current 8-week intervention. Further, this study recruited participants on the basis of elevated symptoms of depression (as opposed to anxiety), making it difficult to make direct comparisons. Interestingly, the slightly higher effect size reported here is consistent with the results from online (as opposed to app-based) psychological interventions for anxiety disorders [58,59] and is, in fact, slightly lower than the effect size reported by a recent meta-analysis [33] of transdiagnostic, internet-delivered cognitive-behavioral therapy for depression and anxiety (uncontrolled pretest to follow-up, $g=1.29$).

The finding that Ascend was associated with reductions in symptoms of anxiety as well as depression is unsurprising, given that the intervention comprises evidence-based practices that have previously been shown to be effective at treating both conditions [60]. In addition, depression and anxiety are highly comorbid, suggesting the presence of shared underlying mechanisms that may respond to similar treatment methods [61]. Indeed, baseline scores suggest that a large proportion of participants were experiencing anxiety symptoms before the intervention, despite being recruited on the basis of having symptoms of depression. However, the magnitude of symptom reduction associated with Ascend was slightly larger for depression than for anxiety, likely reflecting the fact that the intervention was designed to address depression as the primary condition. Although previous online psychological interventions have often separated the treatment of depression and anxiety symptoms, there has been a recent trend toward the development of transdiagnostic interventions that target mechanisms common to multiple psychiatric disorders. These results add to a growing body of evidence highlighting the feasibility of such interventions [33] and suggest that smartphone apps may have the potential to address symptoms of depression and anxiety concurrently.

Two important but largely unanswered questions are who is likely to benefit the most from app-based psychological interventions and what factors are predictive of the degree to which individuals benefit over time. Our previous feasibility study suggested that a greater volume of app-based practice predicted the occurrence of fewer depressive symptoms 4 weeks after completing the Ascend intervention [34]. In this study, the degree of engagement with Ascend did not impact depression or anxiety scores at 6 or 12 months postintervention, although this analysis was likely underpowered due to a large proportion of missing data at these time points. It is also likely that a portion of the variance in scores at these time points was driven by factors not captured by our study. Further research is needed to understand the factors and components of the intervention that are predictive of long-term benefits.

Limitations
As with the former feasibility study [34], this study used a nonrandomized, uncontrolled design, which precludes causal inferences regarding the intervention and patient-reported outcome changes. In addition, the effect sizes reported in this study are likely an overestimate of the true treatment effect relative to an active control or treatment as usual.

Further, approximately one-third of the participants were taking antidepressants during (and presumably after) the intervention, making it difficult to preclude the possibility that the reduction in depression symptoms was caused or maintained by antidepressants [62] or by the tendency for a proportion of depressed patients to naturally recover over a 12-month period [63] and not by this intervention. Future randomized controlled trials that compare Ascend to treatment as usual over an extended period are required to fully address these limitations. The Meru Health Online Clinic could also consider collecting information on the antidepressant status at follow-up (and not
just at baseline) to better tease apart the long-term effects associated with the current intervention versus antidepressants.

Further, although engagement with the intervention was high, approximately half of all participants did not complete questionnaires at 6 and 12 months postintervention. Thus, our estimates of the percentage of participants that experienced clinically significant improvements in depression symptoms was based on the participants with complete data only. Further, participants with fewer symptoms of depression postintervention may have been more likely to engage with questionnaires, biasing estimates of the long-term treatment effect. This was addressed by using a robust pattern-mixture model approach and applying the most conservative clinical assumptions about the treatment effect for participants who dropped out or who were lost to follow-up. Nevertheless, such assumptions are inherently unverifiable, and recent guidelines highlight the importance of minimizing the likelihood of incomplete outcome data [64].

Although this study suggests that the intervention is associated with reductions in depression and anxiety symptoms, it does not address the underlying mechanisms or mediators of outcome change. Since the intervention encompasses techniques and practices from multiple approaches (cognitive behavioral therapy, mindfulness meditation, and behavioral activation therapy) as well as remote therapist and peer support, it is difficult to differentiate which components of the intervention are the most effective. Such information could assist with the design and optimization of future iterations of Ascend and other app-based interventions for mental health [65].

Finally, the study included self-selected participants who may have shown a higher degree of motivation to engage with the intervention. Further, the majority of participants were female, and although the study included individuals from both Finland and the United States, the majority of participants were based in Finland. Moreover, the Meru Health Clinic does not currently track patient race and ethnicity, making it difficult to assess the generalizability of the findings. Together, this suggests that this study sample may not be representative of the wider population of individuals with elevated symptoms of depression or anxiety, and future studies should address this issue by using more robust recruitment strategies and more representative study samples.

Conclusions

Depression is a serious and growing problem that causes individual suffering and huge economic and societal costs worldwide. Many individuals with depression are unable to access appropriate treatment, with high costs and a lack of trained professionals being major barriers. Scalable, low-cost, app-based interventions such as Ascend are designed to overcome these barriers and may help to significantly reduce the burden of anxiety and depression. Further research is needed to investigate the efficacy of Ascend in comparison to control groups and other established treatments for depression and anxiety.
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Abstract

Background: Mobile health tools such as text messaging programs can support smoking cessation. However, high rates of disengagement from these tools decrease their effectiveness.

Objective: The purpose of this study was to identify user characteristics associated with retention in an adult text messaging smoking cessation intervention.

Methods: Adults initiating a quit attempt using the publicly available program SmokefreeTXT between March 6 and June 21, 2016 (n=6215), were included. Data were collected to assess nicotine dependence, frequency of being around other smokers, time of the day for cigarette cravings, extrinsic and intrinsic motivation to quit smoking, confidence in quitting, and long-term intention to be smoke free. Multivariable survival analysis modeling for time to opt out was conducted to identify characteristics associated with opting out over the course of the intervention, adjusting for age, sex, and smoking frequency, reset of the quit date by the user, and the number of days enrolled before initiating the quit attempt. Among those who opted out, multivariable multinomial logistic regression analysis was used to identify predictors of opting out early (within 3 days and between 4 and 7 days into the quit attempt) compared to opting out late (more than 7 days into the quit attempt), adjusting for the same confounders.

Results: Survival analyses indicated that younger age, female sex, higher levels of nicotine dependence, lower intention to be smoke free, and enrolling in SmokefreeTXT ≤1 week before initiating the quit attempt were associated with an increased risk of opting out. For example, users who smoked within 5 minutes of waking up were 1.17 times more likely to opt out than those who smoked more than 5 minutes after waking up (95% CI 1.01-1.35). Among users who opted out from SmokefreeTXT, logistic regression modeling indicated that compared to users who were never or rarely around other smokers, those who were sometimes around other smokers had 1.96 times more likely to opt out within the first 3 days of the quit attempt (95% CI 1.18-3.25). In addition, compared to users with high levels of long-term quit intention, users with lower levels of intention had 1.80 times the odds of opting out between 4 and 7 days into the quit attempt (95% CI 1.02-3.18). Users who reset their quit date after initiating a quit attempt were less likely to opt out at either time point compared with those who did not reset their quit date.

Conclusions: Several user characteristics are associated with retention in an adult text messaging smoking cessation program. These results provide guidance on potential characteristics that should be addressed in future text messaging smoking cessation programs. Providing additional support to users with these characteristics may increase retention in text messaging programs and ultimately lead to smoking cessation.

(JMIR Mhealth Uhealth 2019;7(8):e13712) doi:10.2196/13712)
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Introduction
Although smoking rates continue to decline, smoking is responsible for more than 480,000 deaths annually in the United States [1]. Mobile health (mHealth) smoking cessation programs are a cost-effective way to reach many smokers, particularly smokers who are underserved by traditional treatment modalities (eg, in-person or telephone counseling) [2,3]. Text messaging smoking cessation programs have been found to as much as double a smoker’s likelihood of quitting [4,5]; however, high user dropout rates reduce the potential benefit of these programs [6,7]. A recent study found that smokers who left a text-based cessation program were less likely to abstain from smoking at 6 months posttreatment compared with those who remained in the program for longer [8], suggesting that increasing retention in a cessation program may increase the likelihood of quitting.

There are many potential reasons for someone to leave a cessation program prior to program completion, including failure to initiate a quit attempt or relapse, low initial motivation to quit, a high level of nicotine dependence and withdrawal symptoms, inability to resist cravings, or lack of sufficient social support during a quit attempt [9,10]. Text-based cessation programs have the potential to address some of these issues, but it is still unclear which users are more likely to leave a cessation program, and to date, the most relevant characteristics related to opting out of text messaging cessation programs have not been identified [4]. A better understanding of the characteristics associated with opting out may illuminate potential avenues for program enhancement and help identify the types of program users who may benefit most from new or additional program content.

The purpose of this study was to determine whether potentially relevant and addressable user characteristics measured during program enrollment were associated with opting out from SmokefreeTXT, one of the most widely used text-based smoking cessation programs available in the United States.

Methods
SmokefreeTXT Cessation Program
SmokefreeTXT is a free, nationally available, fully automated text-messaging smoking cessation program for adults run by the National Cancer Institute [7]. Smokers interested in quitting smoking can sign up for the program using a Web enrollment form or short message service (text) opt in. The program includes up to 2 weeks of preparation messages and 6 weeks of postquit date messages, and messages vary in content and frequency relative to the quit date set by the user. Text messages provide general motivation support, tips on preparing to quit, advice on managing cravings, suggestions for smoke-free activities, relevant smoking facts, and recognition of cessation milestones [7]. The program is bidirectional; users can text keywords (ie, “crave,” “slip,” or “mood”) at any time to receive on-demand support. Self-reported smoking status, mood, and craving levels are measured using within-program assessment questions delivered during the program. Users can reset their quit date at any time (eg, after a slip) to restart the program. Users can opt out of the program at any time by texting “STOP.” Since the program began in 2011, over 150,000 people have enrolled in SmokefreeTXT [11].

Data Collection and Study Population
Design and Measures
Data on age, sex, and smoking frequency are routinely collected from all SmokefreeTXT users at the time of program enrollment. For this study, eight additional baseline items, adapted from validated scales when available, were added to examine smoking context and motivational characteristics associated with opting out. The smoking context characteristics measured the level of nicotine dependence (measured as time to first cigarette: “How soon after you wake up do you smoke your first cigarette?” [12], frequency of reminders to smoke (“My life is full of reminders to smoke” [13]), time of the day for cigarette cravings (“When do you crave cigarettes the most?” [13]), and frequency of being around other smokers (“How often are you around people who are smoking?”). The motivational characteristics measured extrinsic motivation for quitting smoking (“I would try to quit smoking because others want me to quit smoking” [14]), intrinsic motivation for quitting smoking (“I would try to quit smoking because quitting smoking is an important thing for me to do” [14]), confidence in quitting (“I feel able to meet the challenge of quitting smoking”), and long-term cessation intention (“I intend to be smokefree one year from now” [15]). To minimize respondent burden, only single-item measures were used, and each SmokefreeTXT user received only two of the eight additional questions at the time of enrollment. Specifically, with each page refresh, two items were randomly selected from the bank of eight items for inclusion on the Web enrollment form. Under the National Institutes of Health policy, assessment of quality improvement processes does not require institutional review board approval and is covered by the Terms of Agreements that users agree to when signing up for the SmokefreeTXT program [16]. All data were nonidentifiable, and unique user identifiers replaced user telephone numbers before data were received from the text-message program vendor.

Study Population
The study population consisted of the first quit attempt of all users who signed-up for SmokefreeTXT using the Web enrollment form between March 6, 2016, and June 21, 2016 (N=6831 unique users). Of these, 616 were excluded (571 opted out of SmokefreeTXT before reaching their initial quit date, 41 set quit dates outside of the 2-week window [range: 46 days until the initial quit date to 2 days after a quit date], and 4 had unreliable ages [eg, age >99 years]), leaving 6215 users in the analytic sample.
Analysis

Coding

Opting Out of the Program

Two outcome variables were created to measure the timing for opting out of the program. The date and time any user texts “STOP” to opt out are saved, as are the date and time of enrollment. The number of days that a user was enrolled before opting out was determined by calculating the difference between a user’s initial quit date and the date of opting out. Users can reset their quit date by texting “NEW” to SmokefreeTXT. Receipt of this message is date and time stamped and when this occurs, a new row of data is created to capture program data relative to the new quit date. If users reset their quit date within the program, the program data capturing their most up-to-date quit date were used to determine timing of opting out. For users who did not opt out, time to opt out was censored at 42 days (length of the full 6-week intervention starting on the quit date). Previous findings show that the majority of users opting out of SmokefreeTXT do so in the first 3 days and up to the first week after initiating their quit attempt [7]; therefore, to understand the user characteristics associated with opting out early compared to opting out later in the program, a three-level variable was created among users who opted out of the program (n=3259) in order to investigate opting out within 3 days after the initial quit date and opting out between 4 and 7 days after the initial quit attempt compared with opting out more than 7 days after the initial quit date.

Characteristics of Interest

The eight baseline items added to the Web enrollment form were the primary characteristics of interest for this study and were coded using the distribution of responses in the study population. These characteristics were level of nicotine dependence (two levels: smokes within 5 minutes of waking up and smokes more than 5 minutes after waking), frequency of reminders to smoke (two levels: very true and a little true or a little/very untrue), time of the day for cigarette cravings (two levels: craves cigarettes in the morning, afternoon, or evening and craves cigarettes the same amount all times of day), frequency around other smokers (three levels: never or rarely around other smokers, sometimes around other smokers, and very often around other smokers), extrinsic motivation for quitting smoking (three levels: very true, a little true, and a little/very untrue), intrinsic motivation for quitting smoking (two levels: very true and a little true or a little/very untrue), confidence in quitting (three levels: very true, a little true, and a little/very untrue), and long-term cessation intention (two levels: strongly agree and agree or disagree/strongly disagree).

Potential Confounders

Information collected from users at the time of program enrollment were considered as potential confounders: age (18-29, 30-39, 40-49, and ≥50 years), sex (male or female), and smoking frequency (smokes every day or smokes less often than every day). Two additional characteristics were also included. First, a variable was created to indicate if a user had ever reset their quit date (ie, yes [used the keyword “NEW” coded as yes] or no). Lastly, the number of days that a user was enrolled before starting their cessation attempt was included to capture receipt of cessation preparation messages (0, 1-7, and 8-14 days).

Statistical Analyses

SAS 9.4 (SAS Institute, Cary NC) was used for all analyses. Descriptive analyses were performed using Chi-square tests. Multivariable survival analysis modeling for days to opt out was used to determine user characteristics associated with an increased risk of opting out. For all models, an initial confounder-only model (age, sex, smoking frequency, reset of the quit date by the user, and days enrolled before starting the quit attempt) was created. Thereafter, eight separate models were created with each independent variable of interest. Due to the data collection design, each user only answered two of the eight items of interest, with each item being randomly pulled from the bank of the eight items; thus, information on all eight items is not available for each user, and multiple independent variables of interest could not be included in the same model. Frequency around other smokers had a violation of the proportional hazards assumption; further investigation revealed that the assumption was violated at 14 days after the quit date; thus, two models were created for this user characteristic—one for opting out in the first 14 days and one for opting out after 14 days. Models provided adjusted hazard ratios and 95% CIs. Among users who opted out, multivariable multinomial logistic regression modeling was performed to examine the association between each user characteristic and opting out within 3 days (or between 4 and 7 days) compared to opting out after 7 days. Again, an initial confounder-only model was created and each user characteristic of interest was added to the confounder-only model. Logistic regression models provided odds ratios and 95% CIs.

Results

Overall, the majority of SmokefreeTXT users were women (69.4%), smoked every day (92.4%), had frequent reminders to smoke (68.7%), and craved cigarettes at all times of the day (67.1%) (Table 1). Most users reported high extrinsic and intrinsic motivation for quitting smoking (43.1% and 91.2% reported very true, respectively). Just over one-third of the users signed up for the program on their quit date (37.5%). In addition, 81% of users did not reset their quit date during the program. Slightly more than half (52.4%) opted out during the 6-week course of the program. User characteristics by the timing of the opt-out variable can be found in Multimedia Appendix 1.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, n (%)</th>
<th>Opted out during the program</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Yes, n (%)</td>
<td>No, n (%)</td>
</tr>
<tr>
<td>Number of users</td>
<td>6215 (100)</td>
<td>3259 (52.4)</td>
<td>2956 (47.6)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>1823 (29.3)</td>
<td>1052 (32.3)</td>
<td>771 (26.1)</td>
</tr>
<tr>
<td>30-39</td>
<td>1823 (29.3)</td>
<td>957 (29.4)</td>
<td>866 (29.3)</td>
</tr>
<tr>
<td>40-49</td>
<td>1288 (20.7)</td>
<td>659 (20.2)</td>
<td>629 (21.3)</td>
</tr>
<tr>
<td>≥50</td>
<td>1281 (20.6)</td>
<td>591 (18.1)</td>
<td>690 (23.3)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1904 (30.6)</td>
<td>951 (29.2)</td>
<td>953 (32.2)</td>
</tr>
<tr>
<td>Female</td>
<td>4311 (69.4)</td>
<td>2308 (70.8)</td>
<td>2003 (67.8)</td>
</tr>
<tr>
<td>Smoking frequency&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>less often than every day</td>
<td>468 (7.6)</td>
<td>231 (7.2)</td>
<td>237 (8.1)</td>
</tr>
<tr>
<td>Every day</td>
<td>5672 (92.4)</td>
<td>2992 (92.8)</td>
<td>2680 (91.9)</td>
</tr>
<tr>
<td>Time to first cigarette (min)&lt;sup&gt;d,e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;5</td>
<td>1025 (62.7)</td>
<td>511 (60.9)</td>
<td>514 (64.6)</td>
</tr>
<tr>
<td>≤5</td>
<td>610 (37.3)</td>
<td>328 (39.1)</td>
<td>282 (35.4)</td>
</tr>
<tr>
<td>Frequent reminders to smoke&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not true&lt;sup&gt;f&lt;/sup&gt;</td>
<td>472 (31.3)</td>
<td>252 (31.5)</td>
<td>220 (31.2)</td>
</tr>
<tr>
<td>Very true</td>
<td>1035 (68.7)</td>
<td>549 (68.5)</td>
<td>486 (68.8)</td>
</tr>
<tr>
<td>Frequency around other smokers&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never or rarely</td>
<td>295 (18.8)</td>
<td>145 (18.1)</td>
<td>150 (19.5)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>506 (32.2)</td>
<td>247 (30.8)</td>
<td>259 (33.7)</td>
</tr>
<tr>
<td>Very often</td>
<td>771 (49.1)</td>
<td>411 (51.2)</td>
<td>360 (46.8)</td>
</tr>
<tr>
<td>Craves cigarettes at a specific time of day&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1023 (67.1)</td>
<td>536 (67.9)</td>
<td>487 (66.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>502 (32.9)</td>
<td>253 (32.1)</td>
<td>249 (33.8)</td>
</tr>
<tr>
<td>Extrinsic motivation to quit&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very true</td>
<td>685 (43.1)</td>
<td>347 (42.5)</td>
<td>338 (43.8)</td>
</tr>
<tr>
<td>A little true</td>
<td>502 (31.6)</td>
<td>259 (31.7)</td>
<td>243 (31.5)</td>
</tr>
<tr>
<td>A little or very untrue</td>
<td>402 (25.3)</td>
<td>211 (25.8)</td>
<td>191 (24.7)</td>
</tr>
<tr>
<td>Intrinsic motivation to quit&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not true&lt;sup&gt;f&lt;/sup&gt;</td>
<td>134 (8.8)</td>
<td>79 (9.7)</td>
<td>55 (7.8)</td>
</tr>
<tr>
<td>Very true</td>
<td>1392 (91.2)</td>
<td>739 (90.3)</td>
<td>653 (92.2)</td>
</tr>
<tr>
<td>Confidence in quitting smoking&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A little or very untrue</td>
<td>295 (19.0)</td>
<td>163 (19.6)</td>
<td>132 (18.4)</td>
</tr>
<tr>
<td>A little true</td>
<td>652 (42.0)</td>
<td>354 (42.5)</td>
<td>298 (41.5)</td>
</tr>
<tr>
<td>Very true</td>
<td>605 (39.0)</td>
<td>316 (37.9)</td>
<td>289 (40.2)</td>
</tr>
<tr>
<td>Long-term quit intention&lt;sup&gt;d,g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other responses&lt;sup&gt;h&lt;/sup&gt;</td>
<td>182 (12.6)</td>
<td>105 (13.6)</td>
<td>77 (11.4)</td>
</tr>
</tbody>
</table>
### Variable

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, n (%)</th>
<th>Opted out during the program</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Yes, n (%)</td>
<td>No, n (%)</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>1266 (87.4)</td>
<td>667 (86.4)</td>
<td>599 (88.6)</td>
</tr>
<tr>
<td>Reset quit date during quit attempt</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>5032 (81.0)</td>
<td>2757 (84.6)</td>
<td>2275 (77.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>1183 (19.0)</td>
<td>502 (15.4)</td>
<td>681 (23.0)</td>
</tr>
<tr>
<td>Days enrolled before starting quit attempt</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2332 (37.5)</td>
<td>1316 (40.4)</td>
<td>1016 (34.4)</td>
</tr>
<tr>
<td>1-7</td>
<td>2545 (41.0)</td>
<td>1361 (41.8)</td>
<td>1184 (40.1)</td>
</tr>
<tr>
<td>8-14</td>
<td>1338 (21.5)</td>
<td>582 (17.9)</td>
<td>756 (25.6)</td>
</tr>
</tbody>
</table>

$^a$ $P$ value from the Chi-square test.

$^b$ These values are statistically significant at an alpha level of .05.

$^c$ Sum does not add to the total due to missing values.

$^d$ Sum does not add to the total, as users were only given two of eight items at sign up (see Methods section for details).

$^e$ Time to first cigarette after waking up in the morning.

$^f$ A little true, a little untrue, or very untrue.

$^g$ Users were asked about their intention to be smoke free 1 year from signing up.

$^h$ Agree, disagree, or strongly disagree.

Survival analyses revealed that, except for smoking frequency, each variable included in the confounder-only model was associated with opting out (Figure 1, Multimedia Appendix 2). Specifically, women, users younger than 50 years of age, and users who signed up for SmokefreeTXT on their quit date or within 1 week of their quit date were more likely to opt out than others (Figure 1A). Users who reset their quit date after initiating their attempt were less likely to opt out than those who did not reset their quit date. Among the characteristics of interest, people who smoked within 5 minutes of waking up, were sometimes around other smokers, and had lower long-term quit intention were more likely to opt out (Figure 1B). Specifically, users who smoked within 5 minutes of waking were 1.17 times more likely to opt out than those who smoked more than 5 minutes after waking (95% CI 1.01-1.35). Users with less than high long-term intention to be smoke free were 1.29 times more likely to opt out than those with the highest levels of long-term quit intention (95% CI 1.04-1.59). Compared to users who were never or rarely around other smokers, those who were sometimes around other smokers were 1.34 times more likely to opt out during the first 14 days of the program (95% CI 1.03-1.73).

Among all users who opted out, several characteristics were associated with opting out early (ie, within the first 3 days of the quit attempt or between 4 and 7 days into the quit attempt vs later; Figure 2, Multimedia Appendix 3). Specifically, compared to users aged ≥50 years, those aged 18-29 years had 1.33 and 1.45 times the odds of opting out within 3 days or between 4 and 7 days into the quit attempt, respectively (95% CI 1.04-1.69 and 95% CI 1.08-1.94, respectively; Figure 2A). Users who reset their quit date after initiating the quit attempt were less likely to opt out of SmokefreeTXT early compared to users who did not reset their quit date (within 3 days: odds ratio 0.08, 95% CI 0.06-0.12; between 4 and 7 days: odds ratio 0.17, 95% CI 0.12-0.25). Compared to users who were never or rarely around other smokers, those who were sometimes around other smokers had 1.96 times the odds of opting out within the first 3 days (95% CI 1.18-3.25; Figure 2B). Lastly, compared to users with the highest levels of long-term quit intention, users with lower levels of long-term quit intention had 1.80 times the odds of opting out between 4 and 7 days into the quit attempt (95% CI 1.02-3.18).
Figure 1. Adjusted survival analysis describing predictors of opting out of SmokefreeTXT, presenting the results of 10 adjusted models. Full model information available is in Multimedia Appendix 2. Panel A presents results from one confounder-only model (age, sex, smoking frequency, reset of quit date by the user, and days enrolled before start of the quit attempt). Panel B presents nine separate survival models with all confounders plus each user characteristic of interest. Violation of the proportional hazards assumption was found for the user characteristic "frequency around other smokers"; models were stratified at 14 days at the point where violation occurred and are presented separately.
**Discussion**

This study assessed smoking context and motivational characteristics associated with opting out of the SmokefreeTXT program in two ways: opting out over the entire cessation intervention and opting out at specific periods early in a cessation attempt. Overall, almost 50% of SmokefreeTXT users were retained in the program over the course of the 6-week intervention. Several user characteristics seemed to influence retention in SmokefreeTXT; these were found to vary in terms of strength of the association and timing relative to the cessation attempt. Specifically, younger age, female sex, and higher levels of nicotine dependence were associated with increased rates of opting out over the entire intervention. Being around other smokers was uniquely associated with opting out early in the quit attempt. Lower long-term intention to stay smoke free was
associated with increased rates of opting out over the entire intervention and had a particularly pronounced association with retention in days 4-7 of the quit attempt.

To our knowledge, this is the first study to identify characteristics associated with opting out by using data from a real-world implementation of a text messaging smoking cessation program. Previous analyses of SmokefreeTXT user data found similar rates of opting out among users enrolled between 2012 and 2014 [7]. Therefore, it appears that program changes may be needed to increase retention in this widely used program. The predictors of opting out found in this study are largely consistent with those shown to be predictive of relapse following smoking cessation [17-21], which suggests that users may be leaving the program because they have returned to smoking. This potential pattern of opting out in parallel with relapse is supported by an analysis by Heminger et al [8], who found that participants who opted out of the text messaging smoking cessation program Text2Quit were less likely to be abstinent at 6 months compared with those who did not opt out of the program. It is uncertain how generalizable their results are to the SmokefreeTXT user population, as their analysis occurred in the context of a clinical trial and most participants remained enrolled in the program. The potential differences in how users interact with text-messaging programs within and outside a research setting are potentially large, given that in the study by Heminger et al [8], only 30.2% of participants texted “STOP” [8], yielding a 22% difference between their study and the opt out rates found in the SmokefreeTXT program. To date, there has been no real-world evaluation of the association between program retention and smoking abstinence. The results of this study identified several user characteristics of interest that could be addressed with modifications to the currently available text messaging cessation program.

It is possible that addressing the characteristics associated with opting out might improve retention in the SmokefreeTXT program, which could be done by going beyond the currently available “one-size-fits-all” approach, by potentially including elements of tailoring. Tailoring to specific influential characteristics may increase the relevance of the program to each user and provide more salient tips and resources, thereby increasing retention [22,23]. Previous studies have shown the effectiveness of tailored text message–based cessation interventions [24-26], but to our knowledge, none have been implemented outside a research setting. Further, only one study has compared tailored to nontailored text messaging cessation programs [27]. Thus, the full potential impact of tailoring within text messaging cessation programs and the features requiring tailoring the most are unknown. The results of the survival analysis provide information about the characteristics of users who had significantly higher rates of opting out over the entire 42-day SmokefreeTXT program, highlighting several characteristics that could be the focus of tailoring throughout text messaging–based cessation programs.

Users younger than 50 years of age were more likely to opt out of SmokefreeTXT. Further, those aged 18-29 years had the highest risk of opting out over the entire intervention and early in the quit attempt. Previous research among young adult smokers have identified several unique features that may make quitting more difficult in this group. For example, there is evidence that young adults’ identity as smokers continues to evolve [28] and young adults who smoke frequently might still not identify as smokers [29-33]. This could be a result of younger smokers having lower rates of daily smoking compared to older adult smokers [1]. It is therefore possible that even while making a quit attempt, traditional cessation programs might not resonate with young adult smokers. Previous evaluations of motivations to quit smoking among young adult smokers have identified physical fitness and worry about long-term health effects of smoking as motivators to quit [34,35]. Thus, incorporating additional intervention content in these areas may assist in keep young adult smokers engaged in a cessation program. In addition, it is possible that identifying ways to help reinforce a young adult’s identity as a smoker could maintain motivation to quit in order to avoid the long-term health harms already associated with smoking [36]. Lastly, young adults have the highest rates of technology adoption [37]. Although a text messaging program might align with how young adults are using devices, it may be harder for an intervention to resonate with high-technology adopters if it does not include the most up-to-date functionality. Continued exploration of the barriers to quitting and remaining engaged in a cessation attempt among this group is imperative to provide up-to-date, relevant content within cessation programs.

Logistic regression analyses identified two characteristics found to be particularly important early in the quit attempt: being around other smokers sometimes and having low long-term quit intention. However, the timing of these associations differed, even within the first week of the quit attempt. Including messages to address these characteristics within the first days of a quit attempt may increase retention. Frequency of being around other smokers can be an indicator of how frequently a smoker initiating a cessation attempt might experience cues and urges to smoke, which can derail a quit attempt [38-40]. Being around other smokers may also present a perceived smoking opportunity to smokers undertaking a quit attempt, which can also increase cravings to smoke [41]. In this study, compared to users who were never around other smokers, only those who were sometimes around other smokers had higher odds of opting out. There was no increased risk of opting out for users who were frequently around other smokers, compared to users who were never around other smokers. This finding could indicate that people who are only sometimes around other smokers (almost one-third of SmokefreeTXT users) face unexpected cravings that they are not prepared for and indicates the potential need for additional skill building early in the quit attempt to help plan for and resist unexpected cravings. One way to do this could be to provide additional reminders about the on-demand keyword functionality embedded within text message programs to people who are only intermittently around other smokers in order to assist with cravings and increase the use of real-time support during their quit attempt.

People with lower levels of long-term quit intention had an increased risk of opting out over the entire intervention and had higher odds of opting out between days 4 and 7 of the quit attempt. This finding is consistent with the Theory of Planned Behavior (TPB), which suggests that without intention,
subsequent behavioral changes will not occur [15]. A previous meta-analysis determined that the TPB applies to smoking behavior, specifically that smoking intentions predict smoking behavior and that the key constructs of the TPB (attitudes, subjective norms, and perceived behavioral control) were all associated with smoking intentions [42]. Health behavior theories like the TPB are promoted for use in interventions to change addictive behaviors [43-45]. Using the TPB by incorporating additional strategies to change social norms, attitudes, and perceived behavioral control may help maintain engagement of smokers undergoing a quit attempt.

Users who smoked within 5 minutes of waking were more likely to opt out prior to program completion compared to those who reported a longer interval to their first cigarette of the day. Time to first cigarette is an indicator of the level of nicotine dependence [12], and smokers with higher levels of nicotine dependence are more likely to relapse [46,47]. The level of nicotine dependence represents a potentially important dimension for treatment tailoring; smokers with higher versus lower levels of nicotine dependence might benefit from different forms, doses, or schedules of pharmaceutical support to achieve long-term smoking cessation. For example, evaluations of pharmacotherapy for cessation show that smokers with higher levels of nicotine dependence benefit more from combination pharmacotherapy (ie, combinations of smoking cessation medications) than smokers with lower levels of nicotine dependence. Currently, nicotine replacement therapy (NRT) or other pharmaceutical cessation aids are not provided to SmokefreeTXT users. Nonetheless, there is potential opportunity to increase the use of NRT, particularly among SmokefreeTXT users with the highest levels of nicotine dependence, by tailoring the intervention to provide additional suggestions and information on the use of NRT in this group. Additionally, the use of pharmaceutical therapies for cessation is higher among former smokers who visited a physician in the year before they quit smoking [48]; thus, identifying ways to integrate clinical care, where access to pharmaceuticals is increased, and digital cessation care might also lead to more successful quitting attempts and motivation to stay engaged with a text message–based cessation program. One example of integration of clinical and digital cessation is the use of the electronic health record to identify patients who currently smoke, which then prompts providers to offer tobacco dependence counseling and medication and include a referral to the local quit line [49,50]. Within this framework, it could also be feasible for clinical practices to include referral to other digital tools like text messaging, depending on patient preference.

People who enrolled within 1 week of starting their quit attempt were more likely to opt out than those who enrolled between 1 and 2 weeks before initiating their quit attempt. One interpretation of this result is that greater exposure to preparation messages increased the odds of successfully quitting smoking. This finding is in line with clinical practice guidelines, which recommend that smokers create a quit plan and take time to prepare for their quit attempt [51]. Previous text messaging–based cessation interventions have also included time for preparation by requiring participants to set quit dates in the future [26,52,53]. However, when implemented in a real-world setting, there is no oversight about how much preparation a user receives and in our study population, almost 38% of users opted to initiate their quit attempt immediately and thus received no preparation messages. Further, requiring a specific amount of preparation may create a barrier to accessing support for a smoker who is ready to quit immediately. Since SmokefreeTXT users are allowed to set their own quit date within a 2-week period, it is unclear what the impact would be if all users received the same amount of preparation messages. Further, it is unknown how users are selecting their initial quit date in this setting. Future research should examine the motivations and preferences of users setting their own quit dates and continue to explore this critical period of the cessation attempt.

People who used the feature of resetting their quit date were less likely to opt out of SmokefreeTXT. Use of this feature was the only independent variable to show a protective effect with opting out and was associated with early and overall program retention. It is possible that use of this functionality represents smokers remaining committed to their cessation goals, especially as use of this feature is optional. Staying committed to a quit attempt is extremely important early on when the risk of smoking relapse is the highest; therefore, utilization of this feature could represent people who might have left after failing to initiate their quit attempt (ie, smoked on quit day), but instead of giving up on quitting smoking altogether and opting out, they immediately recommitted to quitting by using the reset feature. Thus, there is potential value in reframing a smoking lapse not as a failure but as part of the process of cessation that can still help smokers get to their end goal of being smoke free. Further investigation is needed to better understand this phenomenon and the best way to promote re-engagement in a cessation attempt after a slip or another setback.

This study has several limitations that need to be considered. First, given the real-world implementation of this study, participant burden needed to be minimized; therefore, only two additional baseline items were added per user to the SmokefreeTXT sign up webpage. As a result, complete information for all the independent variables of interest were not available for each user. However, as these data are all missing completely at random, future research could consider employing imputation techniques to allow for simultaneous examination of all independent variables of interest. Second, to reduce respondent burden, only single-item measures were used for data collection. However, validated items and scales were used when available. Additionally, this study focused on smoking context and motivational characteristics associated with retention and therefore did not measure all potential user characteristics of interest, such as measures of depression or stress, or other substance use behaviors like alcohol use. Fortunately, it appears that SmokefreeTXT users tolerated the additional items, as sign-up rates to the program were not reduced during the study. Therefore, a future implementation could consider adding more than two new items to the sign up webpage to expand data collection. Lastly, this study was unable to account for the potential influence of technology-related characteristics; for example, previous use of text-messaging programs and cell phone availability during working hours or
assessment of users’ input on why they decided to opt out. Future qualitative studies might be particularly well suited to explore the larger contextual factors that impact a smokers’ use and disuse of technology-based interventions.

This study identified several important smoking context and motivational characteristics associated with opting out of a smoking cessation text-messaging program. Although some characteristics were associated with opting out over the entire 42-day cessation program, others were only influential very early into the quit attempt. The user characteristics and programmatic features found to be associated with opting out could be addressed through program changes, such as tailoring of new messages or integration of mHealth tools with clinical care. For example, program changes to incorporate tailoring for characteristics like age, frequency of being around other smokers, and motivations to quit smoking might increase the salience of the program to users. Integration with clinical care could help support smokers with higher levels of nicotine dependence by facilitating use of NRTs and other pharmaceutical cessation aids. These modifications, in combination with promoting the use of preparation messages and helping users remain committed to quitting smoking, could increase retention and engagement, which could ultimately increase success in quitting smoking.
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Abstract

Background: Chronic rheumatic diseases need long-term treatment and professional supervision. Mobile apps promise to improve the lives of patients and physicians. In routine practice, however, rheumatology apps are largely unknown and little is known about their quality and safety.

Objective: The aim of this study was to provide an overview of mobile rheumatology apps currently available in German app stores, evaluate app quality using the Mobile Application Rating Scale (MARS), and compile brief, ready-to-use descriptions for patients and rheumatologists.

Methods: The German App Store and Google Play store were systematically searched to identify German rheumatology mobile apps for patient and physician use. MARS was used to independently assess app quality by 8 physicians, 4 using Android and 4 using iOS smartphones. Apps were randomly assigned so that 4 apps were rated by all raters and the remaining apps were rated by two Android and two iOS users. Furthermore, brief app descriptions including app developers, app categories, and features were compiled to inform potential users and developers.

Results: In total, 128 and 63 apps were identified in the German Google Play and App Store, respectively. After removing duplicates and only including apps that were available in both stores, 28 apps remained. Sixteen apps met the inclusion criteria, which were (1) German language, (2) availability in both app stores, (3) targeting patients or physicians as users, and (4) clearly including rheumatology or rheumatic diseases as subject matter. Exclusion criteria were (1) congress apps and (2) company apps with advertisements. Nine apps addressed patients and 7 apps addressed physicians. No clinical studies to support the effectiveness and safety of apps could be found. Pharmaceutical companies were the main developers of two apps. Rheuma Auszeit was the only app mainly developed by a patient organization. This app had the highest overall MARS score (4.19/5). Three out of 9 patient apps featured validated questionnaires. The median overall MARS score was 3.85/5, ranging from 2.81/5 to 4.19/5. One patient-targeted and one physician-targeted app had MARS scores >4/5. No significant rater gender or platform (iOS/Android)
differences could be observed. The overall correlation between app store ratings and MARS scores was low and inconsistent between platforms.

**Conclusions:** To our knowledge, this is the first study that systematically identified and evaluated mobile apps in rheumatology for patients and physicians available in German app stores. We found a lack of supporting clinical studies, use of validated questionnaires, and involvement of academic developers. Overall app quality was heterogeneous. To create high-quality apps, closer cooperation led by patients and physicians is vital.

*(JMIR Mhealth Uhealth 2019;7(8):e14991) doi:10.2196/14991*
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**Introduction**

There is great potential in using eHealth tools, especially in chronic rheumatic diseases [1]. In the anticipated reality of Rheumatology 4.0 computer-aided diagnostic systems allowing precise and quick diagnosis [2], mobile apps and other eHealth tools could improve the positions of all stakeholders, including patients, physicians, health insurance companies, and the pharmaceutical industry.

The use of diagnostic decision support systems could shorten the time to correct diagnosis, even for rare diseases [3]. Once a correct diagnosis is established, patients and physicians need to maintain disease control, which necessitates continuous monitoring of treatment adherence, accurate symptom tracking, and surveillance of adverse treatment effects. eHealth is promising to increase the quantity, quality, and availability of medical data, thus allowing a more precise and personalized treatment. A recent study showed that remote monitoring of disease activity using physical activity trackers precisely detects flares in patients with rheumatoid arthritis [4]. This is a good example in which an accurate clinical assessment is accomplished using an eHealth tool without necessitating a direct patient-physician encounter. Such tools could drastically increase the efficiency of health care delivery.

The development of apps is becoming easier and less expensive thanks to the lack of restrictions on interventions in app stores. These low market barriers attract various businesses that seek to seize the opportunity of entering the profitable health care market [5]. This leads to considerable heterogeneity regarding security and quality in general.

Quality indicators for health care–related apps beyond the app store star ratings, comments, and number of downloads are largely unavailable. Trust marks and certification labels (like CE marking indicating conformity with health, safety, and environmental protection standards for products sold within the European Economic Area) for apps are rarely found [6], making quality assessment of an app a challenge for the end user. A number of tools have been proposed to this end [7,8]. Among the relatively established tools to rate app quality is the validated Mobile Application Rating Scale (MARS) [9]. Since its publication in 2015, it has been used to rate various mobile medical apps [10,11]. The MARS score is based on a 5-point Likert scale in four sections with multiple items: engagement (5 items), functionality (4 items), aesthetics (3 items), and information quality (7 items). In addition, there is a subjective section consisting of 4 items.

A New Zealand study recently reported the results of a MARS assessment evaluating patient apps for rheumatoid arthritis and found a lack of high-quality apps [10]. Such systematic quality assessments are scarce and represent an unmet need. A recent survey conducted by the Working Group Young Rheumatology of the German Society for Rheumatology (Arbeitsgemeinschaft Junge Rheumatologie, or rheumadoscs) showed that medical app use among German rheumatologists increased by 12% during two years, yet rheumatologists were aware of only two recommendable apps specific to rheumatology (RheumaHelper, RheumaLive) [5].

To our knowledge, no systematic quality assessment of rheumatology apps available in German app stores has yet been carried out. Therefore, the aim of this study was to identify and evaluate rheumatology-specific German mobile apps targeting patients or physicians.

**Methods**

**Selection of Mobile Apps**

An extensive German App Store and Google Play search was performed from May 1-31, 2018. This search included the following search terms: “Rheuma” OR “Rheumatologie” OR “Arthritis” OR “Psoriasisarthritis” OR “PsA” OR “PsoA” OR “Rheumaide Arthritis” OR “RA” OR “Morbus Bechterew” OR “Spondylarthritis” OR “Spondylitis ankylosans” OR “Spondyloarthropathie” OR “axSpa” OR “Spondylarthropathie” OR “Spa” OR “Spondylitis ankylosans” OR “ankylosierende Spondylarthritis” OR “Kollagenose” OR “SLE” OR “Systemischer Lupus Erythematoses” OR “Sklerodermie” OR “Lupus” OR “Sjögren” OR “APS” OR “Antiphospholipidsyndrom” OR “systemische Sklerose” OR “SSc” OR “Polymyositis” OR “Dermatomyositis” OR “RZA” OR “Riesenzellarteriitis” OR “Riesenzellarteritis” OR “EGPA” OR “GPA” OR “eosinophile Granulomatose mit Polyangiitis” OR “Granulomatose mit Polyangiitis” OR “PAN” OR “panarteritis nodosa” OR “polyarteritis nodosa” OR “ mikroskopische Polyangiitis” OR “Morbus Behcet” OR “Takayasu Arteriitis” OR “Kawasaki Syndrom” OR “Arteritis temporalis” OR “PMR” OR “Polymyalgie” OR “Polymyalgia rheumatica” OR “reaktive Arthritis” OR “enteropathische Arthritis” OR “Vaskulitis” OR “FMF” OR “familäres Mittelmeerfieber” OR “Autoinflammation” OR “AOSD.”
All 8 raters (Multimedia Appendix 1) were physicians currently completing their rheumatology fellowships. Four physicians were using Android phones and four physicians were using iPhones to individually search for the terms in the associated app stores. Raters stated no conflict of interest regarding the industry surrounding the apps being rated. Searches were performed from May 1-31, 2018.

App inclusion criteria were (1) German language, (2) availability in both app stores, (3) targeting patients or physicians as users, and (4) clearly including rheumatology or rheumatic diseases as subject matter. Exclusion criteria were (1) congress apps and (2) company apps with advertisements.

App Evaluation
As recommended by the MARS developers, all raters viewed the training video by Stoyanov et al [9], and each app was tested for at least 10 minutes. The raters agreed on the relevance of all MARS items to this project. Before rating their assigned apps, all raters evaluated two apps selected for training purposes (previously excluded from the analysis) and discussed their results to ensure a similar understanding of the MARS items and process.

Four of the apps were rated by all raters and the remaining apps were randomly assigned to raters by creating a stratified randomization list using a virtual urn method without replacement, such that each app would be rated by two Android and two iPhone users. Apps were downloaded and rated from July 1-31, 2018. Furthermore, information was collected regarding target group, target disease, content, developer, availability of privacy policy statement, medical product status, and current app store rating. Availability of scientific studies was checked via Google, Google Scholar, PubMed, the developer website, and the app stores.

Statistical Analysis
MARS section scores were calculated by taking the arithmetic mean of each item score in the section, while the overall score was the arithmetic mean of the section scores (excluding subjective quality). Overall scores and section scores were summarized as median and range for each app, and apps were ranked based on the median overall MARS score. We analyzed item score deviations by section and rater using a random intercept–only mixed-effects linear regression model including the individual item scores as the dependent variable, a random effects term for the rater, and nested random effects terms for the MARS section and app. Using random intercepts from this model, we estimated how the item scores in each section in each app deviated from the overall mean item score to rank and plot the importance of the sections within each app. Similarly, we plotted the random effect intercepts and respective 95% confidence intervals for raters to rank the raters by their deviation from the overall mean item score as a measure of rater bias. We analyzed the effect of rater gender and operating system on ratings by adding respective fixed effect terms to the model and reported their coefficients and 95% confidence intervals. Random intercept and fixed effect term confidence intervals spanning both sides of 0 were considered insignificant.

We constructed scatter plots of MARS scores for each app and platform against their respective store ratings and calculated Pearson correlation coefficients both across platforms and separately. Finally, we analyzed intrarater agreement at item, section, and overall score levels for raters from a rater sample, namely ICC2k (two-way random, average measures, absolute agreement) [12]. All data analysis was performed using the open source R software v3.5.3 (The R Foundation).

Results
Selection of Mobile Apps
In total 128 and 63 apps were identified in the German App Store and Google Play, respectively. After removing duplicates and only including apps that were available in both stores, 28 apps remained. Three previously included apps were no longer available for download in July 2018 and were excluded; 9 apps were removed—6 were not available in German, one was a congress app, one a specific app for a clinical study, and one an ergo therapy advertisement app—so there remained 16 final apps for analysis (Figure 1). During the analysis, Psoriapp was no longer available in Google Play and could only be rated by iOS raters. Android rater 2 downloaded Rheumatologie Visuell but the log-in repeatedly failed. The same rater was unable to successfully download Rheuma Edu although it was available in Google Play. iOS rater 2 had the same problem with the Rheumatologie Visuell app.
Characteristics of Mobile Apps

Tables 1 and 2 display the characteristics of the analyzed apps. Nine apps were designed for patient use, and 7 for physician use. The following rheumatologic diseases were targeted: rheumatoid arthritis (RA), psoriatic arthritis (PsA), ankylosing spondylitis (SpA), juvenile idiopathic arthritis (JIA), systemic lupus erythematosus (SLE), vasculitis, and giant cell arteritis. Thirteen apps were rheumatology specific, and 3 apps were nonspecific. All physician-targeted apps focused on education. Most of these apps were text and graphic based, focusing on guidelines. Other physician apps incorporated videos (Rheuma Edu), audio files (Meditorium), and case images (Rheumatologie Visuell). Three apps consisted of a score calculator. Eight out of 9 patient apps had a diary function of some sort. Rheuma Auszeit, the only patient app without a diary function, provided video and audio instructions for mental and physical exercises. Only 3 out of 8 diary patient apps consisted of validated disease activity questionnaires. Most apps provided a reminder function. Two out of 9 patient apps provided a service to exchange experiences via private or group messages.

Only one app, Rheuma Auszeit, was developed mainly by a patient organization; 2 apps were mainly developed by pharmaceutical companies. Five other apps were financially supported by pharmaceutical companies. All patient apps were free of charge, but 2 of the physician-targeted apps required in-app purchases to function completely. According to the associated website, the MyTherapy app has been used for an adherence study with type 2 diabetes patients; however, no details for this study were stated and the study could not be identified using Google Scholar or PubMed. Privacy policy statements were available for all apps except the ASAS App. Three patient apps were classified as medical products, all constructed by the same developer (STAR Healthcare Management GmbH).
<table>
<thead>
<tr>
<th>App</th>
<th>Target group</th>
<th>Target disease</th>
<th>Developer</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rheuma Auszeit</td>
<td>Patient</td>
<td>RA&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Deutsche Rheuma-Liga Bundesverband eV</td>
<td>Education</td>
</tr>
<tr>
<td>Meditorium</td>
<td>Physician</td>
<td>Nonspecific</td>
<td>SchiLu Media UG</td>
<td>Education</td>
</tr>
<tr>
<td>RheumaGuide</td>
<td>Physician</td>
<td>RA&lt;sup&gt;a&lt;/sup&gt;, PsA&lt;sup&gt;b&lt;/sup&gt;, SpA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>MedMedia Verlag und Mediaservice GmbH</td>
<td>Education</td>
</tr>
<tr>
<td>ASAS App</td>
<td>Physician</td>
<td>SpA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Assessment of SpondyloArthritis International Society</td>
<td>Education, calculator</td>
</tr>
<tr>
<td>RheumaLive</td>
<td>Patient</td>
<td>RA&lt;sup&gt;a&lt;/sup&gt;</td>
<td>STAR Healthcare Management GmbH</td>
<td>Diary, reminder</td>
</tr>
<tr>
<td>Pain Companion</td>
<td>Patient</td>
<td>Nonspecific</td>
<td>Sanovation AG</td>
<td>Diary, exchange</td>
</tr>
<tr>
<td>MyTherapy</td>
<td>Patient</td>
<td>Nonspecific</td>
<td>Smartpatient GmbH</td>
<td>Diary, reminder</td>
</tr>
<tr>
<td>Psoriapp</td>
<td>Patient</td>
<td>PsA&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Novartis Pharma GmbH</td>
<td>Diary, reminder</td>
</tr>
<tr>
<td>Rheumatologie Visuell</td>
<td>Physician</td>
<td>Rheumatic</td>
<td>Georg Thieme Verlag KG</td>
<td>Education</td>
</tr>
<tr>
<td>PsALive</td>
<td>Patient</td>
<td>PsA&lt;sup&gt;b&lt;/sup&gt;</td>
<td>STAR Healthcare Management GmbH</td>
<td>Diary, reminder</td>
</tr>
<tr>
<td>AxSpaLive</td>
<td>Patient</td>
<td>SpA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>STAR Healthcare Management GmbH</td>
<td>Diary, reminder</td>
</tr>
<tr>
<td>Lupuslog</td>
<td>Patient</td>
<td>SLE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>GlaxoSmithKline PLC</td>
<td>Diary, reminder</td>
</tr>
<tr>
<td>Rheuma Edu</td>
<td>Physician</td>
<td>Rheumatic</td>
<td>Pomecans Marketing AG</td>
<td>Education</td>
</tr>
<tr>
<td>ANCA–Assozierte Vaskulitiden</td>
<td>Physician</td>
<td>ANCA&lt;sup&gt;e&lt;/sup&gt;–associated vasculitis</td>
<td>Börhm Bruckmeier Verlag GmbH</td>
<td>Education</td>
</tr>
<tr>
<td>RheumaBuddy</td>
<td>Patient</td>
<td>RA&lt;sup&gt;a&lt;/sup&gt;, JIA&lt;sup&gt;f&lt;/sup&gt;</td>
<td>DAMAN P/S</td>
<td>Diary, exchange</td>
</tr>
<tr>
<td>Rheumatologie App</td>
<td>Physician</td>
<td>RA&lt;sup&gt;a&lt;/sup&gt;, vasculitis</td>
<td>Börhm Bruckmeier Verlag GmbH</td>
<td>Education</td>
</tr>
</tbody>
</table>

<sup>a</sup> RA: rheumatoid arthritis.  
<sup>b</sup> PsA: psoriatic arthritis.  
<sup>c</sup> SpA: ankylosing spondylitis.  
<sup>d</sup> SLE: systemic lupus erythematosus.  
<sup>e</sup> ANCA: antineutrophil cytoplasmic antibody.  
<sup>f</sup> JIA: juvenile idiopathic arthritis.
Table 2. Characteristics of included rheumatology apps.

<table>
<thead>
<tr>
<th>App</th>
<th>Technical aspects/content</th>
<th>Studies available</th>
<th>Privacy policy available</th>
<th>Medical product</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rheuma Auszeit</td>
<td>Videos and audio files</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Free</td>
</tr>
<tr>
<td>Meditorium</td>
<td>Audio files</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Free</td>
</tr>
<tr>
<td>RheumaGuide</td>
<td>Diagnostic and therapeutic guidelines, score calculator</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Free</td>
</tr>
<tr>
<td>ASAS App</td>
<td>Diagnostic and therapeutic guidelines, score calculator</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Free</td>
</tr>
<tr>
<td>RheumaLive</td>
<td>Diary(^a), medication reminder, export function</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Free</td>
</tr>
<tr>
<td>Pain Companion</td>
<td>Diary, group discussion, private messages, export function</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Free</td>
</tr>
<tr>
<td>MyTherapy</td>
<td>Tracking, medication/task reminder</td>
<td>No(^b)</td>
<td>Yes</td>
<td>No</td>
<td>Free</td>
</tr>
<tr>
<td>Psoriapp</td>
<td>Diary, medication reminder, export function</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Free</td>
</tr>
<tr>
<td>Rheumatologische Visuell</td>
<td>Rheumatology images</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Free</td>
</tr>
<tr>
<td>AxSpaLive</td>
<td>Diary(^a), medication reminder, export function</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Free</td>
</tr>
<tr>
<td>PsALive</td>
<td>Diary(^a), medication reminder, export function</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Free</td>
</tr>
<tr>
<td>Lupuslog</td>
<td>Diary, reminder, pictures, export function, local weather</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Free</td>
</tr>
<tr>
<td>Rheuma Edu</td>
<td>Videos</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>6.49 € (US $7)</td>
</tr>
<tr>
<td>ANCA–Assozierte Vaskulitiden</td>
<td>Diagnostic and therapeutic guidelines</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Free</td>
</tr>
<tr>
<td>RheumaBuddy</td>
<td>Diary, group discussion, private messages, reminder, export function</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Free</td>
</tr>
<tr>
<td>Rheumatologie App</td>
<td>Diagnostic and therapeutic guidelines, score calculator</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Free</td>
</tr>
</tbody>
</table>

\(^a\)This allowed tracking of validated rheumatology-specific questionnaires.

\(^b\)Developer website states clinical study, yet no details could be identified using Google Scholar or Pubmed.

**App Ratings**

The overall MARS scores ranged from 2.81 to 4.19. The apps were ranked by median overall score. The individual MARS score ratings by each rater and their range are presented in Figure 2. The individual MARS section scores by each rater and their ranges are displayed in Multimedia Appendix 2.

Random intercepts and 95% confidence intervals from the mixed-effects linear regression analysis are presented in Figure 3, summarizing the mean deviation of item scores and their 95% confidence intervals by section and their ranking within each app. This figure shows that subjective quality was the section in which item scores were most often significantly lower compared to the overall mean (Pain Companion, Psoriapp, RheumaBuddy, and Rheumatologie App). Information was the section in which item scores were most often significantly higher compared to the overall mean (Rheuma Auszeit, ASAS App, and Rheumatologie Visuell). For the aesthetics, functionality, and engagement sections there was no app with significantly lower item score deviations.

Rater agreement on overall MARS score at app level was poor and imprecise (ICC2k 0.53, 95% CI 0.08 to 0.81) whereas the interrater agreement for section scores (ICC2k 0.82, 95% CI 0.76 to 0.88) and individual item scores (ICC2k 0.84, 95% CI 0.81 to 0.86) were good. Random intercepts for observers from the mixed-effects model are presented in Figure 4.

The point estimates and confidence intervals show that 3 of the 4 iOS raters were significantly biased with respect to mean item scores either in the positive or negative direction, whereas the random intercepts for the Android raters were similar. However, adding the operating system as a fixed effect in the regression model did not seem to be associated with an overall significant difference in item scores ($\beta$=-0.10, 95% CI -0.44 to 0.24; $P=0.57$ for iOS, compared to Android). Finally, the mixed-effects model with rater gender as a fixed effect also shows that the adjusted difference between item scores between male and female raters was small and imprecise ($\beta$=0.08, 95% CI -0.27 to 0.44; $P=0.64$ for male gender) and does not suggest a gender effect on item scores.

MARS and app store ratings, including the range and number of ratings, are shown in Multimedia Appendix 3. App store ratings were retrieved on April 21, 2019. At the time, Psoriapp was not available in both app stores. For all apps, Google Play had more ratings than App Store. MyTherapy had by far the most ratings (24,408).
Figure 2. Mobile Application Rating Scale overall ratings of included apps.
Figure 3. Mobile Application Rating Scale section item scores by section and app.
Correlation analysis between overall MARS scores of the apps and their respective store ratings was limited by the availability of store ratings. We did not find a significant correlation between MARS scores and store ratings, whether overall or grouped by operating system.

Discussion

Principal Findings

This analysis of German rheumatology-specific apps showed that most apps were patient focused (9 out of 16), and only a minority of rheumatic diseases were specifically targeted. For several rheumatic diseases, such as systemic sclerosis, Sjögren syndrome, Behcet disease, and familial Mediterranean fever, there were no apps available. The three apps with the highest overall MARS score included videos, audio files, and images. The inclusion of multimedia content therefore seems to be advisable.

The MARS rating itself is quite subjective, shown by the great interrater differences despite the tutorial video and test phase with discussion of the results. The poor rater agreement is likely also due to a low number of apps and a high number of raters. This result is in line with other app rating studies including more than two raters [13]. We chose not to discuss and adapt conflicting results like others [11,14] because we believe this results in a falsification of data. Studies using MARS and including only two raters often showed good interrater reliability [10]. We used MARS because it is one of the most established app rating tools; however, several tools with different weaknesses and strengths exist [7]. Interestingly, one developer created patient apps that were all certified as CE-labeled medical products for three common rheumatic diseases (RA, PsA, SpA). No other apps were found to be CE certified. However, being CE certified did not guarantee a top ranking. In order to harmonize research and increase trust and transparency, an international task force is needed to create guidelines and accepted quality criteria. These guidelines are desperately needed, as easily available quality indicators such as app store ratings only poorly reflect their true quality.

In order to increase acceptance and use among patients and health care professionals, clinical studies are also urgently needed. Only one app referred to a clinical study; however, these results could not be clearly identified using Google Scholar or PubMed. We believe that it is necessary to shift the current developer status from commercial developers toward universities and independent research institutions including patients as well as physicians. The importance of including patients is highlighted by the fact that the only app mainly developed by a patient organization had the highest MARS score (4.19/5). These findings illustrate current unmet needs hindering the use of eHealth tools despite their great potential.

Patient self-assessments via smartphone strongly correlate with rheumatologist assessments [15] and could cost effectively enhance current tight control strategies. An official, highly customizable app developed by a trusted and independent organization based on a common minimal data set would allow the creation of a holistic repository. This app would ensure maximally efficient use of resources. Due to its large user base, it would provide a powerful passive dataset for research. A role model could be the Swiss Web app, mySCQM [16], developed by Swiss Clinical Quality Management in Rheumatic Diseases. This app allows patients to enter data in between visits and share these data with their doctor and the national Swiss registry. To increase acceptance of such an app among patients, it seems advisable to also allow safe communication and file exchange between patients and their physicians. Further research to identify key components [17,18] and stakeholder preferences [5,19-21] is needed.

Limitations

This study has some limitations. First, we only looked at app stores, and no systematic literature search was performed. For future projects, it would be time saving to use an automated process to identify and filter apps as proposed by Albrecht et
al [22]; however, this process is restricted to native mobile apps. Web-based apps that are not featured in app stores are therefore not included. Due to the growing popularity of Web-based apps [23], we believe it is crucial to include these apps in future research projects.

Due to the app store approach using a limited amount of German search terms, useful rheumatology apps may have been overlooked. To facilitate app evaluation, app randomization, and data analysis, we only included apps that were available in both app stores. Another limitation is the fact that only physicians performed the app rating, although most of the apps were created for patient use. As already suggested by others [13,24], future research should include patients.

Due to lack of expertise and resources, we only checked the data security very briefly in terms of presence of a data policy statement, password protection, and log-in requirement. A professional in-depth security check should be applied to identify any risks, as mobile apps often do not follow data protection laws [25] and could be potentially harmful for the end user [26]. Finally, it should be mentioned that due to the rapid speed of mobile app development, this review might already be out of date once published. A main limitation of the MARS score itself is that to our knowledge there is no clear definition of a high-quality app, and its meaning often varies [11,27].

Comparison With Prior Work
A major strength of this study lies in its ability to guide recommendations of apps by rheumatologists for their patients. To our knowledge, no review and analysis of mobile apps in rheumatology available in German app stores has been carried out yet. In contrast to other studies [13,28] using MARS, we identified apps targeting patients as well as physicians. Furthermore, apps were tested on iOS and Android platforms to identify usability differences. To our knowledge, no previous study using MARS had as many raters as this study did. We tried to include many raters to better represent different subjective perspectives and pick up any interrater rating weaknesses of the MARS.

The low number of recommendable rheumatology-specific apps found in the previous survey [5] can now largely be explained by the lack of German rheumatology-specific apps in general (16 identified apps in total) and their heterogeneous quality. However, in contrast to a previous rheumatology app review [10], we identified one patient and one physician app with promising overall MARS scores (>4/5).

This study exposes the lack of reliable studies for mobile apps in general [29] and specifically in rheumatology [10]. Similarly, in this work we observed a wide range of MARS scores reflecting heterogeneous quality. Grainger et al [10] reported that 6 out of 11 patient-targeted apps allowed data sharing. In our analysis, this was the case for 8 out of 9 patient-targeted apps.

The lack of academic app developers reported by Salazar et al [11] is supported by our work. In accordance with prior publications [11,27], there was no strong correlation of app store ratings and MARS ratings. App store ratings therefore seem to be a poor quality indicator. In our analysis, 89% (8/9) of the patient apps had a symptom tracking function. In a previous publication [17] focusing on rheumatoid arthritis, this was only the case for 50% of the apps.

Noteworthy, Rheuma Auszeit, the only app mainly developed by a patient organization, had the best MARS score and lowest rater standard deviation. This highlights the importance and success of including patients in the app development process, as stressed by Grainger et al [10]. Interestingly, this was the only patient app not containing a diary function. The name of the app is translated as rheuma timeout, implying that the goal of this app is exactly the opposite of tracking pain. This could be a main cause of adherence problems with patient apps, as patients are constantly reminded of their disease and limitations.

Based on our study findings, we established 10 recommendations (Multimedia Appendix 4) that might direct developers to create better apps that maximize patient and physician satisfaction.

Conclusion
To our knowledge, this is the first study to systematically identify and evaluate mobile apps in rheumatology for patients and physicians available in German app stores. App quality, origin, and amount of evidence was heterogeneous. Brief descriptions and recommendations were compiled to provide ready-to-use, useful information for potential users and developers.

We recommend continual evaluation of mobile apps based on automatic crawling techniques; quality evaluations by users (patients and physicians); and supporting cost-effectiveness studies to enhance awareness, use, and potential benefit. Furthermore, we would like to emphasize the importance of research institutes and academics as data recipients and partners in app development. Only then can truly powerful data analysis and insights be collected and used for scientific research.

To maximize the great eHealth potential in rheumatology, a close collaboration of patients, rheumatologists, developers, and industry is needed. To avoid redundant work and save time, international and national eHealth consortiums and collaborations are needed to create guidelines and recommendations.
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Abstract

Background: Provision of follow-up and care during treatment of people with suicidal intentions is a challenge for health professionals and experts in information and communications technology (ICT). Therefore, health professionals and ICT experts are making efforts to carry out these activities in collaboration by using mobile apps as a technological resource.

Objective: This study aimed to descriptively analyze mobile apps aimed at suicide prevention and to determine relevant factors in their design and development. In addition, it sought to analyze their impact on the support of treatment for patients at risk for suicide.

Methods: We considered 20 apps previously listed in the article “Mobile Apps for Suicide Prevention: Review of Virtual Stores and Literature” (de la Torre et al, JMIR mHealth uHealth 2017;5[10]:e130). To find the apps in this list, the most popular app stores (Android and iOS) were searched using the keyword “suicide prevention.” The research focused on publicly available app information: language, platform, and user ratings. The results obtained were statistically evaluated using 16 parameters that establish various factors that may affect the choice of the user, and the consequent support that the app can offer to a person at risk for suicide.

Results: Of the 20 mobile apps, 4 no longer appeared in the app stores and were therefore excluded. Analysis of the remaining 16 apps sampled showed the following: (1) a high percentage of the apps analyzed in the study (n=13, 82%) are provided in English language; (2) the sampled apps were last updated in 2017, when only 45% of them were updated, but the constant and progressive update of treatments should be reflected in the apps; and (3) the technical quality of these apps cannot be determined on the basis of the distribution of scores, because their popularity indices can be subjective (according to the users). User preference for a particular operating system would require further, more specific research, including study of the differences in the technical and usability aspects between both platforms and the design of medical apps.

Conclusions: Although there are positive approaches to the use of apps for suicide prevention and follow-up, the technical and human aspects are yet to be explored and defined. For example, the design and development of apps that support suicide prevention should be strongly supported by health personnel to humanize these apps, so that the effectiveness of the treatments supported by them can be improved.

(JMIR Mhealth Uhealth 2019;7(8):e13885) doi:10.2196/13885
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Introduction

The recent significant increase in the use of mobile devices can be highlighted as a high-impact technological revolution. The recent increase in health-oriented mobile technologies and apps (mobile health) developed to construct a new modality for assistance and treatment of patients is evident, and the data on people’s health collected by these apps are valuable [2].

Technically, the primary objective of mobile apps is to offer, and facilitate access to, information and knowledge without restrictions of time or physical space. This possibility of technological ubiquity creates opportunities for new forms of use and communication from these resources [3-5]. Thus, mobile apps become a possible and real alternative for the treatment of mental health problems, especially for people at risk for suicide in follow-up and treatment [6]. As Larsen et al [7] pointed out, “Apps can be especially useful for suicide prevention interventions, because of their ability to deliver support and interventions in situ and at times of crisis.”

In recent years, statistics related to acts and attempts of suicide or self-injury seem to maintain a concerning growing trend. The World Health Organization estimates that more than 800,000 people worldwide die of suicide each year; in addition, suicide is the second leading cause of death among young people aged 15-29 years [8].

Several studies [9,10] have identified the positive effects of new technologies in combating and preventing suicidal behavior. For example, the academic works of Saulsberry et al [1], Carew et al [11], and Hetrick et al [12] indicated different technological resources that can help people in these situations. Thus, discussion and help forums, online treatments, or search for information on the internet has created an interesting positive impact. Similarly, mobile apps have found their niche as technological resources to support this problem.

Some studies on the subject (eg, [13]) suggest that apps that include patient-generated information can be used to optimize outcomes and reduce risks in specific health problems such as suicide. They are also able to identify and understand the technical determinants (eg, design, perceived usefulness, perceived ease of use, and autonomy) that promote the adoption of apps as a habit, which contributes to the patients’ well-being or may lead to the prevention of a mental condition through its previous manifestations (behaviors) or symptoms.

A randomized trial of the effectiveness of the MoodHacker app showed interesting results regarding depression symptoms among adult patients who used the app compared with patients who used websites [14]; in the trial with a 6-week follow-up, the app showed significant effects on the symptoms of depression, with η²=0.021 among employed adult patients who used the app compared with subjects with the same condition but with access to websites instead of the app. The app also had stronger effects on individuals with access to an employee assistance program (η²=0.093). For all users, the MoodHacker program showed an improvement in work absence and the mediating factors of behavioral activation, negative thoughts, and knowledge of depression self-care. The study also reported that through this app and the guidance of clinical advisors, the effectiveness of the follow-up for patients who seek support for their treatment, without disconnecting from the human bond, can be significantly improved. Thus, mobile apps that are effectively designed and implemented for mental health treatments should follow particular guidelines to attain the objectives set for the patient.

This study aimed to analyze mobile apps for suicide prevention in order to identify and characterize the main factors, variables, or parameters used for the design and development of these types of mobile apps. In addition, we aimed to determine whether these apps support potential suicide-prone patients in their functionality and thus provide a series of reflections that reinforce previous contributions established by other studies [15,16,17]. This goal may be accomplished by establishment of a simple and clear methodology for identifying the characterizations of these apps and the effect they may have on suicide prevention. This study is an extension of a previous publication [18] and complements it by adding a statistical and descriptive analysis of the characteristics of the 20 previously investigated apps.

Methods

Overview

On the basis of the experience of mental health professionals from Hospital de Zamora, Castilla y León (Spain), and information and communications technology (ICT) professionals, the following variables were selected to generally describe the publicly available mobile apps in app stores. These variables or parameters were selected per the study’s objective to quantitatively analyze a set of apps aimed at suicide prevention. The research focused on publicly available app information: language, platform, and user ratings.

These apps were originally listed in a previous publication in 2017 [18] and initially consisted of a list of 20 apps. However, in 2018, the apps were reverified, as four of them no longer appeared in the app stores; this difference was due to the variability of the duration for which the apps are available in the app store. For iOS, apps remain valid for more than 9 months but for Android, they remain valid for a shorter time [17]. The apps Not Even One, Suicide Helplines in India, Suicide Thoughts, and Suicide or Survive were excluded, because they did not appear in the app search in 2018. Thus, this section presents the analysis of 16 mobile apps in app stores.

Selection Criteria

Methodologically, a total of 18 variables were established to characterize the technical and functional properties of the reviewed apps. These variables generally correspond with the metadata that can be obtained from the revised app stores and offer a global statistical perspective on the apps they manage.
Table 1. List of the Features of Interest.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Variable type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Text</td>
<td>Name of the app</td>
</tr>
<tr>
<td>Developer</td>
<td>Text</td>
<td>Developer information</td>
</tr>
<tr>
<td>Language</td>
<td>Text</td>
<td>Main language by default, in which the functional features of the app are offered to the user (interfaces, guides, help)</td>
</tr>
<tr>
<td>Total downloads</td>
<td>Number</td>
<td>Total of downloads</td>
</tr>
<tr>
<td>Overall rating</td>
<td>Number</td>
<td>Average rating in the store</td>
</tr>
<tr>
<td>Total reviews</td>
<td>Number</td>
<td>Total of reviews</td>
</tr>
<tr>
<td>Category</td>
<td>Text</td>
<td>App category according to the store</td>
</tr>
<tr>
<td>Screenshots</td>
<td>Categorical</td>
<td>Screenshots available from the app</td>
</tr>
<tr>
<td>Current version</td>
<td>Number</td>
<td>Current app version</td>
</tr>
<tr>
<td>Last update</td>
<td>Date</td>
<td>Latest app update</td>
</tr>
<tr>
<td>In-app purchases</td>
<td>Categorical</td>
<td>Possibility to buy things within the app</td>
</tr>
<tr>
<td>In-app ads</td>
<td>Categorical</td>
<td>Advertisements within the app</td>
</tr>
<tr>
<td>Download size</td>
<td>Number</td>
<td>Application download size (MB)</td>
</tr>
<tr>
<td>Developer country</td>
<td>Text</td>
<td>Developer country information</td>
</tr>
<tr>
<td>Access</td>
<td>Categorical</td>
<td>Free/premium app</td>
</tr>
<tr>
<td>Platform</td>
<td>Categorical</td>
<td>Platform type (Android / iOS)</td>
</tr>
<tr>
<td>User journey</td>
<td>Categorical</td>
<td>User guidance on first use</td>
</tr>
<tr>
<td>Description</td>
<td>Text</td>
<td>As given by the developer</td>
</tr>
</tbody>
</table>

These variables are listed, defined, and described in Table 1 and are used to define the set of criteria to include, classify, and organize the analyzed apps. This series of properties of the apps selected is called Features of Interest.

The variables, or Features of Interest, including the name, developer, and total downloads (Table 1) help identify the app and compile a series of descriptive data to distinguish and evaluate them. The variables user journey, screenshots, in-app purchases, and in-app ads allowed us to evaluate characteristics of the apps that could influence their download and use by people in treatment and follow-up.

In addition, the rest of the Features of Interest presented here are available in app stores and allow us to determine, for example, the group of people who can use them when estimating the Language variable. This is helpful because these apps can be customized to the language of the population to which suicide attention or prevention can be provided. Thus, after selecting and determining the variables to be used, the data collected are normalized and cleaned (eg, formatting, spellings, duplication, and extra spaces) to provide a consistent basis for analysis. To subsequently construct the final set of data (data that will be used with the analysis tools), we started by using the initial raw data acquired from the search in the app stores in the following process: selecting the data captured in tables, organizing the records, and reviewing the attributes of these data according to the variables.

Search Strategy, Data Synthesis, and Analysis

We applied the Features of Interest to a data search and analysis strategy proposed in Figure 1. This figure describes the process of data acquisition through app searches based on keywords, classification, and organization of the intermediate results obtained from the virtual stores (Android and iOS); selectivity and analysis of data through the Features of Interest; and the results obtained and presented in this paper.

As shown in Figure 1, we searched the app stores using the keyword “suicide prevention” and identified 10 Android apps, 2 iOS apps, and 4 apps for both platforms. The searches were conducted and results were obtained in October 2018, leading to identification of 16 apps presented in this study. The series of parameters described in Table 1 were applied to this set as the data extraction criteria. Our search is similar to those used in previous studies (Android [19], iOS [20], both [18]). In our first study [18], an exploratory and descriptive investigation was carried out, which allowed us to derive basic aspects that are useful for this study, of which the Features of Interest was the most important.

As a preliminary result, we obtained a list of apps that matched the search criteria: 10 mobile apps in the Android platform, 2 mobile apps in the iOS platform, and 4 apps found could be run on both platforms. From this list, individual review of each app was performed by evaluating and recording the values that each app contributed as per the previously defined Features of Interest (Table 1). The completeness of the recording of these values for each app allowed us to analyze the general characteristics of the apps, with reasoning based on the quantification of the values obtained for each feature of interest. Finally, the results produced were organized and presented statistically.
Results

Features of Interest

This section briefly describes the results obtained from the analysis of the 16 selected apps. The general considerations provided in Tables 2 and 3 correspond to the most relevant Features of Interest previously established.
<table>
<thead>
<tr>
<th>Feature</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Language</strong></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>13 (82)</td>
</tr>
<tr>
<td>Dutch</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Spanish</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Multi-language</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Developer country</strong></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Scotland</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Spain</td>
<td>1 (6)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>2 (13)</td>
</tr>
<tr>
<td>United States</td>
<td>6 (38)</td>
</tr>
<tr>
<td>Not specified</td>
<td>5 (31)</td>
</tr>
<tr>
<td><strong>Screenshots</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15 (94)</td>
</tr>
<tr>
<td>No</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>In-app ads</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1 (6)</td>
</tr>
<tr>
<td>No</td>
<td>15 (94)</td>
</tr>
<tr>
<td><strong>Platform</strong></td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td>10 (63)</td>
</tr>
<tr>
<td>iOS</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Both</td>
<td>4 (25)</td>
</tr>
<tr>
<td><strong>User journey</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12 (75)</td>
</tr>
<tr>
<td>No</td>
<td>4 (25)</td>
</tr>
<tr>
<td><strong>Last update</strong></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>1 (6)</td>
</tr>
<tr>
<td>2015</td>
<td>1 (6)</td>
</tr>
<tr>
<td>2016</td>
<td>4 (25)</td>
</tr>
<tr>
<td>2017</td>
<td>4 (25)</td>
</tr>
<tr>
<td>2018</td>
<td>6 (38)</td>
</tr>
</tbody>
</table>
Table 3. App download, rating, and review data (part of the Features of Interest list).

<table>
<thead>
<tr>
<th>App name</th>
<th>Overall rating(^a)</th>
<th>Total reviews, n</th>
<th>Total downloads, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMHS(^b) Suicide Prevention</td>
<td>3.80</td>
<td>4</td>
<td>100</td>
</tr>
<tr>
<td>Suicide Prevention Help Squads</td>
<td>3.70</td>
<td>14</td>
<td>1000</td>
</tr>
<tr>
<td>Prevent Suicide - NE Scotland</td>
<td>5.00</td>
<td>27</td>
<td>1000</td>
</tr>
<tr>
<td>HELP Prevent Suicide</td>
<td>4.00</td>
<td>5</td>
<td>500</td>
</tr>
<tr>
<td>Ask &amp; Prevent Suicide</td>
<td>4.60</td>
<td>13</td>
<td>1000</td>
</tr>
<tr>
<td>Suicide? Help!</td>
<td>2.90</td>
<td>72</td>
<td>10000</td>
</tr>
<tr>
<td>Prevensis</td>
<td>4.30</td>
<td>49</td>
<td>1000</td>
</tr>
<tr>
<td>Stay Alive</td>
<td>3.80</td>
<td>201</td>
<td>10000</td>
</tr>
<tr>
<td>Suicide Preventive</td>
<td>3.20</td>
<td>28</td>
<td>5000</td>
</tr>
<tr>
<td>Suicide Lifeguard</td>
<td>3.10</td>
<td>40</td>
<td>1000</td>
</tr>
<tr>
<td>Suicide Safety Plan</td>
<td>3.90</td>
<td>179</td>
<td>10000</td>
</tr>
<tr>
<td>A Friend Asks</td>
<td>4.20</td>
<td>17</td>
<td>5000</td>
</tr>
<tr>
<td>Virtual Hope Box</td>
<td>4.20</td>
<td>611</td>
<td>10000</td>
</tr>
<tr>
<td>Operation Reach Out</td>
<td>4.00</td>
<td>24</td>
<td>1000</td>
</tr>
<tr>
<td>We Care</td>
<td>5.00</td>
<td>4</td>
<td>1000</td>
</tr>
<tr>
<td>R U Suicidal</td>
<td>2.70</td>
<td>30</td>
<td>1000</td>
</tr>
</tbody>
</table>

\(^a\)1=poorly rated, 5=highly rated.
\(^b\)DMHS: Durham Mental Health Services

**Language**

A high percentage of the apps analyzed in the study (82%) are presented in English. The remaining 12% are offered to their users in Spanish or Dutch, and only 6% of the apps are presented with multilingual capability. Notably, the proportion of apps in a particular language (English) could limit the app’s access to patients who do not know that language, reducing the impact and use of these apps for patients with a regional language other than those offered by the apps analyzed.

**Developer’s Country**

The predominance of English language in the analyzed apps was correlated with the countries of origin in which they were developed: 63% of the apps reviewed were developed collectively in the United States (38%), the United Kingdom (13%), Canada (6%), and Scotland (6%). On the contrary, only one of the apps was developed in Spain (6%). Finally, the origin could not be identified for 31% of the apps.

**Total Downloads**

Table 3 lists the most outstanding apps that, at the time of the analysis, had an average of 10,000 downloads. The following four apps were identified in this range of downloads: Suicide? Help!, Stay Alive, Suicide Safety Plan, and Virtual Hope Box. The following were apps with 5000 downloads: Suicide Preventive and A Friend Asks. The apps HELP Prevent Suicide and DMHS Suicide Prevention had the lowest download average numbers of 500 and 100, respectively. Finally, the remaining apps in the evaluated set followed the trend of at least 1000 downloads. A possible indicator that can influence download averages could be the popularity of such apps among users, personal (or clinical) recommendations, and ranking within the app store. However, these are not determinants to qualify the relative effectiveness of the apps as tools for suicide prevention or support treatments. The total number of downloads was obtained from the apps available on the Android platform.

**Overall Rating**

During analysis, we found that use of Overall Rating as a comparative indicator in relation to the total downloads of the apps reinforces the argument that the download index or popularity of an app is not directly related to its effectiveness as a tool to support treatments and suicide prevention. Table 3 shows that apps that obtained a high index of downloads (Suicide? Help!, Stay Alive, Suicide Safety Plan, and Virtual Hope Box) now present average ratings of 2.90, 3.80, 3.90, and 4.20 (on a maximum rating of 5.00), respectively. However, they do not exceed the rating of 5.00, similar to apps with lower downloads, such as Prevent Suicide - NE Scotland or We Care, that had an average of 500 and 1000 downloads, respectively.

**Total Reviews**

Table 3 presents a new comparison variable. The apps most commented on or reviewed by the public (users and relatives) present heterogeneous values, highlighting only three apps with high values: Stay Alive (201 reviews), Suicide Safety Plan (179 reviews), and Virtual Hope Box (611 reviews). The total number of reviews could be associated with the popularity of the apps due to the influence of the total downloads on the rating given to each app. However, the rating could continue to be a subjective metric due to its reliance on opinions with a strong component of feelings (negative or positive) toward the app.
Screenhots
Most of the evaluated apps (n=15, 94%) presented screenshots showcasing the app’s features to potential users before they downloaded the app; such screenshots offer a brief overview of the app’s esthetic aspects and most relevant functionalities.

Last Update
An aspect valued in the evaluation and analysis of apps is the date of updates or the frequency in which their developers include new features in the apps. For example, many of the apps (n=6) were updated until 2018 (Table 2). However, these values are relative and, to a great extent, depend on the continuity of the app by its developers and their affiliation with private or public organizations that collaborate in the app’s development and growth (through funding, inclusion of new treatments, helplines, and groups).

In-App Ads
We observed a trend of noninclusion of ads within the content of the apps. This feature is useful, as it avoids detracting the patient’s concentration or overwhelming the patient with unwanted advertising that would compromise the objectives of the app (treatment, help, and follow-up) and thus discourage app use due to disinterest.

Platform
Two platforms (Android and iOS) and their corresponding app stores were evaluated. We observed a marked trend of development of apps oriented toward the Android platform (63%), which can be associated with the popularity and assortment of mobile devices (cell phones and tablets) for this platform. In addition, notably, there was an orientation toward apps with a duality of operation between platforms (Android ↔ iOS). In our analysis, 25% (n=4) of the reviewed apps showed this duality by providing access to users of one or the other platform. Finally, 13% (n=2) of all apps under study run on the iOS platform natively.

User Journey
An important feature of this study was consideration of the user journey as a teaching resource within the evaluated apps; 12 apps reviewed (75%) present this resource as a part of their design, with 4 apps not using this component. Designers seem to support the good use of the app by the patient in a guided manner, which promotes their care and supports the objectives of the app itself in relation to the patient.

Discussion
Principal Findings
Our findings suggest that Virtual Hope Box has many factors that fulfill the investigated parameters. First, it is the only app among the apps analyzed that offered six languages, which allows it to reach a larger audience in different regions. This app had the highest numbers of downloads (n=10,000) and reviews (n=611) from among the 16 apps, possibly due to this reason. In addition, it had an average rating of 4.20 and no in-app advertisements or purchase options, which may be discouraging to the users. Another important and significant aspect is that the app is updated frequently; its last update was in October 2018. Thus, it maintains constant support. Finally, the users’ perception of the app with regard to the omission of the word “suicide” as part of the app’s name is notable. The word “suicide” is often associated with negative emotions, and use of positive words such as “hope” as part of the app name is a better option for the prevention of such incidents.

The Virtual Hope Box was developed at the National Center for Tele-Health and Technology (US Department of Defense) and is based on the analog version of the hope box concept, a therapeutic tool used by clinicians to help patients with depression or suicidal tendencies to redirect their negative thoughts toward reflecting on reasons for living instead [21]. This app is particularly interesting because, based on the evaluated results, the technical elements of its use and design could be used in the development of similar apps.

Limitations
That there were some limitations to the set of apps sampled, and these limitations condition the presentation of the analyzed data. First, combining the Android and iOS apps into one row has resulted in a major technical flaw. For example, in case the app is available for both Android and iOS, the data recorded for downloads, ratings, and all other variables do not clearly indicate whether the data are for the Android or iOS platform. Each app’s data should have been recorded separately. Second, as the number of apps (N=16) was very low, we could not prove statistical significance for any of our results. For example, there were only two iOS apps; therefore, no result could be validated. Third, this study did not examine the characteristics associated with the app content, clinical appropriateness, compliance with suicide prevention policy guidelines, or the scientific evidence base for the included apps, which limits the extent to which this analysis can evaluate such apps beyond providing an overview of details such as current usage and user ratings.

Conclusions
Establishing parameters to identify mobile apps for monitoring, prevention of, and provision of attention to suicide is not a trivial task. However, this joint effort between ICT experts and mental health professionals has made it possible to generally describe the metadata provided in app stores in terms of the apps offered for these purposes. These data allow us to observe certain behaviors of interest related to downloads, determine the predominant language, use technological resources, and confirm previously established characteristics. Analysis of the 20 mobile apps sampled showed the following main findings: (1) a high percentage of the apps analyzed in the study (82%) are provided in English language; (2) the sampled apps were last updated in 2017, when only 45% of them received an update, but the constant and progressive update of treatments should be reflected in the apps; and (3) it is impossible to accurately determine the technical quality of these apps based on the distribution of scores (Table 3) because the popularity indices shown in Table 3 can be subjective (according to the users). Therefore, it would be necessary to obtain information on the design protocols, development, verification of applications, technical resources for the platforms, tools, engineering
techniques used, etc. Thus, further evaluation is needed to determine this accurately.

Finally, the apps designed for suicide prevention and follow-up for patients at risk for suicide could be more successful if they were actively supported in their design by qualified mental health professionals, who could provide humanization by following up or treating people who, in these critical situations, need help using an app as a communication resource. Thus, the accompaniment of specialized medical personnel becomes a determining factor in suicide prevention because the components that cause it are complex and as variable as the different circumstances faced by people at risk. Facilitating treatment with this type of technology, with an adequate human approach, could save lives, but it will still be a challenge to implement for health professionals working in combination with ICT experts.

**Future Work**

Research will continue in this area and will be taken into account for the design and development of a mobile app with the possibility for it to be tested in patients with a suicidal risk.
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Abstract

Background: The quality of life of people living with chronic conditions is highly dependent on self-management behaviors. Mobile health (mHealth) apps could facilitate self-management and thus help improve population health. To achieve their potential, apps need to target specific behaviors with appropriate techniques that support change and do so in a way that allows users to understand and act upon the content with which they interact.

Objective: Our objective was to identify apps targeted toward the self-management of chronic conditions and that are available in France. We aimed to examine what target behaviors and behavior change techniques (BCTs) they include, their level of understandability and actionability, and the associations between these characteristics.

Methods: We extracted data from the Google Play store on apps labelled as Top in the Medicine category. We also extracted data on apps that were found through 12 popular terms (ie, keywords) for the four most common chronic condition groups—cardiovascular diseases, cancers, respiratory diseases, and diabetes—along with apps identified through a literature search. We selected and downloaded native Android apps available in French for the self-management of any chronic condition in one of the four groups and extracted background characteristics (eg, stars and number of ratings), coded the presence of target behaviors and BCTs using the BCT taxonomy, and coded the understandability and actionability of apps using the Patient Education Material Assessment Tool for audiovisual materials (PEMAT-A/V). We performed descriptive statistics and bivariate statistical tests.

Results: A total of 44 distinct native apps were available for download in France and in French: 39 (89%) were found via the Google Play store and 5 (11%) were found via literature search. A total of 19 (43%) apps were for diabetes, 10 for cardiovascular diseases (23%), 8 for more than one condition in the four groups (18%), 6 for respiratory diseases (14%), and 1 for cancer (2%). The median number of target behaviors per app was 2 (range 0-7) and of BCTs per app was 3 (range 0-12). The most common BCT was self-monitoring of outcome(s) of behavior (31 apps), while the most common target behavior was tracking symptoms (30 apps). The median level of understandability was 42% and of actionability was 0%. Apps with more target behaviors and more BCTs were also more understandable (p=.31, P=.04 and p=.35, P=.02, respectively), but were not significantly more actionable (p=.24, P=.12 and p=.29, P=.054, respectively).

Conclusions: These apps target few behaviors and include few BCTs, limiting their potential for behavior change. While content is moderately understandable, clear instructions on when and how to act are uncommon. Developers need to work closely with health professionals, users, and behavior change experts to improve content and format so apps can better support patients in coping with chronic conditions. Developers may use these criteria for assessing content and format to guide app development and evaluation of app performance.
Introduction

Chronic conditions are the main cause of disability and premature death worldwide, representing the highest number of disability-adjusted life years in the Global Burden of Disease project [1]. More specifically, four groups of diseases—cardiovascular diseases, cancers, respiratory diseases, and diabetes—cause 80% of premature deaths related to chronic conditions [2]. The rise in prevalence of such conditions, while being determined by multiple causes, is highly related to unhealthy lifestyles and population aging. Treatment requires a long-term and multidisciplinary approach, including therapeutic education and lifestyle changes, to prevent further aggravation and/or premature death; treatment focuses on modifiable behavioral risk factors, such as insufficient physical activity or inadequate diet [2]. Achieving and maintaining satisfactory quality of life is strongly dependent on the patient’s ability to reduce behavioral risks and to regularly perform specific self-care activities defined together with health care providers (ie, self-management behaviors). This process of active engagement in obtaining skills and taking part in health-related decisions is also called patient empowerment [3]; this may be mediated by technology that facilitates self-awareness and understanding how and when to take action regarding measured physiological parameters, to prevent or react to deterioration in health status.

Currently, mobile health (mHealth) mobile phone apps can support patients in performing behaviors such as symptom monitoring and medication intake, among others [4]; therefore, they have the potential to help improve population health and reduce health care costs. By the end of 2017, mobile broadband subscriptions were expected to reach 4.3 billion worldwide [5]. In 2012, one in five mobile phone users had at least one health-related mobile app on his or her phone [6]; in 2015, over half of that population had downloaded at least once a health-related app [7]. In addition, numbers of mHealth apps downloaded are similar between individuals with and without chronic conditions [8]. The availability of mHealth apps and people’s tendency to carry their devices with them at all times mean they can also be used for delivering behavioral interventions to large populations [9]. Yet, despite the increasing number of studies and reviews on the use of such apps on health outcomes, evidence for effectiveness is still unclear [10,11]. Furthermore, in the fast-paced technology culture, few mHealth interventions are designed in collaboration with patients, clinicians, or behavioral scientists or are subject to rigorous testing [4,12]. The result is a wide and heterogeneous range of offerings that differ in their objective, content, and user experience [13].

To assess the potential of self-management apps to improve individual and population health, it is useful to consider them as technology-mediated health behavior change interventions. For such interventions to be effective, they need to intervene on the causal behavioral pathways relevant to the health of their user group (ie, to target specific behaviors causally linked to the desired outcomes). Moreover, from a psychological perspective, they need to include behavior change techniques (BCTs), which are the active ingredients of behavior change interventions: reproducible and irreducible components of these interventions that can trigger change in the psychological determinants of these behaviors and, consequently, improve health [14]. In recent years, health behavior theorists and intervention developers have been building consensus on methods to identify BCTs present in existing interventions, which resulted in a 93-BCT taxonomy that is currently used as a shared framework for intervention evaluation and development [15]. The presence of behavioral change content has been shown to increase the effectiveness of mHealth and Internet-based interventions [16,17]. Examining the mHealth app offerings in terms of occurrence of target behaviors and BCTs can be informative regarding the current state-of-the-art on behavior change; it can also highlight opportunities for improvement [18], for example, by studying links between usage patterns of individual behavior change content and changes in health outcomes.

The presence of relevant behavior change content does not by itself guarantee that users will be able to interact with it and potentially change their behaviors. These tools need to present information in an accurate, comprehensible, and actionable way; they must also consider different communication competencies, styles, and health literacy levels to optimize their reach and enhance health decision making [19]. Evidence shows that most educational materials are too complex for patients with low health literacy [20]. To assess the suitability of mHealth apps for diverse audiences, it is useful to consider them as health-related materials. The Patient Education Material Assessment Tool for audiovisual materials (PEMAT-A/V) is a commonly used method in this domain; this tool evaluates the extent to which health-related materials are understandable (ie, understandability) and give clear instructions regarding actions that users may take to apply the information presented (ie, actionability) [20]. Presenting relevant behavior change content in a suitable manner is therefore important for ensuring that the intended users achieve the goals the app is supposed to facilitate. Apps with richer behavioral content may also present it in a more understandable and actionable way, and this can be seen as an indicator of app quality and of the level of expertise of the developing team. Yet, to our knowledge, no examination of both content and suitability of apps was performed to date. Understanding the links between content and format in the...
current app offerings in a specific territory may provide insights into the rapidly evolving app development phenomenon and recommendations for improvement.

As mHealth develops worldwide, evaluations of app content and format are increasingly common and necessary to inform policy discussions on achieving the potential of mHealth to improve public health [21]. For example, BCTs were shown not to be widely implemented in top-ranked physical activity apps in the United States [22]. In New Zealand, in physical activity and dietary apps, BCTs associated with increased effectiveness in modifying these behaviors were more common in paid apps [23]. In Canada, theory-based cognitive-behavioral content was found to be present in only 10% of apps for depression [24]. Although app use is a global phenomenon, research is normally limited to apps in English, while the available offerings in commercial marketplaces are restricted to geographical regions. The French Health National Strategy 2018-2022 has forecasted a generalization of digital services in health care and put special interest in promoting favorable health behaviors and fighting social inequities in access to health care [25]. It is thus important to assess the current mHealth app offerings in France and in French, especially for self-management of chronic conditions. To our knowledge, no review with these characteristics has been published to date worldwide, and the potential of these tools to support behavior change for self-management of chronic conditions has not yet been fully examined. Such evaluation is instrumental for orienting the development of this expanding field in a way that best serves the interests of all stakeholders, including patients, health care professionals, app developers, payers, and the health care system.

Therefore, this systematic review of mHealth apps for chronic condition self-management in France aimed to answer the following questions: (1) What behaviors are targeted in these apps, and by which BCTs?; (2) What levels of understandability and actionability characterize these apps?; and (3) Are apps with more behavioral change content also easier to understand and act upon?

Methods

Overview

We developed a systematic review protocol based on the Preferred Reporting Items for Systematic Reviews and Meta-Analyses Protocols (PRISMA-P) guidelines, an evidence-based minimum set of items for reporting systematic reviews [26]. We registered the protocol with the International Prospective Register of Systematic Reviews (PROSPERO), an international database of prospectively registered systematic reviews (registration number: CRD42018094012). The PRISMA checklist [26] is available in Multimedia Appendix 1.

Apps were identified through two different approaches: (1) a search of peer-reviewed articles reporting on development or validation of mHealth apps for self-management of chronic conditions and (2) a search in the Android commercial marketplace for mobile phones. We used the Android marketplace Google Play store as it represents 88% of the global mobile phone market [27] and most apps are developed for both operating systems (ie, Android and iOS).

A systematic search of PubMed (ie, MEDLINE), IEEE, and Web of Science electronic bibliographic databases was conducted; all search terms are available in Multimedia Appendix 2. We searched for peer-reviewed articles and conference papers published between 2012 and 2018 concerning mHealth self-management interventions for the previously stated chronic conditions. Articles and papers had to report on empirical research on the development or validation of mHealth tools, pilot studies, or randomized controlled trials, both protocols and reports of study results. Articles and papers were assessed independently by two investigators (LdSp and CC) based on title and abstract, followed by full-text examination to identify available apps in France, in French, and for Android from the Google Play store.

Subsequently, a list of the first 500 free apps labelled as Top in the Google Play store in the Medicine category and the first 55 paid apps available in the same category was extracted (n=555). The number of paid apps was limited by the marketplace. Another search was performed using 12 keywords in French related to the four groups of diseases: cardiovascular diseases, cancers, respiratory diseases, and diabetes. The keywords were as follows: “maladie cardiaque,” “maladie coeur,” “AVC accident vasculaire cérébral,” “infarctus,” “maladie pulmon,” “asthme,” “BPCO,” “maladie respiratoire,” “cancer,” “diabète,” “diabète type 1,” and “diabète type 2.” For each keyword, the first 20 apps shown in the marketplace (n=240) were extracted. The complete list (n=795) was assessed independently by two investigators. After screening, selected apps were divided into five groups: four according to the conditions they targeted—cancers, diabet, respiratory diseases, or cardiovascular diseases—and one generic group (ie, other) for apps that targeted behaviors like medication adherence and physical activity, irrespective of medical condition (ie, they did not specifically reference a disease within the previous four groups).

All searches, data extraction, and coding were done between March and April 2018. Coding was performed a second time in October 2018 by a different investigator, along with interrater reliability, reconciliation, and coding review. A Samsung J7 mobile phone with Android, version 6.0.1, was used for downloading and evaluating all selected apps.

Eligibility

All native apps available for download in France and in French at the Google Play store designed for patients for the self-management of cardiovascular diseases, cancers, respiratory diseases, and diabetes were eligible. There was no restriction considering price or the source of for-profit or not-for-profit funding. The following apps were excluded: apps that were clearly not for chronic conditions (ie, apps that did not state their main purpose or were designed for other users or purposes, such as training health professionals or students, hospitals, or medical laboratories; making medical appointments; reaching emergency services; or geographical localization of defibrillators or pharmacies); apps for chronic conditions other than those in the four groups studied in this work; apps for chronic conditions in the four groups that were not for self-management (ie,
offering general health information or risk assessment); apps that required additional hardware, like special glucometers; apps with descriptions in French but content in English or with different names and same content; and, finally, apps that were no longer available in October 2018.

Eligible apps may describe their objective as chronic disease self-management or target only specific behaviors relevant for these conditions, such as medication adherence, trigger management, exacerbation management, physical activity, dietary behaviors, and archiving health information. Apps that targeted only preventive behaviors, such as physical activity and diet, with no reference to chronic condition management were also excluded.

Screening and Selection
The reference management software, Zotero (Corporation for Digital Scholarship), was used to identify and remove duplicate records in the literature search. Titles and abstracts of remaining records were screened by two independent reviewers to establish eligibility. If two reviewers recommended study or app inclusion, the full text of the study or the app availability was sourced for review and appraisal in order to determine eligibility for this study. If reviewer discordance arose, consensus was reached through discussion and arbitration with a third investigator.

Data Extraction and Analysis
The following app characteristics were extracted from the Google Play store, along with app’s name and available description: information on the presence of sales on the app (ie, paid app or free app with or without paid features), number of downloads (ie, from 10+ to 10,000,000+), user ranking (ie, from 1 to 5 stars), number of ratings, version, last update, and developer information. Developers were then categorized into three groups: (1) private company, comprising single-app developers and dedicated app-developing companies; (2) nonprivate, comprising nongovernmental organizations, public institutions, or European projects; and (3) pharmaceutical and medical device companies, comprising bigger players in the market, such as pharmaceutical laboratories and other medical technology companies.

Target Behaviors and Behavior Change Content
Target behaviors were coded following detailed examination of app content and further functions, like sending notifications to users to perform tasks such as drinking water, exercising, etc. Each target behavior present was coded once per app; one app could contain several target behaviors. Behavior change content was coded by a trained investigator (LSDP) using the BCT taxonomy [15]. This taxonomy represents a consensus of hierarchically structured techniques developed to specify behavioral interventions. Each BCT present was coded once for each app; one app could contain multiple BCTs. A second trained coder (ALD) evaluated a subset of 8 selected apps out of 44 (18%); interrater reliability was computed with bias-adjusted kappa.

Understandability and Actionability Assessment
Material is understandable and actionable when users of different health literacy levels can “process and explain key messages” and “identify what they can do based on the information presented” [20]. Understandability and actionability levels were evaluated using the PEMAT-A/V [20], which is a systematic method to evaluate understandability and actionability of patient education materials. It includes 13 items in five topics—Content, Word Choice & Style, Organization, Layout & Design, and Use of Visual Aids—to evaluate understandability (eg, “The material makes its purpose completely evident,” “The material uses common, everyday language,” etc) and four items for actionability (eg, “The material clearly identifies at least one action the user can take”). Each item was rated with 0 (If Disagree) or 1 (If Agree), while items that were not applicable received N/A. Item scores were added and divided by the maximum score possible, excluding items that were not applicable, and the result multiplied by 100 to get a percentage score. A second coder assessed understandability and actionability scores for the same subset of apps used for BCT coding; interrater reliability was computed using the intraclass correlation coefficient.

Data Analysis
Coding was done using Microsoft Excel and all statistical analyses were performed using RStudio, version 1.1.383. We examined app characteristics, behavioral content, and PEMAT-A/V scores via descriptive statistics. We performed nonparametric tests to compare groups and to investigate the correlation between the variables of interest, given their distribution properties. Associations between behavioral content and PEMAT-A/V scores were investigated via bivariate correlations (the Spearman rank correlation coefficient, ρ). Additional exploratory analyses regarding relationships between app characteristics and these content and format properties are reported in Multimedia Appendices 3-6 for interested readers.

Results
Search
Of the total 704 unique apps identified in the Google Play store, 167 (23.7%) had descriptions in languages other than French; 104 apps (14.8%) were considered as targeting chronic conditions in general and 50 apps (7.1%) focused on chronic conditions in the four groups of diseases included in this review. Other chronic conditions, not considered in this work, were back pain, migraine and headache, sleep apnea, and depression, among others. For app selection, agreement between reviewers was substantial (κ=.62). Reconciliation was done by a third reviewer when agreement was not reached after discussion between the first two. A total of 50 apps out of 704 (7.1%) met the inclusion criteria. Nonetheless, 3 of the selected apps required other connected objects (eg, connected glucometer, blood glucose sensor, or smart watch), 3 had descriptions in French but app content was entirely in English, and 2 pairs of apps had different names but the same content, so 1 app from each pair was removed; the number of excluded apps was 8. When the second round of coding of BCT content and understandability and actionability scores was performed in
October 2018 for calculation of interrater reliability and score revision, 3 apps were no longer available on the marketplace and were removed from the analysis.

The literature search yielded 1344 abstracts, and 234 manuscripts were assessed based on full text. The kappa indicating interrater reliability was .33 (ie, fair agreement), and a third reviewer did reconciliation by checking all records disagreed upon by the first two reviewers. Many of the manuscripts found through the literature search were reviews, as well as reviews of reviews (n=282). No peer-reviewed or conference papers from French institutions were selected for full-text screening. A total of 7 out of 234 manuscripts selected mentioned at least one native app for Android available in France and in French; these were included in our review. Of the 7 apps, one was present in two different articles and one required a glucometer connected to the mobile phone, which prevented app use. This resulted in 5 distinct apps downloaded from the Google Play store. Apps found through the literature search were not present in the list of apps extracted previously from the Google Play store. Finally, we analyzed a list of 44 unique native apps: 5 from the literature search and 39 from the marketplace search (see Figure 1).

**Sample Characteristics of Apps**

A total of 44 apps were downloaded and analyzed, most of them targeting diabetes (19/44, 43%). The least-represented category was cancer (1/44, 2%). Table 1 shows the main characteristics of the apps analyzed.

---

**Figure 1.** Flowchart of the screening process.
Table 1. Characteristics of apps sample.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Apps (N=44)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Disease category, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Cancers</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Respiratory diseases</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Cardiovascular diseases</td>
<td>10 (23)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>19 (43)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (18)</td>
</tr>
<tr>
<td>Number of stars, mean (SD)</td>
<td>4.18 (0.48)</td>
</tr>
<tr>
<td>Number of stars, range</td>
<td>3-5</td>
</tr>
<tr>
<td>Number of user ratings, mean (SD)</td>
<td>16,140.1 (61,401.6)</td>
</tr>
<tr>
<td>Number of user ratings, range</td>
<td>2-374,462</td>
</tr>
<tr>
<td><strong>Downloads, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>50+</td>
<td>1 (2)</td>
</tr>
<tr>
<td>100+</td>
<td>3 (7)</td>
</tr>
<tr>
<td>500+</td>
<td>4 (9)</td>
</tr>
<tr>
<td>1000+</td>
<td>4 (9)</td>
</tr>
<tr>
<td>5000+</td>
<td>4 (9)</td>
</tr>
<tr>
<td>10,000+</td>
<td>6 (14)</td>
</tr>
<tr>
<td>50,000+</td>
<td>3 (7)</td>
</tr>
<tr>
<td>100,000+</td>
<td>10 (23)</td>
</tr>
<tr>
<td>500,000+</td>
<td>3 (7)</td>
</tr>
<tr>
<td>1,000,000+</td>
<td>3 (7)</td>
</tr>
<tr>
<td>5,000,000+</td>
<td>2 (5)</td>
</tr>
<tr>
<td>10,000,000+</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Gratuity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Paid app</td>
<td>1 (2)</td>
</tr>
<tr>
<td>With paid features</td>
<td>14 (32)</td>
</tr>
<tr>
<td>Without paid features</td>
<td>29 (66)</td>
</tr>
<tr>
<td><strong>Developer, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Nonprivate organizationa</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Pharmaceutical or medical device company</td>
<td>13 (30)</td>
</tr>
<tr>
<td>Private app-development company</td>
<td>27 (61)</td>
</tr>
</tbody>
</table>

*aNongovernmental organizations, public institutions, or European projects.*

**Target Behavior and Behavior Change Technique Characteristics**

We identified the presence of 10 target behaviors and 21 BCTs in our app sample (see Table 2). The maximum number of target behaviors observed per app was 7 in 2 apps; the median number was 2. A total of 5 apps did not present any target behaviors. A total of 4 apps had no BCTs present and another 4 had only 1 BCT, while only 1 app had more than 10 (n=12). The median number of BCTs per app was 3 (range 0-12).

The kappa for intrarater reliability in BCT coding was .68 (ie, substantial agreement); the reconciliation process was used to revise coding in the whole app sample.
Table 2. Prevalence of target behaviors and behavior change techniques (BCTs) in the app sample.

<table>
<thead>
<tr>
<th>Target behaviors and BCTs</th>
<th>Occurrence in apps (N=44), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Target behavior</strong></td>
<td></td>
</tr>
<tr>
<td>Tracking symptoms</td>
<td>26 (59)</td>
</tr>
<tr>
<td>Medication adherence</td>
<td>13 (30)</td>
</tr>
<tr>
<td>Tracking diet</td>
<td>12 (27)</td>
</tr>
<tr>
<td>Tracking weight</td>
<td>11 (25)</td>
</tr>
<tr>
<td>Archiving health information</td>
<td>9 (20)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Attending medical appointments</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Tracking emotional symptoms</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Drinking water</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Tracking sleep</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>BCT</strong></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring of outcome(s) of behavior</td>
<td>31 (70)</td>
</tr>
<tr>
<td>Feedback on outcome(s) of behavior</td>
<td>25 (57)</td>
</tr>
<tr>
<td>Self-monitoring of behavior</td>
<td>19 (43)</td>
</tr>
<tr>
<td>Prompts and cues</td>
<td>17 (39)</td>
</tr>
<tr>
<td>Information about health consequences</td>
<td>14 (32)</td>
</tr>
<tr>
<td>Goal setting (outcome)</td>
<td>11 (25)</td>
</tr>
<tr>
<td>Graded tasks</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Action planning</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Biofeedback</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Feedback on behavior</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Social support (practical)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Social comparison</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Instruction on how to perform the behavior</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Demonstration of the behavior</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Credible source</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Monitoring of emotional consequences</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Social reward</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Goal setting (behavior)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Social support (unspecified)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Social support (emotional)</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

The most common target behaviors were tracking symptoms (eg, in the case of apps for hypertension, these included measuring blood pressure and recording the values in the app journal) (26/44, 59%); medication adherence (eg, recording medication name and dosage and setting alarms to remember taking them) (13/44, 30%); tracking diet (eg, in the case of diabetes apps, these included noting food quantities in an app journal) (12/44, 27%); tracking weight (11/44, 25%); and archiving health information (eg, recording clinical test results in an app journal) (9/44, 20%). For BCTs, the most common were self-monitoring of outcome(s) of behavior (31/44, 70%), followed by feedback on outcome(s) of behavior (25/44, 57%), self-monitoring of behavior (19/44, 43%), prompts and cues (17/44, 39%), information about health consequences (14/44, 32%), and goal setting (outcome) (11/44, 25%). All target behaviors and BCTs mentioned above were encountered in more than 20% of analyzed apps.

Figure 2 shows examples of target behaviors and BCTs. The left-hand screenshot shows a blood glucose journal, corresponding to the target behavior tracking symptoms and the BCT self-monitoring of outcome(s) of behavior. The middle screenshot shows a graph with blood glucose level variation through a period of one week along with the blood glucose target range defined by the user and his or her health care
provider, corresponding to the BCTs feedback on outcome(s) of behavior and goal setting (outcome). The right-hand screenshot shows a food journal corresponding to the target behavior tracking diet and the BCT self-monitoring of behavior. This specific app is designed for people with type 1 diabetes and knowing the amount of carbohydrates in meals is essential for adjusting insulin dosage.

**Understandability and Actionability Scores**

Out of the 44 apps, 2 (5%) had an actionability score of 100%. The mean understandability score was 43.50% (SD 22.24), the median was 42% (interquartile range [IQR] 28), and the values ranged from 9% to 92%. For actionability, the mean score was 23.50% (SD 36.86), the median was 0% (IQR 50), and values ranged from 0% to 100%. A total of 30 apps out of 44 (68%) had null actionability (i.e., they had no clearly stated actions the user could take regarding the self-management behaviors the app targeted). Figure 3 shows the co-occurrence of understandability and actionability scores in the sample.

The kappa for interrater reliability for understandability scores was .65 (i.e., substantial agreement) and for actionability scores was .02 (i.e., poor agreement). Both coders rated actionability as low for most apps. Differences were mostly related to an interpretation ambiguity in the first item of the actionability assessment—“The material clearly identifies at least one action the user can take”—upon which all three other actionability items were dependent. The fact that there were only four items to evaluate also influenced the different scores. Disagreements were discussed and the process of reconciliation led to revising the scores for the other apps in the sample.

Understandability and actionability scores were positively correlated ($\rho = .67$, $P < .001$) and so were the number of BCTs and target behaviors per app ($\rho = .62$, $P < .001$). Understandability had a positive correlation to the number of BCTs per app ($\rho = .35$, $P = .02$) and number of target behaviors per app ($\rho = .31$, $P = .04$). This may suggest that apps with more target behaviors and BCTs also tended to present this content in a way that is easier to understand. Actionability had moderate positive correlations to target behaviors per app ($\rho = .24$, $P = .12$) and BCTs per app ($\rho = .29$, $P = .05$), which were not statistically significant.

**Figure 2.** Screenshots from the Gluci-Check app from the Google Play store. The screenshots show examples of target behaviors and behavior change techniques (BCTs) used in apps. The left-hand screenshot corresponds to the target behavior tracking symptoms of behavior; the middle screenshot corresponds to the BCTs feedback on outcome(s) of behavior and goal setting (outcome); the right-hand screenshot corresponds to the target behavior tracking diet and the BCT self-monitoring of behavior.
Discussion

Principal Findings

The use of mHealth apps for supporting health-related behavior change and patient empowerment is being widely discussed as a solution to health care challenges worldwide, particularly for chronic conditions. This review showed that in 2018 in France, the potential of mHealth is far from being achieved. The apps available for download on Google Play had relatively limited behavior change content and, although moderately easy to understand for diverse audiences, they did not commonly point to clear actions users may take to self-manage the condition targeted. To better support patients with chronic conditions, apps can be improved by building on more solid behavior change research and applying it in ways that are easier to understand and act upon.

By searching directly on Google Play, among 704 apps with different purposes and languages, we found only 39 apps available in French targeting self-management in the four groups of chronic conditions with the highest mortality rates—cardiovascular diseases, cancers, respiratory diseases, and diabetes. This suggests that, for a patient or health care professional interested in using apps to manage a chronic condition, finding an appropriate app can be challenging. Moreover, our literature search identified only 5 apps available in France and in French. In another review with similar methodology performed in Canada with mHealth apps in English, of the total of 107 apps for depression analyzed, 48 were found through a literature search [24]. This highlights the variability of mHealth apps offerings worldwide, in terms of both availability and research, and the importance of studying the evolution of this domain in different countries and languages.

Targeting specific key behaviors in interventions and combining active components (ie, BCTs) that are potentially effective for behavior change in the context of chronic conditions is crucial to achieve the intended change and, consequently, improve and maintain quality of life [35,36]. In our sample, the most common target behavior was Tracking symptoms, and an important prevention behavior, Physical activity, was present in only 6 apps. The median number of target behaviors per app was 2, ranging from 0 to 5. The modifiable behaviors described as priorities by the World Health Organization as risk factors increasing mortality rates, such as tobacco use, alcohol consumption, and excessive salt intake, were not addressed in any of the analyzed apps. There was substantial variation in the number of BCTs present and the majority of the apps focused on self-monitoring, confirming the focus on monitoring behaviors as previously shown in the literature. We observed 20 BCTs in our sample and the median number of BCTs per app was 3, ranging from 0 to 12. Conroy et al [22] observed 26 BCTs in total and the most top-ranked apps for physical activity incorporated less than 4 BCTs, ranging from 1 to 13. Direito et al [23] found 26 BCTs in total, with an average of 8.1 BCTs.
per app, ranging from 2 to 18; free apps, such as most of the apps evaluated in our study, presented a slightly smaller average (ie, 6.6, ranging from 3 to 14). In both studies, provide instruction was the most common BCT, which was not observed in the case of chronic condition mHealth apps in our study. Similar to the results of Martinez-Pérez et al. [37] regarding mHealth apps for the most prevalent conditions by the World Health Organization, we found more assistive and monitoring characteristics in the apps in our sample than informative and educational ones, also reinforced by the most common target behavior tracking symptoms. Demonstration of the behavior was an uncommon BCT, and videos or illustrations to clarify the use of measurement equipment, such as blood glucose or pressure monitors, were rare. Furthermore, only a third of apps presented information about health consequences, which is indispensable for understanding complications related to the chronic conditions discussed here. Goal setting (outcome) was also frequent (>60%) in physical activity apps [22], while in our work, it was present in less than one-fourth of apps. Goal management BCTs (ie, goal setting and goal review) were found to be effective in physical activity and dietary behavior change interventions [38-41]. Also, the combination of self-monitoring techniques with at least one other self-regulation technique (ie, intention formation, feedback on performance, specific goal setting, and review of behavioral goals) is shown to be more effective than other interventions [40]. Moreover, action planning, which is highly related to actionability and overcoming emergencies, was present in only 5 apps. We were thus able to identify limited behavioral change content and a focus on monitoring rather than goal management or education.

The apps in our study were to a large extent not suitable for low literacy audiences. The median understandability and actionability scores were 42% and 0%, respectively. In a previous study that applied the PEMAT-A/V to 43 apps intended for parent education (ie, parenting, child health, or infant health) [42], 30 apps had understandability scores between 76% and 100%, while for actionability, 19 apps had scores in this range. We found most apps had hard-to-read text (ie, small font and too much text). In previous work with a different methodology, Meppelink et al. [43] showed that almost 80% of Dutch health information websites were over the recommended B1 reading level: B1 reading level means 95% of the population can understand the information. In addition, the predominantly low actionability of the apps in our study shows that we are still far from fulfilling the potential of mHealth tools to increase patient autonomy. More than half of the analyzed apps did not present any clearly stated action and they did not have any suggestions concerning the data recorded by users on health-related events. For mHealth apps to fully achieve their potential to support chronic condition treatment, clearly indicating actions is imperative (eg, diabetes apps need to indicate that patients need to intervene immediately if high or low blood glucose is recorded and give concrete physical activity suggestions to users). In our study, apps with more target behaviors and BCTs were also more understandable, indicating that developers who consider behavioral content may also be more careful with making sure apps are comprehensible for users; levels of actionability were low irrespective of behavioral content. We therefore highlight actionability as a priority to address in app development: stating actions users can take, addressing users directly when describing actions, presenting actions in short explicit steps, and explaining how to use data visualization to take action [20].

Strengths and Limitations

First, our study used a three-pronged search strategy to identify apps relevant for our research questions: two strategies likely employed by users to identify apps in the marketplace (ie, top-ranked mHealth apps and active keyword search) and one strategy to identify apps that have been subject to scientific research (ie, a literature search). However, only the Android app marketplace was examined in this study and, although Google has the largest portion of the mobile app market and most apps are present in both marketplaces, not considering the second-most popular app marketplace (ie, Apple App Store) can lead to omission of relevant apps. Nonetheless, we believe our search strategies enabled us to obtain a representative sample to describe the current state-of-the-art in mHealth self-management support. Second, we only considered peer-reviewed papers and conference articles published in English, even though we were looking for apps available in France and in French. A future study of the iOS marketplace and French databases may be useful to complement our findings. We have also downloaded and assessed both behavioral content as well as understandability and actionability by two independent coders interacting directly with the apps, not only the descriptions available in the commercial marketplace. Thus, we were able to obtain a comprehensive assessment of the properties examined and reflect also on the assessment tools used.

We identified several issues for further improvement. First, while the BCT taxonomy enables systematic coding with good intercoder reliability, there is no consensus to date on classifying target behaviors apart from broad domains [44]. We have followed commonly used terminology to describe target behaviors in this study, yet our descriptions would have certainly benefited from standardized labels. Target behavior definition and selection is a key step in behavior change [45] and working toward a consensus on target behavior classification would further facilitate evidence synthesis. Second, since PEMAT-A/V was developed for educational materials using audio and video resources, we encountered a few difficulties when applying its criteria to apps. For example, app names and descriptions are commonly less informative in apps than what is expected for other health-related educational materials, names may be unrelated to the condition, and descriptions do not necessarily contain all app features. These characteristics may be interpreted as low understandability but may also be due to different design conventions in apps, which may have to be considered as an underestimation of understandability in our sample. PEMAT-A/V was selected after careful review of several tools, as it was considered best suited to app assessment by the research team. However, we would support a future adaptation of PEMAT-A/V for apps, which could aim to reconcile the usual brevity of the app medium with the requirements of effective communication for different audiences. Third, our study focused on the content and format of apps and excluded other criteria for judging app quality, from user engagement.
and functionality [46] to data security and ethical and legal standards [47]. A comprehensive evaluation was beyond the scope of our review and would need to consider multiple dimensions.

Conclusions
Our findings suggest that mHealth apps available in France could be improved in terms of content and format. They also illustrate how two readily available tools—the BCT taxonomy and the PEMAT-A/V—can provide useful insights into the potential of an app to support patient empowerment. These tools can be used by different stakeholders in app development or to assess the existing offerings to ensure an effective contribution of apps to patient care; we would recommend their inclusion in broader app development and evaluation guidelines. Given the prevalence of the chronic conditions considered here, it is essential to make sure different levels of health literacy are considered when developing health-related materials. Also, the development of mHealth apps should involve users and consider their behavioral support needs and be accompanied by research on whether their content and use are able to effectively change behavior. Apps could also benefit from integrating more instructions for intended users on actions to perform, more modifiable behavioral risk factors, and more behavior change content, especially BCTs associated with increased effectiveness in modifying target behaviors.
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Abstract

Background: Mobile health interventions are widely used for self-management of diabetes, which is one of the most burdensome noncommunicable chronic diseases worldwide. However, little is known about the distribution of characteristics and functions of in-store mobile apps for diabetes.

Objective: This study aimed to investigate the distribution of characteristics and functions of the in-store mobile apps for self-management of diabetes in the United States and China using a predefined functional taxonomy, which was developed and published in our previous study.

Methods: We identified apps by searching diabetes in English or Chinese in the Apple iTunes Store and Android Markets (both in the United States and China) and included apps for diabetes self-management. We examined the validity and reliability of the predefined functional taxonomy with 3 dimensions: clinical module, functional module, and potential risk. We then classified all functions in the included apps according to the predefined taxonomy and compared the differences in the features of these apps between the United States and China.

Results: We included 171 mobile diabetes apps, with 133 from the United States and 38 from China. Apps from both countries faced the challenges of evidence-based information, proper risk assessment, and declaration, especially Chinese apps. More Chinese apps provide app-based communication functions (general communication: Chinese vs US apps, 39%, 15/38 vs 18.0%, 24/133; P=.006 and patient-clinician communication: Chinese vs US apps, 68%, 26/38 vs 6.0%, 8/133; P<.001), whereas more US apps provide the decision-making module (Chinese vs US apps, 0%, 0/38 vs 23.3%, 31/133; P=.001), which is a high-risk
Introduction

Background

Diabetes mellitus is one of the most burdensome noncommunicable chronic diseases in China and the western world [1-3]. It represented 8.4% of all-cause deaths worldwide among adults aged 20 to 79 years in 2013 [4] and incurred a cost of US $1.31 trillion in 2015 [5].

Diabetes requires long-term care that is highly individualized to suit the needs of each patient [6]. The care includes lifestyle modification (eg, diet, physical activity, and weight management), glucose monitoring, prevention of complications, and multiple medication regimens [7,8]. Barriers to the effectiveness of diabetes care include insufficient knowledge and training that patients received [9], requiring permanent behavior change [10], financial burden [11], and complication-specific treatments [12]. Patient education and support by a multidisciplinary team of professionals (eg, physicians, nurses, dietitians, and psychologists) may help improve the quality of care [13], although they could be costly and unavailable in some developing countries [14].

Mobile apps developed for diabetes self-management are new and become more and more popular [15-19]. Although randomized trials and systematic reviews suggest that mobile apps, in general, are effective in improving the glucose control for patients with type 2 diabetes [20], the apps available in app stores are highly varied in function, design, and quality [21] and have not been necessarily assessed rigorously by effective randomized control trials. Our previous study [8] developed a taxonomy with 3 dimensions (ie, clinical module, functional module, and potential risk) to provide a functional classification and risk assessment for mobile apps that could be used to better suit the needs of each patient [6]. The care includes lifestyle modification, glucose monitoring, prevention of complications, and multiple medication regimens; potential risk includes 3 levels: high, medium, and low risk. The taxonomy serves as a novel and reliable tool to classify and evaluate the content and functions of diabetes self-management apps in the market.

Objectives

This study aimed to describe and compare the characteristics and functions of mobile apps for diabetes self-management in 2 of the largest app markets, China and the United States, to provide suggestions for future development and usage of mobile apps for diabetes self-management using our predefined taxonomy [8].

Methods

Data Source

In an electronic search, conducted on December 5, 2016, using diabetes as the keyword in both English and Chinese languages, we identified apps in English or Chinese from Apple iTunes store (China and the United States), Google Android Play (the United States), Tencent Android Market (Tencent Holdings Limited), Baidu Android Market (Baidu, Inc), and 360 Android Market (Qihoo 360 Technology Co Ltd).

Selection Criteria

We included mobile apps for diabetes self-management, which was defined as supporting the interactive self-monitoring of blood glucose. The first 500 mobile apps in the initial search list were included in this study. This is because users tend to choose the top mobile apps that are sorted based on customer reviews and download count. Mobile apps outside the range are less likely to be selected and downloaded by users.

The exclusion criteria were (1) duplicated apps (apps with same name and same producer are defined as duplication regardless of different versions), (2) apps without any meaningful introduction or instruction in the app store, (3) apps designed only for the health professionals, (4) apps without Chinese or English interfaces, and (5) apps with no update since January 1, 2014.

App Selection and Data Extraction

In total, 2 investigators (YW and QZ) independently selected the apps for inclusion according to the selection criteria. The investigators extracted the following data from each included study: the app name, developer, specifications (medical, health, and fitness or unavailable), acquisition cost (free, paid, or in-app purchase), downloading fee, the latest update date, target users (type 1 diabetes, type 2 diabetes, gestational diabetes, prediabetes, all types, or unavailable), safety statement (potential risks or use under guidance), supporting evidence (descriptive study, observational study, or randomized controlled trials), and source of information (clinical guidelines). The inconsistency of the study inclusion and data extraction was solved by a discussion between the 2 investigators.
Validity and Reliability of the Developed Taxonomy

The list of functions was summarized according to our previously developed taxonomy, which was described in detail in a previous publication [8]. First, the preliminary taxonomy was coded [8]. Then, 2 reviewers independently classified functions of all included apps according to the coded preliminary taxonomy and slightly modified the preliminary taxonomy. Furthermore, 2 new functions, namely recording insulin injection and reminder to record the medication, were added to the slot of recording used medication and side effect and to the slot of reminder to take the medication of the taxonomy, respectively (Multimedia Appendix 1). The function of off-target alert and setting targets were moved to the complication prevention slot because it is more than a monitoring function but a strategy for complication prevention. Diabetes process and treatment options were removed from the slot of using medications safely and effectively. This process guaranteed that our predefined taxonomy could be used to classify all current in-store diabetes apps. A panel of 5 reviewers used the predefined taxonomy to classify functions of 10 Chinese apps and 10 US apps, which covered all coded functions to assess the reliability of taxonomy with Krippendorff alpha.

Assessment of the App Functions

Functional features of included apps were specified by crossing of the functional and clinical module with a risk assessment for each slot [8]. The potential risk of each function was assessed using methods based on the taxonomy, which was developed according to the US Food and Drug Administration (FDA) risk-based framework [8,22]. The risk level of a mobile app was determined by the highest risk level of any of its functions.

Statistics Analysis

The baseline characteristics were summarized using SPSS (version 21), and the comparison between the Chinese and US apps was evaluated using a chi-square test or Fisher exact test with a significance level of .05 using Open Epi (version 3.01). The frequencies and percentages of the modules were calculated using SPSS (version 21). The functional differences between the Chinese and US apps were examined by a chi-square test with a significance level of .05 by Open Epi (version 3.01).

Results

Basic Characteristics

After searching in the Apple iTunes store, Google Android store, Baidu Android Store, 360 Android Store, and Tencent Android Store, 1667 apps were found. After screening, 171 apps were finally included in this study, 38 from China and 133 from the United States. The process of app selection is shown in the flowchart in Figure 1.

The characteristics of all included apps were summarized in Table 1. Among Chinese mobile apps, 21% (8/38) were not adequately categorized ($P<.001$), whereas all the 133 US mobile apps were categorized as either health and fitness or medical mobile apps. Regarding the acquisition costs, there were more free apps available in China than in the United States (92% [35/38] in China vs 75.2% [100/133] in the United States; $P=.04$). US mobile apps had more specific target audiences than Chinese mobile apps (less than 3% [1/38] in China vs 21.1% [28/133] in the United States; $P=.01$). None of the Chinese mobile apps provided a clear safety declaration or supporting evidence, whereas 14.3% (19/133) of US mobile apps had a clear safety declaration, and 2.2% (3/133) of US mobile apps supplied supporting evidence.
Table 1. Metadata of in-store mobile apps for diabetes self-management between the United States and China.

<table>
<thead>
<tr>
<th>Category</th>
<th>China (N=38)</th>
<th>United States (N=133)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specifications, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>4 (11)</td>
<td>90 (67.7)</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Health fitness</td>
<td>26 (68)</td>
<td>43 (32.3)</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>N/Ab</td>
<td>8 (21)</td>
<td>0</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Acquisition costs, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free</td>
<td>35 (92)</td>
<td>100 (75.2)</td>
<td>.04a</td>
</tr>
<tr>
<td>In-app purchase</td>
<td>0</td>
<td>22 (16.5)</td>
<td>.04a</td>
</tr>
<tr>
<td>Paid</td>
<td>3 (8)</td>
<td>11 (8.3)</td>
<td>.04a</td>
</tr>
<tr>
<td>Statement on target users, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With clear statement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1DMc</td>
<td>0</td>
<td>2 (1.5)</td>
<td>.01a,d</td>
</tr>
<tr>
<td>T2DMd</td>
<td>0</td>
<td>6 (4.5)</td>
<td>.01a,d</td>
</tr>
<tr>
<td>GDMf</td>
<td>1 (3)</td>
<td>1 (0.8)</td>
<td>.01a,d</td>
</tr>
<tr>
<td>All types</td>
<td>0</td>
<td>19 (14.3)</td>
<td>.01a,d</td>
</tr>
<tr>
<td>Without clear statement</td>
<td>37 (97)</td>
<td>105 (78.9)</td>
<td>.01a,d</td>
</tr>
<tr>
<td>Safety statement, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With</td>
<td>0</td>
<td>19 (14.3)</td>
<td>.03f</td>
</tr>
<tr>
<td>Without</td>
<td>38</td>
<td>114 (85.7)</td>
<td>.03f</td>
</tr>
<tr>
<td>Supporting evidence, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With</td>
<td>0</td>
<td>3 (2.2)</td>
<td>.99f</td>
</tr>
<tr>
<td>Without</td>
<td>38</td>
<td>130 (97.8)</td>
<td>.99f</td>
</tr>
</tbody>
</table>

Note: P values are corrected for multiple comparisons.

a Chi-square test.
bN/A: not available.
cT1DM: type 1 diabetes.
dCompare apps with a clear statement on target users between China and the United States.
eT2DM: type 2 diabetes.
fGDM: gestational diabetes mellitus.
gFisher exact test.

Validity and Reliability of Taxonomy

The standardized classification code was completed, which supported the validity of the taxonomy. The inconsistency of coding by each coding investigator was presented as the standardized rate of coding error (Multimedia Appendix 2). The Krippendorff alpha is .8229, which shows the reliability of the taxonomy is acceptable.

Functions and Modules

The characteristics of each function provided by the Chinese and US apps have been shown in heatmaps (Figures 2 and 3), and the statistics have been shown in Multimedia Appendix 3. Chinese and US mobile apps had common functions, including structured display (China: 28/38, 74%; and the United States: 111/133, 83.5%); recording activities, diets, and weights (China: 24/38, 63%; and the United States: 103/133, 77.4%); and recording used medication and side effects (China: 19/38, 50%; and the United States: 83/133, 62.4%).

However, mobile apps between the 2 countries have differences in less common functions. In the 38 Chinese mobile apps, recording complication-related status and appointments with doctors (1/38, less than 3%), preventing complications (3/38, 8%), and setting targets (off-target alert, 3/38, 8%) were the least common functions. In the 133 US mobile apps, addressing psychosocial issues (1/133, 0.8%), reminder to take medications (1/133, 0.8%), and instructions for monitoring (3/133, 2.3%) were the least common functions. Furthermore, none of the 38 Chinese mobile apps included the following 7 functions: recording insulin injections site, recording mood, addressing psychosocial issues, instructions for monitoring, clinical decision...
making, reminder to record medications, and reminder to quit smoking and visit doctors.

When we took a close look at the distribution of functions in these self-management apps quantitatively, we found that there were differences between apps from China and the United States. Reminder to monitor (China: 5/38, 13% and the United States: 39/133, 29.3%; P=.045), setting targets (China: 3/38, 8% and the United States: 39/133, 29.3%; P=.007), and clinical decision making (China: 0/38, 0% and the United States: 31/133, 23.3%; P=.001) were significantly more common functions in US mobile apps than Chinese apps. However, the following 3 functions were more commonly included in the Chinese apps: patient-clinician communication (China: 26/38, 68% and the United States: 8/133, 6.0%; P<.001), using medications safely and effectively (China: 17/38, 45% and the United States: 12/133, 9.0%; P<.001), and general communication (China: 15/38, 40% and the United States: 24/133, 18.0%; P=.006).

**Risk Assessment of Mobile Apps for Diabetes Between the United States and China**

In the United States, 23.3% (31/133) and 65.4% (87/133) of the mobile apps were assessed as high risk and medium risk, respectively. However, none of the Chinese apps was assessed as high risk (Table 2). The difference in the risk of diabetes self-management apps between the United States and China is significant (P=.004; Table 2).

![Figure 2. Heatmap of features of 38 Chinese mobile apps for diabetic self-management.](http://mhealth.jmir.org/2019/8/e13971/)
Figure 3. Heatmap of features of 133 US mobile apps for diabetes self-management.

Table 2. The risk assessment of mobile apps for diabetes self-management between the United States and China.

<table>
<thead>
<tr>
<th>Risk</th>
<th>United States (N=133), n (%)</th>
<th>China (N=38), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>15 (11.3)</td>
<td>3 (8)</td>
<td>.004</td>
</tr>
<tr>
<td>Medium</td>
<td>87 (65.4)</td>
<td>35 (92)</td>
<td>.004</td>
</tr>
<tr>
<td>High</td>
<td>31 (23.3)</td>
<td>0 (0)</td>
<td>.004</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study systematically illustrated the characteristics and functions of in-store mobile apps for diabetes self-management in the United States and China, 2 of the largest app markets, using a predefined taxonomy. It is a useful and reliable tool to categorize functions of these apps despite the country difference [8]. What is more important is that, by using the taxonomy, the study highlights the differences between mobile apps for diabetes self-management in the 2 countries.
Metadata of Apps

All 133 US apps were categorized as either medical or health and fitness apps, whereas there are still some Chinese apps (21%, 8/38) that have not been categorized. The reason could be that the FDA risk report and policy recommendations for mobile health technologies suggest that all mobile health-related apps should be divided into 3 categories—general management, health management, and medical devices. Another reason could be that the FDA has the jurisdiction for all mobile health technologies [23]. However, there is no similar regulation in China.

According to a previous survey [19], the needs of Chinese patients with type 1 and type 2 diabetes were significantly different from each other. However, only 1 app in China stated their target users, whereas a few more in the US apps suggested that it was important for app developers to differentiate their products to meet the precise needs of different populations.

Functions and Modules

Our results show that for diabetes self-management mobile apps, monitoring, lifestyle modification, and medicine management were the 3 most common clinical modules in both China and the United States. It is not surprising that they are the most essential low-risk functions with low technical barriers. However, complication prevention and psychological care were rarely found in the apps from either country although complication prevention was supposed to be associated with more hemoglobin A1c reduction [8,24,25]. The complexity in developing these functions and modules may be the key barriers from being widely adopted.

The functions related to personalized feedback (eg, reminder to monitor, clinical decision making, and setting targets) were more common in US apps than Chinese apps. These functions are based on the built-in algorithms (usually predictive modeling using the collected personal data and probably involving advanced techniques such as artificial intelligence) and provide quick and direct solutions for users’ problems. They are important functions especially when the off-line health care is inaccessible [26]. However, the clinical decision-making model was at high risk [8] and possibly underdeveloped at the moment [27]. The development of personalized feedback modules should be done carefully and with caution, whereas more attempts using different algorithms should be encouraged at the same time.

The communication modules (ie, general communication and patient-clinician communication) are more common in China than in the United States. It is in line with previous population-based survey in China [19], showing that doctor-patient communication is critical to both health providers and patients.

This study adopted our predefined taxonomy [8], which could be different from other systems, for example, Antonio Martinez-Millana et al [26] developed a taxonomy for patients with type 1 diabetes. It comprised 3 hierarchical levels with 10 areas on the first level.

One similar study focusing on Chinese diabetic mobile apps investigated the risk factors related to app use. They suggested that setting recording insulin therapy and dosage in the app might help the patients with type 1 diabetes. They emphasized the importance of the determination of target users before app development [19]. Our study found that 1 Chinese app included recording insulin injection, and only 1 app stated its target type of diabetes. The development of future mobile apps could consider these aspects to improve the effectiveness of mobile apps and user safety.

Strengths

The strengths of this study are as follows: First, this is the first survey for in-store apps using a predefined taxonomy. Second, the consistency of the predefined taxonomy was strictly tested for its reliability before use. Finally, 2 countries with diverse culture, health care systems, and economic statuses were investigated.

Limitations

This study also has limitations. First, we only screened the introduction of included in-store apps without downloading and using the apps, which may result in missing out on functional information about the mobile app. However, it is highly consistent with the strategy for a new user to choose an app in the app store. Second, we selected the apps at only one time point, which may miss the longitudinal update of app functions. Further research on monitoring the updates of mobile apps is warranted. Finally, the sample size of apps between China and the United States, accounting for less than 33% (133 vs 38), is unbalanced, which may affect the statistical significance.

Conclusions

In summary, the in-store mobile apps for diabetes self-management were different between China and the United States. The apps from both countries faced the challenges of lacking evidence-based information, proper risk assessment, and declaration, especially Chinese apps. More Chinese apps included in-app communication modules, whereas more US apps included the clinical decision-making module, which is with high risk. Both complication prevention and psychological care were neglected by the 2 countries. The design of app functions in both countries needs to be optimized, and deep interaction between the app developers and users is recommended. Appropriate surveillance is required to monitor the quality and performance of in-store apps.
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Abstract

Background: Hydroxyurea is a disease-modifying medication for patients with sickle cell disease (SCD). Despite demonstrated efficacy, hydroxyurea nonadherence in clinical practice is common and results in worse health outcomes for nonadherent patients. Mobile Directly Observed Therapy (Mobile DOT) is a pilot-tested, electronic, multidimensional hydroxyurea adherence intervention for children with SCD. Mobile DOT includes sending daily text message reminders to patients to take hydroxyurea, patients recording and sending daily videos that capture their hydroxyurea administrations for the research team to review and track adherence, providing personalized feedback to patients about their adherence, and providing small monetary incentives to patients if they achieve high hydroxyurea adherence.

Objective: This study aimed to determine if Mobile DOT increases hydroxyurea adherence in children with SCD and to explore its impact on hematologic and clinical outcomes.

Methods: This was a single-arm, 6-month intervention study of patients with SCD on hydroxyurea who were aged ≤19 years and reported having access to an electronic device. Participants’ hydroxyurea adherence when they received Mobile DOT was compared with their adherence 6 months before and after receiving Mobile DOT. Participants’ medication possession ratio (MPR) was calculated from their pharmacy dispensing records and was used to measure adherence. Laboratory and clinical outcomes were abstracted from participants’ electronic medical records. Infrequently hospitalized patients who received at least 160 days of the intervention were considered to be engaged participants.

Results: Of 91 patients who were approached, 55 enrolled and 34 engaged with Mobile DOT. The median age of the engaged participants was 10 years (range 2-18.8 years), and 21 (62%, 21/34) participants were male, 28 (82%, 21/34) had hemoglobin SS SCD, and 19 (56%, 19/34) were prescribed hydroxyurea for at least a year before enrollment. With Mobile DOT, engaged participants’ median MPR increased from 61.7% to 84.4% (P<.001) and significantly more (67% vs 30%; P=.002) achieved ≥80% hydroxyurea adherence compared with baseline values. Engaged participants’ mean fetal hemoglobin (HgbF) levels and mean corpuscular volumes (MCV) improved significantly after 6 months of Mobile DOT (P=.04 and P=.001, respectively), but their adherence, HgbF levels, and MCV returned to baseline values during the 6 months after the intervention. Hospitalizations and the clinical outcomes that were measured occurred infrequently during the study. Nonengagement was associated with being female and having a recent SCD complication. In addition, having insufficient electronic data, being unable to quickly complete Mobile DOT each day, and not perceiving that Mobile DOT was beneficial may have further decreased engagement.

Conclusions: Mobile DOT shows promise as an effective intervention for some children with SCD. Modifications that may improve recruitment, reduce attrition, and increase engagement were identified and could increase the impact that Mobile DOT has on children with SCD.
hydroxyurea; children; sickle cell disease; mobile health; mhealth; adherence; text messaging

**Introduction**

Sickle cell disease (SCD) is the most common, severe inherited blood disorder. Children with SCD experience substantial morbidity, including frequent vaso-occlusive crisis (VOC) pain and acute chest syndrome (ACS) episodes, stroke, and decreased quality of life [1,2]. Hydroxyurea is a once-daily, Food and Drug Administration–approved, preventative, and disease-modifying medication for children with SCD. Multiple large studies show that hydroxyurea improves quality of life while reducing the frequency of VOC and ACS episodes, hospitalizations, hospital readmissions, and transfusions in children with SCD [3-5]. Despite demonstrated efficacy and safety, hydroxyurea nonadherence is common in clinical practice. Health insurance claims data suggest that only 30% to 50% of children with SCD on hydroxyurea in the United States take it on at least 80% of the days it is prescribed, and this nonadherence is associated with worse clinical outcomes, lower quality of life, and higher costs of care for nonadherent patients [2,6,7].

Strategies to improve adherence to medications for other chronic diseases include interventions such as directly observed therapy for tuberculosis [8], reminder alerts for hyperlipidemia and hypertension [9], counseling or motivational interviewing for human immunodeficiency virus [10], and incentives or contingency management for diabetes [11]. In children and adolescents with chronic diseases, including those with SCD, electronic devices show promise as useful tools to provide these interventions to improve adherence and disease self-management [12-15]. Single-dimension adherence interventions, however, have inherent limitations. They also show varying levels of success at increasing adherence likely because they are not able to address multiple components of the Health Behavior Model (HBM), the health promotion theory frequently used to explain medication adherence behavior [16]. The HBM proposes that perceived disease severity, susceptibility to disease complications, self-efficacy, costs and benefits of being adherent, and receiving reminder cues are factors that influence adherence. For example, in the context of the HBM, hydroxyurea nonadherence could occur if patients and/or their families do not perceive the long-term health benefits of taking hydroxyurea outweigh the potential risk of experiencing side effects or the length of time that they must take hydroxyurea before its benefits begin to manifest. In addition, for young children with SCD who rely on caregivers to be adherent, nonadherence could result if caregivers do not have the self-efficacy skills to (1) remember to administer the hydroxyurea when it is due, (2) accurately measure the correct dose of hydroxyurea, and/or (3) deliver hydroxyurea to their children if they are uncooperative with administration. Finally, for adolescents with SCD, perceived invulnerability or insusceptibility, which are common during this stage of development, could contribute to hydroxyurea nonadherence and negative health outcomes.

Therefore, to address multiple HBM constructs that can influence hydroxyurea adherence behavior using devices that most children with SCD report having access to [17], we pilot tested an electronic, multidimensional adherence strategy called Mobile Directly Observed Therapy (Mobile DOT) and published these results in 2014 [18]. Mobile DOT is a hydroxyurea adherence strategy that includes sending daily text message (short message service [SMS]) to patients to remind them to take hydroxyurea, patients recording and sending daily videos that capture their hydroxyurea administrations to the research team to review and track adherence, electronically providing personalized feedback to patients about their adherence, and providing small monetary incentives to patients if they achieve high hydroxyurea adherence. In our pilot work, we found that Mobile DOT was a feasible and acceptable adherence intervention and could achieve ≥90% hydroxyurea adherence in a small cohort of children with SCD. The objectives of this study were to determine if Mobile DOT increases hydroxyurea adherence and to explore its potential impact on hematologic and clinical outcomes in a larger population of children with SCD.

**Methods**

**Study Design, Recruitment, and Participants**

These data were collected as part of an institutional review board–approved study. The details of the Mobile DOT intervention and the protocol for this study were previously published [19]. Briefly, this was a single-arm, cross-over study performed at Nationwide Children’s Hospital (NCH), a large, comprehensive pediatric hospital in Ohio. English-speaking patients with SCD (any genotype) who were aged ≤19 years, prescribed hydroxyurea for at least the previous 180 days, not receiving chronic transfusion therapy, planned to receive care at NCH for the following year, and had (or their legal guardian had) personal daily access to an electronic device (eg, smartphone or tablet) that could receive SMS text message alerts and record and send daily videos were eligible. Electronic device access was confirmed, before enrollment, when the patient successfully submitted a video to the secure Mobile DOT website.

Patients were sequentially approached to participate when they presented for clinical care, and follow-up study visits were completed during participants’ standard of care hematology visits. Participants’ electronic medical records (EMRs) were used to collect demographic information, laboratory and clinical data, hydroxyurea dispensing pharmacies, and duration of hydroxyurea treatment. Hydroxyurea dosing and monitoring...
were left to clinicians’ discretion and tracked using the EMR, but institutional standards, derived from published hydroxyurea protocols [20], were available to guide this management.

There were 3 sequential study periods: baseline, Mobile DOT, and postintervention that were each approximately 180 days. The baseline period was defined as the 180 days before enrollment, the Mobile DOT period started the day following enrollment, and the postintervention period started immediately after the Mobile DOT period. The Mobile DOT and postintervention periods were designed to be 180 days but could vary slightly in length to coordinate participants’ study visits with their standard of care hematologist visits. In addition, because hydroxyurea administration that occurs in the hospital setting is highly monitored and includes interventions that are separate from Mobile DOT (eg, all hydroxyurea dose administrations are observed and tracked by a nurse), only participants who completed at least 160 days of the Mobile DOT period and who were hospitalized for fewer than 20 days during this time were considered to be engaged participants. Participants who completed at least 160 days of the postintervention period before their final study visit and were hospitalized for fewer than 20 days during this period were considered to have completed the study.

Mobile Directly Observed Therapy

A custom and secure Mobile DOT website to send the alerts and store participants’ videos was built by the research technology team at NCH and run under an Apache Web server (version 2.2.15; Apache Software Foundation), was written in the Perl and JavaScript languages, and was run on a 64-bit CentOS 6.5 Linux operating system. Participants were informed before consenting of the potential risk that videos could potentially be intercepted during transmission to the secure website, but their videos were secure once they were received by the website.

Alerts

Participants identified their preferred hydroxyurea administration time and developed their own personalized SMS text message alerts at enrollment. Using a secure Microsoft Exchange mail server, participants and/or their consenting caregivers (if aged <14 years) were sent up to 4 SMS text message alerts to remind them to take hydroxyurea every day.

Video Directly Observed Therapy

Participants were instructed to self-record (or have their consenting caregiver record if aged<11 years) their daily hydroxyurea administrations with their electronic device and email these videos as an attachment every day to the secure website for the research team to review. Participants were trained to record continuous videos that allowed for easy participant recognition, a view of their hydroxyurea before and during administration, and a view of their empty mouth after ingestion. Participants who were instructed to temporarily discontinue hydroxyurea by their clinical provider (eg, for myelosuppression) were instructed to continue to submit daily videos, stating this information to be considered adherent during this time. VDOT was not required during hospitalizations. Temporary electronic device access lapses (for up to 5 days for each 60-day segment of the intervention period) were allowed, but to be considered adherent during these lapses, participants had to notify the research team (by email, SMS text message, or voicemail) on each of these days to confirm that they had taken their hydroxyurea.

A background script on the secure server retrieved the participants’ emails with video attachments. Videos were stored locally on the operating system in a participant directory with restricted access to the research team. Information about the participants, the emails, and videos were stored in a local SQLite database. To ensure that the videos were unique, the research team reviewed all videos to ensure that they represented valid hydroxyurea administration and checked the megabyte size of the videos to ensure variability if there was concern that participants were submitting videos that were not unique. Only 2 research team members who were familiar with the participants were responsible for reviewing and tracking adherence.

Feedback

The research team attempted to contact participants (or their consenting caregiver) through SMS text message, email, or telephone when a video was not received to encourage daily hydroxyurea adherence and provide positive feedback when participants achieved the adherence incentive goal.

Incentives

Participants were mailed a US $30 gift card if their videos confirmed at least 90% adherence over the past 30 days. A research team member spent approximately 1 min per participant per day to track adherence and send messages when needed.

Outcome Measures

Medication Possession Ratio

MPR is the percentage of days during a given period of time that patients have access to a medication. MPR was the primary adherence measure used because the pharmacy dispensing data needed for this calculation could be retrospectively collected. Previous studies suggest if multiple months of pharmacy dispensing records are used, MPR provides an accurate quantitative estimate of patients’ maximum possible adherence during that time [21-23]. Hydroxyurea dispensing records were requested after the participant completed their participation in the study and from all pharmacies that participants’ self-reported they used and/or were identified in their EMR. Participants’ hydroxyurea MPR was calculated for each study period using the following formula: the number of days that dispensing records confirmed access to hydroxyurea in a study period divided by the total number of days in a study period, multiplied by 100. MPR calculations accounted for hydroxyurea doses that were held or received during any hospitalization and for any prescribed dose adjustments documented in the EMR during the study. Participants’ with a hydroxyurea MPR of ≥80% during a study period were defined as adherent for that period because improved clinical outcomes were seen at this adherence threshold in a randomized pediatric SCD hydroxyurea clinical trial [3,24].
Video Directly Observed Therapy Adherence

Observed adherence, either in-person or by video, is a reliable and valid measure of patients’ medication adherence [21]. Engaged participants’ VDOT adherence was calculated using the following formula: the number of days VDOT was completed divided by the total number of days in the Mobile DOT period multiplied by 100. VDOT adherence calculations accounted for days that the research team was notified of device access lapse and for days received during hospitalizations.

Laboratory Data

Large pediatric clinical trials show that hydroxyurea exposure significantly increases fetal hemoglobin (HgbF) production, total hemoglobin (Hgb), and mean corpuscular volume (MCV) and reduces absolute neutrophil counts (ANC) [3,25-27]. In this study, laboratory studies that were obtained during standard of care hematology visits within 40 days of the end of a study period were analyzed. NCH uses Sebia Zone Electrophoresis to reliably quantify HgbF levels [28] and the Sysmex XN-1000, a standard hematology analyzer, to reliably measure Hgb, MCV, and ANC [29].

Clinical Outcomes

Multiple pediatric clinical trials confirm that hydroxyurea reduces hospitalizations, erythrocyte transfusions, ACS episodes, and VOC episodes requiring hospitalization [3,30]. These outcomes were abstracted from participants’ EMR during the study.

Satisfaction Survey

To measure the amount of time that it took participants to complete Mobile DOT each day, their willingness to continue the intervention without payment, and their satisfaction and perceived effectiveness of the intervention, participants (or the consenting caregivers of participants aged<14 years) completed the 5-point Likert scale Mobile DOT satisfaction survey [18] at the end of their Mobile DOT period or at their withdrawal visit. Participants who withdrew were also asked to provide a reason for withdrawal.

Study Withdrawal

Participants who discontinued hydroxyurea moved out of the area or informed the research team that they did not want to continue to participate were immediately withdrawn from the study. The research team also stopped sending SMS text message alerts and attempting to contact participants who did not submit a video or respond to research staff communications for more than 30 consecutive days during the Mobile DOT period. These participants were withdrawn from the study at their next clinic visit.

Statistical Analysis

Descriptive statistics were used to describe sample characteristics and report the clinical outcomes, frequency and percentages for qualitative variables, and median and range or mean and standard error for quantitative variables. Nonparametric tests were used to compare baseline characteristics between engaged and nonengaged participants. McNemar test was used to compare proportion of patients who were adherent at baseline and with Mobile DOT. To compare adherence and hematologic measures across the 3 study periods, linear mixed models with Tukey-adjusted pairwise comparisons were used. All P values were 2-sided, and P<.05 was considered statistically significant. Statistical analyses were performed using SAS software, version 9.4 (SAS Institute).

Results

Study Participants

Between July 2014 and January 2017, 91 unique prospective participants were approached, 55 enrolled (76% of the planned sample size), 34 engaged with the Mobile DOT intervention, and 29 completed the study (Figure 1). All the participants planned to use a smartphone as their electronic device. None of the patients who declined participation reported privacy concerns as a reason for study refusal. Recruitment ended before enrolling the planned sample size when 97% of the prospective patients had been approached because recruitment would have needed to be extended for multiple months to approach the remaining patients at their standard hematology visits.

Dispensing records were received for 54 (33 engaged) participants, and these participants were included in the MPR analyses. At baseline, 14 (25%, 14/54) enrolled participants were adherent (MPR ≥80%) to hydroxyurea, and 17 (31%, 17/54) had a hydroxyurea MPR <50%.

Table 1 shows a comparison of the baseline characteristics between engaged and nonengaged participants. Of the 17 engaged participants who were aged<10 years, 8 (47%) were adherent to hydroxyurea at baseline and 3 (27%) of the 11 nonengaged participants who were aged<10 years were adherent at baseline. In addition, 2 (13%) of the 17 engaged participants who were aged ≥10 years were adherent to hydroxyurea at baseline, and one (10%) of the 10 nonengaged participants who were aged ≥10 years was adherent to hydroxyurea at baseline. Engaged participants received Mobile DOT for a median of 191 days, and those who completed the study were followed for a median of 181 days during the postintervention period. Engaged participants’ median prescribed hydroxyurea dose did not significantly change from baseline to the end of the Mobile DOT period (25.9 mg/kg/day vs 25.8 mg/kg/day; P>.99). Of those who completed the study, 21 (72%) were prescribed a dose that was within 5 mg/kg/day of their baseline dose, but their median prescribed hydroxyurea dose was significantly lower at the end of the postintervention period compared with baseline (23.5 mg/kg/day; P=.004).
Figure 1. Participant flow diagram (Mobile DOT: Mobile Directly Observed Therapy).
Table 1. Participants’ baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All (n=55)</th>
<th>Nonengaged (n=21)</th>
<th>Engaged (n=34)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median age (years; range)</td>
<td>10.0 (2.0-19.0)</td>
<td>9.4 (2.7-19.0)</td>
<td>10.0 (2.0-18.8)</td>
<td>.95</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>28 (51)</td>
<td>11 (52)</td>
<td>17 (50)</td>
<td>.99</td>
</tr>
<tr>
<td>Oct-17</td>
<td>22 (40)</td>
<td>8 (38)</td>
<td>14 (41)</td>
<td></td>
</tr>
<tr>
<td>≥18</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>26 (47)</td>
<td>5 (234)</td>
<td>21 (62)</td>
<td>.01</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.52</td>
</tr>
<tr>
<td>Black or African American</td>
<td>53 (96)</td>
<td>21 (100)</td>
<td>32 (94)</td>
<td></td>
</tr>
<tr>
<td>Biracial</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Genotype, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>SS</td>
<td>47 (856)</td>
<td>19 (91)</td>
<td>28 (82)</td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>3 (6)</td>
<td>1 (5)</td>
<td>2 (6)</td>
<td></td>
</tr>
<tr>
<td>SB₀</td>
<td>2 (4)</td>
<td>1 (5)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>SB⁺</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>2 (6)</td>
<td></td>
</tr>
<tr>
<td>Other (SE)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Duration of hydroxyurea use, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.8</td>
</tr>
<tr>
<td>6-12 months</td>
<td>25 (456)</td>
<td>10 (48)</td>
<td>15 (44)</td>
<td></td>
</tr>
<tr>
<td>&gt;12 months</td>
<td>30 (55)</td>
<td>11 (52)</td>
<td>19 (56)</td>
<td></td>
</tr>
<tr>
<td>Indication for hydroxyurea, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.52</td>
</tr>
<tr>
<td>Clinical complication</td>
<td>53 (96)</td>
<td>21 (100)</td>
<td>32 (94)</td>
<td></td>
</tr>
<tr>
<td>Severe genotype or family request a</td>
<td>4 (7)</td>
<td>1 (5)</td>
<td>3 (9)</td>
<td>.99</td>
</tr>
<tr>
<td>Median hydroxyurea dose (mg/kg/d)</td>
<td>25.9</td>
<td>25.9</td>
<td>25.9</td>
<td>.41</td>
</tr>
<tr>
<td>Hydroxyurea MPR b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median, %</td>
<td>61.7</td>
<td>66.7</td>
<td>61.1</td>
<td>.86</td>
</tr>
<tr>
<td>0%-19%, n</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>20%-39%, n</td>
<td>9</td>
<td>6</td>
<td>3</td>
<td>—</td>
</tr>
<tr>
<td>40%-59%, n</td>
<td>11</td>
<td>1</td>
<td>10</td>
<td>—</td>
</tr>
<tr>
<td>60%-79%, n</td>
<td>17</td>
<td>9</td>
<td>8</td>
<td>—</td>
</tr>
<tr>
<td>≥80%, n</td>
<td>14</td>
<td>4</td>
<td>10</td>
<td>—</td>
</tr>
<tr>
<td>Median hematologic studies</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemoglobin, g/dL</td>
<td>9.3</td>
<td>8.6</td>
<td>9.4</td>
<td>.14</td>
</tr>
<tr>
<td>MCV d, fl/L</td>
<td>90.9</td>
<td>91.8</td>
<td>88.2</td>
<td>.68</td>
</tr>
<tr>
<td>Hemoglobin F, %</td>
<td>21.1</td>
<td>17.8</td>
<td>24.8</td>
<td>.07</td>
</tr>
<tr>
<td>Absolute neutrophil count per µL</td>
<td>3690</td>
<td>4770</td>
<td>3415</td>
<td>.003</td>
</tr>
</tbody>
</table>

aInitiated hydroxyurea therapy before experiencing a sickle cell disease complication.
bMedication possession ratio (MPR) could not be calculated for 1 participant because dispensing records were not received.
cDescriptive data only.
dMCV: mean corpuscular volume.

**Hydroxyurea Adherence**

Participants’ median hydroxyurea MPR was significantly higher with Mobile DOT compared with baseline, but median postintervention MPR was not significantly different compared with baseline (Figure 2). The proportion of engaged participants that were adherent (MPR ≥80%) to hydroxyurea significantly increased from 30% at baseline to 67% with Mobile DOT.
In addition, 20 (61%) of the engaged participants increased their MPR by >15% with Mobile DOT compared with their baseline. Median VDOT adherence (88.1%) and MPR adherence (87.8%) for the engaged participants during the Mobile DOT period were not significantly different ($P=.99$).

**Figure 2.** Participants' hydroxyurea MPR adherence during each study period (Mobile DOT: Mobile Directly Observed Therapy; MPR: medication possession ratio).

**Hematologic and Clinical Outcomes**

Engaged participants' mean MCV and HgbF levels at the end of Mobile DOT were significantly higher than baseline but were not significantly different at the end of postintervention period compared with baseline. Engaged participants’ mean Hgb and ANC did not significantly change throughout the study (Figure 3).

During the baseline period, 8 participants received at least one erythrocyte transfusion (6 nonengaged vs 2 engaged, $P=.04$), 11 had at least one ACS episode (8 nonengaged vs 3 engaged, $P=.01$), and 12 had at least one VOC hospitalization (7 nonengaged vs 5 engaged, $P=.18$). The cohort experienced a total of 13 ACS episodes and 26 VOC hospitalizations during the baseline period, but 1 participant accounted for 9 of these VOC hospitalizations and was nonengaged during the Mobile DOT period because of continued recurrent VOC hospitalizations. During the Mobile DOT period, 3 engaged participants received at least one erythrocyte transfusion, 2 had at least one ACS episode, and 6 had at least one VOC hospitalization. During the postintervention period, 1 participant required at least one transfusion, 3 had at least one ACS episode, and 3 had at least one VOC hospitalization.
Figure 3. Engaged participants’ (n=34) laboratory studies at the end of each study period (ANC: absolute neutrophil count; Hgb: hemoglobin; MCV: mean corpuscular volume; Mobile DOT: Mobile Directly Observed Therapy).

Satisfaction Survey
All the engaged participants and 16 (76%) of the nonengaged participants completed the satisfaction survey. Of the engaged participants, 31 (92%) agreed that they took hydroxyurea more often with Mobile DOT, 34 (100%) agreed that Mobile DOT was easy to use, 30 (88%) agreed that they would be willing to continue Mobile DOT without pay, and 30 (88%) reported they could complete Mobile DOT in less than 3 min each day. Of the nonengaged participants, 9 (56%) agreed that they took hydroxyurea more often with Mobile DOT, 8 (50%) agreed that Mobile DOT was easy to use, 7 (44%) agreed they would be willing to continue Mobile DOT without pay, and 8 (50%) reported that they were able to complete Mobile DOT in less than 3 min each day.

Discussion
Hydroxyurea Adherence
Hydroxyurea nonadherence is common among children with SCD [7,24], and an effective hydroxyurea adherence intervention is needed to improve health outcomes. Overall, our results suggest that Mobile DOT improves hydroxyurea adherence, at least temporarily, in children who engage with the intervention. Of the engaged children, two-thirds achieved 80% or higher MPR adherence with Mobile DOT, which is noteworthy considering many of these children had appreciably lower baseline hydroxyurea adherence. Also, median MPR significantly improved with Mobile DOT, despite including some subjects with less potential to improve their MPR because they had 80% or higher adherence at baseline. Finally, although not all the engaged participants achieved 80% or higher adherence with Mobile DOT, many still incrementally increased their adherence (eg, >15% increase or an additional hydroxyurea dose per week), suggesting that Mobile DOT has the potential to improve adherence for some of the most nonadherent children.

Hematologic Outcomes
Our results also showed that engaged participants’ mean MCV and HgbF levels increased during the Mobile DOT period. Given that MCV and HgbF level changes from hydroxyurea exposure typically occur before clinical improvements manifest [30], this could be an early indication that with continued use, Mobile DOT may have potential hematologic and clinical benefits. Although significant Hgb changes were not appreciated, this may be related to the relatively short duration of time that Mobile DOT was provided compared with the time required to see improved Hgb with hydroxyurea [3] and our participants’ relatively high baseline Hgb levels. In addition, 15% of our
engaged patients had either Hemoglobin SC, Sβ+, or SE, and past studies suggest that other SCD genotypes may not have the same degree of hematologic response with hydroxyurea compared with those with hemoglobin SS [31,32].

Similar to other medication adherence interventions [33], participants’ adherence and laboratory improvements declined once the intervention was discontinued. Survey results showed that many engaged participants were willing to continue Mobile DOT beyond 6 months, suggesting that for some, Mobile DOT may be able to be used longer term to sustain adherence. However, short booster sessions or additional interventions may be needed for others when their adherence declines. Laboratory improvements likely returned to baseline because adherence declined but also the median prescribed hydroxyurea dose decreased by the end of the study. Mean ANC did not change during the study to suggest that severe myelosuppression frequently occurred that would have necessitated this decrease. Most participants were also prescribed doses at the end of the study that were similar to their baseline doses. We, therefore, suspect this decrease was because many participants were growing children and the hydroxyurea protocol [20] and institutional guidelines do not provide guidance about how frequently to increase hydroxyurea to account for weight gain from growth.

Clinical Outcomes

Future studies are needed to definitively determine if Mobile DOT reduces erythrocyte transfusions, hospitalizations, and ACS and VOC episodes because these events occurred infrequently at baseline and participants were followed for a relatively short period of time. To limit underestimating the benefit of effective adherence interventions, future studies should also measure their impact on preventing other patient-reported and costly outcomes, such as VOC episodes, that do not result in hospitalization [34] and stroke [35] that may be ameliorated or prevented with hydroxyurea.

Limitations

Several limitations must be considered when interpreting our results. First, despite approaching almost all the eligible patients at NCH, we were unable to enroll our projected sample size [19]. This occurred because we anticipated that more patients at NCH were going to initiate hydroxyurea and become eligible than actually did and because some patients perceived the intervention as too burdensome. These findings underscore the need for interventions, such as shared decision-making tools [36], to increase hydroxyurea acceptance and add to the existing literature that suggests that the time and burden to participate in clinical studies for patients with SCD are prohibitive [37]. In the future, we plan to recruit patients outside of the clinical care setting to avoid approaching patients when they may be overwhelmed by other aspects of their SCD care. This strategy could also increase the number of nonadherent patients that are recruited because clinic nonadherence is associated with hydroxyurea nonadherence [38].

Second, only two-thirds of the enrolled participants remained engaged with Mobile DOT. As only those who engaged improved their adherence, it is possible that the factors that promoted engagement may have contributed to the observed adherence gains. Therefore, identifying these mediating factors is paramount to increasing the impact that this and other adherence interventions may have on children with SCD. For example, our results suggest that nongraded participants were more likely to be female and have experienced a recent SCD complication (eg, erythrocyte transfusion and/or ACS episode) compared with engaged participants. The small sample size and small number of clinical complications that occurred during the study limit the ability to definitively determine if these factors influence engagement, if they were related to an unmeasured moderating factor, or if they were merely a random finding observed in this sample. In addition, consistent with the literature that suggests widespread electronic device ownership among African Americans [39], including children with SCD [13], only 3 patients reported that not owning a device prevented them from participating or led to their study withdrawal. However, increasing literature suggests that having an insufficient data plan or inconsistent access to Wi-Fi are common among minority populations [40] and could explain why multiple participants became nongraded and stopped submitting videos or responding to the research team shortly after they enrolled. Although providing devices and cellular data could potentially increase enrollment and engagement with electronic health interventions and ensure consistent intervention delivery, this could also add significant costs that may limit intervention sustainability and use in clinical practice. Finally, although our study suggests Mobile DOT increases hydroxyurea adherence, it is possible that the Hawthorne effect may have also contributed because participants were aware their adherence was going to be closely monitored.

Participant Feedback

Participants’ feedback from this study provides insights into modifications that may make this and other adherence interventions more engaging, reduce attrition, and increase adherence in future studies. First, changing the frequency that medication reminders alerts are provided could reduce alert fatigue. In addition, providing feedback that notifies participants how their adherence compares with their previous adherence and with others’ could influence participants’ perception of the intervention. Incentives may be needed to reward both high adherence and incremental adherence improvements to encourage the most nonadherent participants to continue to engage with the intervention. Finally, for multidimensional interventions, quantifying each component’s impact on adherence could identify if components need to be eliminated or optimized or if additional components, such as gamification, may be needed because they might promote engagement with the entire intervention [41].

MPR was used to measure hydroxyurea adherence in this study. Although the medication event monitor system caps are considered the gold standard adherence measure [42], these devices were not used in this study because they are not compatible with liquid hydroxyurea formulations, which are commonly used in young children. It is important to note, however, that MPR only measures access to medication and not actual medication administration and can also be unreliable if dispensing reports are inaccurate or incomplete [21]. Engaged
participants’ hydroxyurea adherence by MPR and VDOT were similar in this study, but for patients who may have accumulated a supply of hydroxyurea from past prescriptions, MPR may underestimate adherence. Ultimately, studies that validate hydroxyurea adherence measures are needed to accurately identify nonadherent children who could benefit from an adherence intervention. Furthermore, other hydroxyurea adherence interventions are under study, including an electronic alert intervention [43] and a community health care worker intervention [44], and show feasibility, and valid measures will be needed to determine which intervention is most effective.

Finally, systematic reviews suggest there are insufficient data to determine if mobile health interventions, such as Mobile DOT, are cost-effective [45,46]. Although an increasing number of insurers are already providing financial incentives to their members to encourage healthy behaviors [47], to employ insurers to provide this health behavior intervention in clinical practice, future studies will need to evaluate if it is economically feasible and sustainable. We acknowledge that the cost to improve hydroxyurea adherence may be significant, considering poor adherence is difficult to improve and sustain. However, the cost to provide this intervention could be reduced if technology improvements reduce the time and resources required for implementation and if it is reserved for patients with adherence challenges. Ultimately, we suspect that because SCD is a chronic disease that results in costly complications that are reduced with effective hydroxyurea use [48], even relatively costly adherence interventions may still be implementable, and perhaps cost-effective, in clinical practice.

Conclusions
In conclusion, we demonstrate improved 6-month hydroxyurea adherence, MCV, and HgbF level among children with SCD who engaged with an electronic, multidimensional hydroxyurea adherence intervention. Future studies that determine how to increase patient engagement with hydroxyurea adherence interventions, how to sustain improved adherence, and how these interventions impact the outcomes of children with SCD are warranted. If successful, they may be generalizable to improve medication adherence and outcomes of other chronically ill populations.
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Abstract

Background: Mobile health (mHealth) apps represent a promising approach for improving health outcomes in patients with chronic illness, but surprisingly few mHealth interventions have investigated the association between user engagement and health outcomes. We aimed to examine the efficacy of a recommended, commercially available gout self-management app for improving self-care behaviors and to assess self-reported user engagement of the app in a sample of adults with gout.

Objective: Our objective was to examine differences in self-reported user engagement between a recommended gout app (treatment group) and a dietary app (active control group) over 2 weeks as well as to examine any differences in self-care behaviors and illness perceptions.

Methods: Seventy-two adults with gout were recruited from the community and three primary and secondary clinics. Participants were randomized to use either Gout Central (n=36), a self-management app, or the Dietary Approaches to Stop Hypertension Diet Plan (n=36), an app based on a diet developed for hypertension, for 2 weeks. The user version of the Mobile Application Rating Scale (uMARS, scale: 1 to 5) was used after the 2 weeks to assess self-reported user engagement, which included an open-ended question. Participants also completed a self-report questionnaire on self-care behaviors (scale: 1-5 for medication adherence and diet and 0-7 for exercise) and illness perceptions (scale: 0-10) at baseline and after the 2-week trial. Independent samples t tests and analysis of covariance were used to examine differences between groups at baseline and postintervention.

Results: Participants rated the gout app as more engaging (mean difference –0.58, 95% CI –0.96 to –0.21) and more informative (mean difference –0.34, 95% CI –0.67 to –0.01) than the dietary app at the 2-week follow-up. The gout app group also reported a higher awareness of the importance of gout (mean difference –0.64, 95% CI –1.27 to –0.003) and higher knowledge/understanding of gout (mean difference –0.70, 95% CI –1.30 to –0.09) than the diet app group at follow-up. There were no significant differences in self-care behaviors between the two groups postintervention. The gout app group also demonstrated stronger negative beliefs regarding the impact of gout (mean difference –2.43, 95% CI –3.68 to –1.18), stronger beliefs regarding the severity of symptoms (mean difference –1.97, 95% CI –3.12 to –0.82), and a stronger emotional response to gout (mean difference –2.38, 95% CI –3.85 to –0.90) at follow-up. Participant feedback highlighted the importance of tracking health-related information, customizing to the target group/individual, providing more interactive features, and simplifying information.

Conclusions: Participants found the commercially available gout app more engaging. However, these findings did not translate into differences in self-care behaviors. The gout app group also demonstrated stronger negative illness perceptions at the follow-up.
Overall, these findings suggest that the development of gout apps would benefit from a user-centered approach with a focus on daily, long-term self-care behaviors as well as modifying illness beliefs.

**Trial Registration:** Australian New Zealand Clinical Trials Registry ACTRN12617001052325; https://anzctr.org.au/Trial/Registration/TrialReview.aspx?id=373217.
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**Introduction**

The potential to harness mobile technology for improving self-management in chronic disease is substantial, as reflected by the increase in the use of mobile health and medical apps (apps to promote health and manage illness) and their popularity [1,2]. Health apps are currently one of the fastest growing app categories, with over 100,000 apps available for Android and iOS platforms in 2015 [3]. With increasing industry and government investment in medical and health apps [3,4] as well as growing research into their efficacy [5,6], health and medical apps represent an exciting opportunity to improve health outcomes among people with chronic health conditions.

There are surprisingly few evidence-based apps that have been developed for patients with gout [7], even though gout affects approximately 4% of US adults and its rates are increasing worldwide [8,9]. Gout is a treatable condition wherein monosodium urate crystals deposit in the joints and periarticular tissues, causing inflammation and painful flares. Aotearoa/New Zealand has one of the highest rates of gout worldwide [9]; Maori (indigenous New Zealanders) and Pacific adults are disproportionally affected, with a prevalence of more than 8% [10]. Although treatable, nonadherence to effective urate-lowering therapies (ULT) has been reported to be as high as >50% [11-13]. The reasons for nonadherence are complex [13], but previous literature suggests that gout medications are often viewed unfavorably, with a preference for nondrug solutions including dietary strategies [14]. Previous literature also suggests that illness perceptions play a role in self-management behaviors in gout [15,16].

Mobile health (mHealth) interventions represent a promising approach to reducing barriers to care and potentially improving adherence to effective treatments for gout. In 2016, Nguyen and colleagues [7] reviewed commercially available apps available on iOS for managing gout and found that only one app met the recommendations set in patient-focused gout management guidelines. In 2017, we expanded this search to include Android smartphones and found a similar result [17].

In addition to reviewing the content and quality of apps for gout, it is important to examine users’ experiences and engagement of apps. User engagement encompasses both how often and for how long people use apps as well as the user’s experience of the technology as a whole [18]. Engagement is therefore believed to be closely tied to effectiveness of the intervention [19]. It is estimated that approximately 23% of app users delete an app after its first use [20]; however, user engagement is often not reported as part of mHealth interventions [21] and surprisingly few mHealth interventions examine the association between user engagement and health outcomes [19,22].

Due to these gaps in the literature, the goal of our study was to examine the experiences of using a commercially available gout self-management app compared to a dietary app among patients with gout, with a focus on assessing differences in user engagement, self-care behaviors, and illness beliefs. Using a randomized controlled trial design, we compared the gout self-management app identified in the previous reviews of gout apps [7,17] and a dietary app based on the Dietary Approaches to Stop Hypertension (DASH) diet, as the DASH diet is associated with a lower risk of gout [23]. We predicted that the participants allocated to the gout self-management app would demonstrate higher user engagement, self-care behaviors, and more adaptive illness beliefs at the 2-week follow-up compared to the active control group.

**Methods**

**Design**

Participants were randomized to either Gout Central (treatment group), a commercially available self-management app for gout, or the DASH Diet Plan (active control group), a commercially available app based on a diet for hypertension. Seventy-two adults with gout were recruited in Auckland and randomly allocated to one of the app groups between August 2017 and May 2018. Ethics approval was granted by the Health and Disability Ethics Committee (HDEC) in New Zealand (reference number 17/NTA/38), and all participants provided written informed consent. The trial was prospectively registered with the Australian New Zealand Clinical Trials Registry (registration number ACTRN12617001052325).

**Participants and Randomization**

Participants were recruited through posters in the community and from three primary and secondary clinics in Auckland, New Zealand. Inclusion/exclusion criteria included (1) a diagnosis of gout as defined by the 2015 ACR-EULAR Gout Classification Criteria [24], (2) age >18 years, (3) ability to complete forms in English and provide informed consent, and (4) ownership of or access to an android or IOS smartphone device capable of downloading apps. There were no restrictions regarding ethnic groups; however, a greater emphasis was placed on ensuring that Maori and Pacific peoples were recruited and retained in the study, as they are disproportionally affected by gout. The baseline assessment occurred face-to-face (using hard-copy questionnaires), and the follow-up assessments/questionnaires were conducted over the next 2 weeks.
were either completed as hard-copy questionnaires and returned by post or completed online.

App group allocations were generated by a biostatistician at the School of Medicine, independent of the intervention delivery. No stratification was used. Randomization occurred via sealed envelopes labelled with sequential study numbers. A research assistant recruited participants and assigned participants to interventions.

**Intervention**

After randomization, a research assistant helped participants download the app on their phones. The free versions of both apps were used in this study. Participants did not know which app was the intervention of interest/intervention group and which app was the control group.

**Gout Central**

The participants who were randomized to the treatment group were allocated to use the “Gout Central” app developed by the National Kidney Foundation for 2 weeks. This app includes information about gout and its causes, lifestyle tips for preventing gout flares, and treatment options and identifies common triggers that may cause flares. In addition, this app includes a series of health trackers such as the serum urate tracker and gout flare tracker in which the user can enter their details and track changes across time. Furthermore, this app allows users to enter their doctor appointments, log questions for their health care providers, log their medications and supplements used to manage gout and other conditions, and link them to online resources.

Participants in both app groups were advised to use all the functions they found helpful and were encouraged to use the app on a daily basis. They were also sent two text message reminders (two times during the 2-week trial period) to remind them to use the app on a daily basis. After completing the follow-up questionnaires, the participants were sent a voucher of NZ $50 to thank them for their time.

**Dietary Approaches to Stop Hypertension Diet Plan**

The active control group used the DASH diet plan app developed/sold by Chelin Apps (Android) and Diego Correa Bonini (iOS). This app provides information about the DASH diet eating plan, which has been shown to be effective in managing various health conditions such as gout [23]. The app educates users about the DASH diet, provides information to allow users to create a diet action plan, and informs users about what foods are beneficial and which ones should be avoided. This app also provides various recipes and meal ideas for breakfast, lunch, dinner, dessert, and snacks.

**Measures**

**Demographic Data**

Demographic data including sex, age, and ethnicity were collected at baseline via self-report questionnaires. Current alcohol use (“Do you drink alcohol?” Response: yes/no), smoking status (“Do you smoke?” Response: yes/no), and physical activity (“Do you get at least 30 minutes of physical activity per day, eg, brisk walking?” Response: yes/no) were also assessed at baseline. Disease duration, frequency of gout flares, comorbidities, serum urate, serum creatinine, and current gout treatments were collected via self-report or from participants’ medical records. Previous and current app use (including use of health apps) was assessed in the baseline questionnaire. All the self-report questionnaires were administered online or as hard-copy questionnaires.

**User Engagement**

Our primary outcome measure was user engagement, measured using a modified user version of the Mobile Application Rating Scale (uMARS) [25] and administered after the 2-week trial. The original MARS was designed to allow app developers and health professionals to rate the quality of health apps, while the adapted uMARS scale was developed to allow users to rate health apps. The uMARS can be used to derive three separate scores: the objective app quality score, the subjective app quality score, and the perceived impact score. The objective app quality score is derived using four subscales: engagement, functionality, esthetics, and information quality. All items are rated on a 1-5 Likert scale, where 1 indicates that the app is inadequate in that domain and 5 indicates that the app is excellent in that domain. A total score is calculated by averaging across the four domains. In this study, only two of the subscales were used (engagement and information) to reduce participant burden. Therefore, only individual domain scores are presented for the two subscales without a total objective app quality score.

The subjective app quality score is derived from four items that examine overall user experience: “Would you recommend this app to people who might benefit from it?” “How many times do you think you would use this app in the next 12 months if it was relevant to you?” “Would you pay for the app?” and “What is your overall (star) rating of the app?” Lastly, the perceived impact score consists of six items that measure the impact of using the app on knowledge (“this app has increased my knowledge/understanding of the health behaviour”), attitude (“the app has changed my attitudes towards improving this health behaviour”), and behavior (“use of this app will increase/decrease the health behaviour”). The six items are reported as individual items and measured on a Likert scale ranging from 1 to 5 points (1=“strongly disagree,” 5=“strongly agree”). Lastly, the uMARS has an open-ended question, “Do you have any further comments about the app?”

The uMARS demonstrates good internal reliability for both the instrument overall and the individual subscales within the instrument [25]. The Cronbach alpha coefficient for the engagement subscale score was 0.80, for the information subscale score was 0.60, and for the app subjective quality score was 0.84.

In addition to the uMARS, two additional questions were included to assess how often and for how long participants used the apps: “In the last 14 days, on how many days did you use the app?” and “on the days that you used the app, approximately how many minutes did you spend using the app?”

**Self-Care Behaviors**

Adherence to gout self-management guidelines and self-care behaviors were assessed with a self-report questionnaire that
covers behaviors related to gout management over the past 7 days. These items were adapted from the diabetes-specific Multidimensional Diabetes Questionnaire [26] and have been used previously to assess self-care behaviors in gout [27]. The items were individually scored and included behaviors such as medication (e.g., “Over the last 7 days, how many of your prescribed number of gout pills [e.g., allopurinol, probenecid, febuxostat or benzbromarone] did you take?”), rated on a 5-point Likert scale, from 1=“none of them” to 5 =“all of them”; exercise (e.g., “On how many of the last 7 days did you participate in at least 20 minutes of exercise?”), rated on an 8-point Likert scale, from 0-7 days; and diet-related activities (e.g., “How often did you follow your recommended diet over the last 7 days?”), rated on a 5-point Likert scale, from 1=“never” to 5=“always.”

Illness Perceptions

Illness perceptions were measured using a gout-specific Brief Illness Perceptions Questionnaire (B-IPQ) [28]. The 8-item B-IPQ examines the five key illness perception dimensions as well as items measuring the patient’s concern, understanding, and emotional response to illness. The eight items are measured on a 0-10 Likert scale, with higher scores indicative of stronger endorsement: consequences (how much gout affects the patient’s life), timeline (how long the patient thinks gout will continue), personal control (how much control the patient has over his or her gout), treatment control (how much the patient’s medication can control gout), identity (severity of gout symptoms), concern (how concerned the patient is about his or her gout), understanding (how well the patient feels he/she understand their gout), and emotional response (how much gout affects the patient emotionally.) The B-IPQ has satisfactory reliability and validity across a range of chronic illnesses [28].

Power Calculation, Sample Size, and Statistical Analyses

Due to the lack of intervention studies that have examined differences in self-reported user engagement of health apps from which to estimate an effect size, we determined the sample size required to detect a medium effect size (0.6) between the two groups in user engagement (based on the uMARS). For the power calculation, we used an independent samples t test with 80% power and a 5% significance level, which indicated that 72 participants were required (36 in each group). To our knowledge, the only other study comparing user engagement scores (using the uMARS) across health apps used 5-6 participants per app group based on recommendations from the usability testing literature [29]. Our power calculation was based on recommendations for studies in which a standardized effect size is unknown [30].

Of the 72 participants, 9 were lost to follow-up and did not complete any of the follow-up questionnaires (Figure 1). The analysis therefore constituted a per protocol analysis. Independent samples t tests and analysis of covariance (ANCOVA) for variables that were unbalanced at baseline were used to examine differences between groups postintervention in user engagement, self-care behaviors, and illness perceptions. The results remained unchanged when controlling for baseline covariates; therefore, unadjusted means are reported. Means, SDs, and 95% CIs are presented with the analyses. Effect sizes were calculated using Cohen $d$, interpreted as <0.2 (small), 0.3-0.7 (medium), and 0.8 (large) [31].
Participant Feedback
Thirty-nine participants answered the open-ended question from the uMARS. The comments were analyzed independently by two researchers (AS and KS) using directed content analysis [32], appropriate where predetermined categories or concepts are being explored. After the initial stage of coding, the two researchers met to resolve any differences. The comments were initially grouped under three broad categories—positive experiences, negative experiences, and suggestions for improvement—with a frequency count for positive and negative comments. Participants’ feedback was also mapped onto the four uMARS domains: Engagement, Functionality, Esthetics, and Information.

Results
During recruitment, 230 patients were contacted, of which 72 consented to participate and were randomized. The most common reasons for nonparticipation were not owning a smartphone or not wishing to participate in an mHealth intervention (Figure 1).

Baseline Measures
The mean (SD) age for the total sample at baseline (n=72) was 49 (15) years, and the majority of the participants were male (86%). Sixty percent were married, 17% were in a relationship, and 23% were single. Thirty-six percent identified as European New Zealanders; 25%, as Pasifika; 19%, as Maori; and 20%, as other ethnic groups. Regarding previous app use, most participants reported using apps (95.8%), with the number of apps used ranging from 0 to 125. In addition, 40% reported already using health apps. The majority of the participants reported drinking alcohol (73.6%), but not smoking (91.7%). A total of 69% reported being physically active. Baseline demographics were similar between the treatment and control groups (Table 1), except for age, whereby the participants in the DASH app group were older.
Table 1. Baseline demographic and clinical characteristics (N=72).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Gout Central (n=36)</th>
<th>DASH&lt;sup&gt;a&lt;/sup&gt; Diet (n=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>45 (14)</td>
<td>53 (15)</td>
</tr>
<tr>
<td>Sex (male), n (%)</td>
<td>30 (83)</td>
<td>32 (89)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>New Zealand European</td>
<td>14 (39)</td>
<td>12 (33)</td>
</tr>
<tr>
<td>Maori</td>
<td>5 (14)</td>
<td>9 (25)</td>
</tr>
<tr>
<td>Pacific</td>
<td>10 (28)</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Other ethnic groups</td>
<td>7 (19)</td>
<td>7 (19)</td>
</tr>
<tr>
<td>Disease duration (years), mean (SD)</td>
<td>11 (13)</td>
<td>15 (10)</td>
</tr>
<tr>
<td>Number of flares in the past 3 months, mean (SD)</td>
<td>2.2 (5.1)</td>
<td>0.9 (1.7)</td>
</tr>
<tr>
<td>Serum urate (mmol/L) level, mean (SD)</td>
<td>0.41 (0.12)</td>
<td>0.35 (0.11)</td>
</tr>
<tr>
<td>Serum creatinine (μmol/L) level, mean (SD)</td>
<td>102 (46)</td>
<td>99 (52)</td>
</tr>
<tr>
<td>Current gout medications, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urate-lowering therapies&lt;sup&gt;b&lt;/sup&gt;</td>
<td>20 (56)</td>
<td>29 (81)</td>
</tr>
<tr>
<td>Anti-inflammatory medications</td>
<td>16 (44)</td>
<td>11 (31)</td>
</tr>
<tr>
<td>Polyparmacy (≥5 long-term medications)</td>
<td>4 (11)</td>
<td>10 (28)</td>
</tr>
<tr>
<td>Comorbidities (five most prevalent), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>3 (8)</td>
<td>6 (17)</td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>3 (8)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Kidney disease</td>
<td>4 (11)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>2 (6)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Hypercholesterolemia</td>
<td>1 (3)</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>DASH: Dietary Approaches to Stop Hypertension.

<sup>b</sup>Urate-lowering therapies: allopurinol and febuxostat; anti-inflammatory medications: colchicine, nonsteroidal anti-inflammatory drugs, and corticosteroids.

Regarding baseline clinical measures, the majority of the sample (68%) reported currently taking ULT, 38% reported taking anti-inflammatory medications, and an additional 19% reported being on more than five long-term medications. The mean serum urate level of the participants at baseline was 0.38 (0.11) mmol/L. In addition, 44% reported other comorbidities, with the most common reported as hypertension, type 2 diabetes, kidney disease, cardiovascular disease, and hypercholesterolemia. The clinical variables were similar between the treatment and control groups, except for the number of participants currently taking ULTs, which were higher in the control group (control: n=29 vs treatment: n=20; Table 1).

When examining illness perceptions at baseline in the two groups, the following beliefs were unbalanced: timeline, personal control, treatment control, and identity beliefs (Table 2). Self-care behaviors were similar at baseline between the two treatment arms.
Table 2. Mean differences in illness perceptions at baseline and follow-up.

<table>
<thead>
<tr>
<th>Illness perceptions (score range 0-10)</th>
<th>Gout app, mean (SD)</th>
<th>DASH(^a) app, mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>(P^b) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consequences beliefs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>4.50 (3.32)</td>
<td>4.11 (3.51)</td>
<td>–0.39 (–1.99 to 1.22)</td>
<td>.04</td>
</tr>
<tr>
<td>Follow-up</td>
<td>4.61 (2.63)</td>
<td>2.19 (2.36)</td>
<td>–2.43 (–3.68 to –1.18)</td>
<td></td>
</tr>
<tr>
<td>Timeline beliefs</td>
<td></td>
<td></td>
<td></td>
<td>.70</td>
</tr>
<tr>
<td>Baseline</td>
<td>5.94 (3.54)</td>
<td>8.03 (2.90)</td>
<td>2.08 (0.56 to 3.61)</td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>6.81 (3.31)</td>
<td>7.19 (3.72)</td>
<td>0.38 (–1.40 to 2.16)</td>
<td></td>
</tr>
<tr>
<td>Personal control beliefs</td>
<td></td>
<td></td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>Baseline</td>
<td>5.90 (3.02)</td>
<td>7.67 (2.43)</td>
<td>1.76 (0.48 to 3.05)</td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>6.90 (2.66)</td>
<td>7.56 (2.08)</td>
<td>0.66 (–0.54 to 1.86)</td>
<td></td>
</tr>
<tr>
<td>Treatment control beliefs</td>
<td></td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>Baseline</td>
<td>7.44 (2.69)</td>
<td>8.92 (1.54)</td>
<td>1.47 (0.44 to 2.50)</td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>7.42 (3.00)</td>
<td>7.88 (2.81)</td>
<td>0.46 (–1.01 to 1.92)</td>
<td></td>
</tr>
<tr>
<td>Identity beliefs</td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Baseline</td>
<td>5.11 (2.94)</td>
<td>3.64 (3.09)</td>
<td>–1.47 (–2.89 to –0.06)</td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>4.06 (2.25)</td>
<td>2.09 (2.32)</td>
<td>–1.97 (–3.12 to –0.82)</td>
<td></td>
</tr>
<tr>
<td>Concern beliefs</td>
<td></td>
<td></td>
<td></td>
<td>.26</td>
</tr>
<tr>
<td>Baseline</td>
<td>5.89 (3.07)</td>
<td>5.67 (3.43)</td>
<td>–0.22 (–1.75 to 1.31)</td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>5.26 (3.01)</td>
<td>4.34 (3.38)</td>
<td>–0.91 (–2.53 to 0.70)</td>
<td></td>
</tr>
<tr>
<td>Understanding beliefs</td>
<td></td>
<td></td>
<td></td>
<td>.23</td>
</tr>
<tr>
<td>Baseline</td>
<td>7.44 (2.26)</td>
<td>8.03 (1.81)</td>
<td>0.58 (–0.38 to 1.55)</td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>8.13 (1.96)</td>
<td>7.34 (3.07)</td>
<td>–0.79 (–2.09 to 0.52)</td>
<td></td>
</tr>
<tr>
<td>Emotional response beliefs</td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Baseline</td>
<td>4.81 (3.46)</td>
<td>4.56 (3.83)</td>
<td>–0.25 (–1.97 to 1.47)</td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>5.00 (3.01)</td>
<td>2.63 (2.84)</td>
<td>–2.38 (–3.85 to –0.90)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)DASH: Dietary Approaches to Stop Hypertension.

\(^b\)\(P\) value refers to analysis of covariance for between-group comparisons postintervention.

Differences in User Engagement Between Groups Postintervention

With regard to the engagement and information subscale scores, participants rated the gout app as more engaging than the dietary app, with a mean difference of –0.58 (\(P\)=.003; effect size=0.77), and as more informative than the dietary app, with a mean difference of –0.34 (\(P\)=.04; effect size=0.53). Although the subjective app quality score (derived from four items that examine overall user experience) was also higher in the gout app group than in the dietary app group, this difference was not statistically significant, with a mean difference of –0.36 (\(P\)=.11). Lastly, when evaluating the six individual items that examined perceived impact of the app, the only statistically significant differences were found in awareness of the importance of gout (mean difference of –0.64; \(P\)=.049; effect size=0.51) and knowledge/understanding of gout (mean difference of –0.70; \(P\)=.03; effect size=0.57), which were both higher in the gout app group than in the dietary app group. There was little evidence that either group used the app more during the 2-week trial (in terms of days used or minutes), with \(P\) values of .81 and .52, respectively (Table 3).
Table 3. Differences in user engagement between app groups postintervention measured by the user version of the Mobile Application Rating Scale (score range: 1-5).

<table>
<thead>
<tr>
<th>Measures</th>
<th>Gout app (n=31)</th>
<th>DASH app (n=32)</th>
<th>Mean difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement subscale score</td>
<td>3.26 (0.73)</td>
<td>2.68 (0.77)</td>
<td>-0.58 (-0.96 to -0.21)</td>
<td>.003</td>
</tr>
<tr>
<td>Information subscale score</td>
<td>3.92 (0.51)</td>
<td>3.58 (0.76)</td>
<td>-0.34 (-0.67 to -0.01)</td>
<td>.04</td>
</tr>
<tr>
<td>Subjective app quality score</td>
<td>3.06 (0.82)</td>
<td>2.70 (0.94)</td>
<td>-0.36 (-0.81 to 0.08)</td>
<td>.11</td>
</tr>
<tr>
<td>Perceived impact: Awareness</td>
<td>3.42 (1.15)</td>
<td>2.78 (1.36)</td>
<td>-0.64 (-1.27 to -0.003)</td>
<td>.049</td>
</tr>
<tr>
<td>Perceived impact: Knowledge/understanding</td>
<td>3.32 (1.14)</td>
<td>2.63 (1.26)</td>
<td>-0.70 (-1.30 to -0.09)</td>
<td>.03</td>
</tr>
<tr>
<td>Perceived impact: Attitudes</td>
<td>3.19 (1.17)</td>
<td>2.59 (1.46)</td>
<td>-0.60 (-1.27 to 0.07)</td>
<td>.08</td>
</tr>
<tr>
<td>Perceived impact: Intention to change</td>
<td>3.06 (1.21)</td>
<td>2.56 (1.32)</td>
<td>-0.50 (-1.14 to 0.14)</td>
<td>.12</td>
</tr>
<tr>
<td>Perceived impact: Help seeking</td>
<td>2.84 (1.10)</td>
<td>2.59 (1.29)</td>
<td>-0.24 (-0.85 to 0.36)</td>
<td>.42</td>
</tr>
<tr>
<td>Perceived impact: Behavior change</td>
<td>3.10 (1.19)</td>
<td>2.59 (1.27)</td>
<td>-0.50 (-1.12 to 0.12)</td>
<td>.11</td>
</tr>
<tr>
<td>App use (days)</td>
<td>7.90 (3.95)</td>
<td>8.13 (3.27)</td>
<td>0.22 (-1.60 to 2.05)</td>
<td>.81</td>
</tr>
<tr>
<td>App use (minutes)</td>
<td>11.34 (13.00)</td>
<td>9.64 (6.91)</td>
<td>-1.70 (-6.92 to 3.52)</td>
<td>.52</td>
</tr>
</tbody>
</table>

*DASH: Dietary Approaches to Stop Hypertension.

**Differences in Self-Care and Illness Perceptions Postintervention**

Independent samples t tests and ANCOVA (adjusting for age, ULT, and baseline illness perceptions) were conducted to examine differences postintervention. There were no differences in any self-care behaviors between the two groups (P>.05) postintervention (results not tabulated). The gout app group demonstrated stronger negative beliefs regarding the impact of gout (mean difference 2.43; P=.04; effect size=0.97), stronger beliefs regarding the severity of symptoms (mean difference of −1.97; P=.001; effect size=0.86), and a stronger emotional response to gout (mean difference of −2.38; P=.002; effect size=0.81) at follow-up. None of the other illness beliefs demonstrated differences postintervention (Table 2).

**Participant Feedback**

The comments from the participants were grouped under three broad categories: positive experiences, negative experience, and suggestions for improvement. Textbox 1 presents a summary of the qualitative feedback, including how the feedback mapped onto the four domains of the uMARS (Engagement, Functionality, Esthetics, and Information).
Textbox 1. Summary of participants’ positive/negative feedback and suggestions for improvement grouped according to the four domains of the Mobile Application Rating Scale (Engagement, Functionality, Esthetics, and Information).

<table>
<thead>
<tr>
<th>Gout app</th>
<th>Engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive experiences:</td>
<td></td>
</tr>
<tr>
<td>• Tracking medications and urate levels</td>
<td></td>
</tr>
<tr>
<td>• Setting reminders</td>
<td></td>
</tr>
<tr>
<td>• Relevant for people who are newly diagnosed</td>
<td></td>
</tr>
<tr>
<td>• Useful during flare-ups</td>
<td></td>
</tr>
<tr>
<td>Negative experiences:</td>
<td></td>
</tr>
<tr>
<td>• Not useful for ongoing self-management of gout</td>
<td></td>
</tr>
<tr>
<td>• Lacking novelty</td>
<td></td>
</tr>
<tr>
<td>• Only useful if person has regular blood tests</td>
<td></td>
</tr>
<tr>
<td>• Not relevant to New Zealanders and different ethnic groups</td>
<td></td>
</tr>
<tr>
<td>• Not adapted for people with low health literacy</td>
<td></td>
</tr>
<tr>
<td>Suggestions for improvement:</td>
<td></td>
</tr>
<tr>
<td>• Provide more information for Pacific peoples</td>
<td></td>
</tr>
<tr>
<td>• Provide more videos and interactive features</td>
<td></td>
</tr>
<tr>
<td>• Add links to healthcare team</td>
<td></td>
</tr>
</tbody>
</table>

| Functionality |
| Suggestions for improvement: |
| • Ability to enter more data |
| • Ability to track foods |

| Esthetics |
| Suggestions for improvement: |
| • Include more visual content |

| Information |
| Suggestions for improvement: |
| • Graphing urate levels |
| • Add links to other sources of information |

<table>
<thead>
<tr>
<th>Dietary Approaches to Stop Hypertension</th>
<th>Engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative experiences:</td>
<td></td>
</tr>
<tr>
<td>• Not motivating</td>
<td></td>
</tr>
<tr>
<td>• Not relevant to New Zealanders</td>
<td></td>
</tr>
<tr>
<td>• Not relevant to different cultural and ethnic groups</td>
<td></td>
</tr>
<tr>
<td>• Not relevant to gout</td>
<td></td>
</tr>
<tr>
<td>Suggestions for improvement:</td>
<td></td>
</tr>
<tr>
<td>• Customizing/tailoring app to the individual</td>
<td></td>
</tr>
<tr>
<td>• Provide social support</td>
<td></td>
</tr>
<tr>
<td>• More interactive content</td>
<td></td>
</tr>
</tbody>
</table>
Positive Experiences
Positive feedback from the gout app group (n=10) reflected their satisfaction with the app’s ability to track health information, set reminders, and monitor self-care behaviors.

I particularly liked being able to track medicines and set reminders; look at graphs showing urate levels; list all my meds in one place; and be reminded to drink more water. [Participant #66, Gout app]

In contrast, only two respondents in the DASH app group (n=2) provided positive feedback, both based on the information and dietary content of the app.

Very good app, very informative. Great recipes. [Participant #40, DASH app]

Negative Experiences
Feedback from the gout app group suggested that the app was better suited to people who were newly diagnosed or patients with frequent flare-ups, rather than for long-term self-management.

I have only had a gout attack 3 times in the last 10 years. I consider that not having gout attacks regularly negates the use off the app and is not much help in my case. Also it is USA of origin and some parts are not much use in NZ. [Participant #10, Gout app]

Other negative feedback from both app groups (n=3 for the Gout app and n=8 for the DASH app) included the lack of customization to New Zealand or lack of tailoring to ethnic groups more prone to gout in New Zealand such as Maori or Pacific Peoples.

Suggestions for Improvement
Both app groups suggested the need for more interactive features such as video content and links to health professionals or other patients.

For millennial users, it would be better to put more interactive features such as a link to videos explaining gout in a visual way...it would be better to not just link the app to our personal healthcare team but to have an online chatting with other available healthcare personnel (possibly to create a series of interactive Q&A with some available healthcare personnel). [Participant #9, Gout app]

Wouldn’t it be nice to have an interactive function with other users and create a network that allows people to connect and support each other. [Participant #19, DASH diet app]

Other suggestions for improvement included simplifying information, especially for people with low health literacy or non-English speakers.

This app also has very useful information that is only good for those who understand the jargon used. If I have no clue about the language used I’m not going to spend time trying to decipher the information. This part of the app needs to be simplified and made fun for all people and not just an educated few. [Participant #55, DASH diet app]

The biggest challenge for the use of this app would be literacy both in Health and English. People with
Discussion

This is the first study to examine the impact of a commercially available gout app on health outcomes. This is also the first study to examine the utility of a commercially available gout app from the patient’s perspective, by examining user engagement. Our primary hypothesis was largely confirmed by the findings, with the gout self-management app demonstrating higher user engagement scores than the dietary app. However, this did not translate to improvements in self-care behaviors. The findings regarding illness beliefs at follow-up were more mixed, with the gout self-management app associated with stronger consequence beliefs, illness identity beliefs, and emotional response beliefs than the dietary app.

Several possible reasons exist to explain why higher user engagement did not translate to improvements in self-care behaviors. First, despite higher uMARS scores, there was no difference in time that participants spent on or used to access the gout app compared with the dietary app during the study. The average number of days spent using the app (of 14 days) for both groups was only 8. Both the apps in this study provided no feedback or goal-setting functions, thus requiring the user to be intentional about their app usage and access it without personalized feedback or any specific behavior change strategies. Second, as suggested by the participant feedback, it is possible that participants determined that the gout app (Gout Central) would only be helpful during a gout flare and thus used it less. This explanation may provide insight into why there was no difference in usage time between the two apps and no changes in self-care behaviors. Even though the gout app was chosen because it was the best available app for gout [7,17], it may not provide all the appropriate tools necessary to manage gout when it is asymptomatic. Therefore, Gout Central may not meet the needs of users in terms of continuous self-management and care of the condition between flares.

A third possible explanation is that there was little integration with daily self-management behaviors in gout. Many existing health apps focus on providing educational content, basic health monitoring, or various reminders [33], but fail to fully utilize the unique capabilities of smartphone technology (eg, real-time data collection and data visualization technology) [34]. For gout, specifically, this may mean daily medication reminders, flare diaries, visualizing serum urate fluctuations, and food diary capabilities, which encourage a user to engage with their self-care regardless of whether they are having a flare. Real-time data tracking would be especially desirable for people who are testing their serum urate levels using commercially available test meters that provide an immediate result, which would then allow for real-time serum urate tracking. Even though the gout app provided a wealth of information about gout as well as some opportunities for data tracking, real-time reminders and real-time data tracking were both missing.

Our findings regarding illness perceptions were more mixed. The more engaging gout app resulted in stronger negative illness perceptions about gout at follow-up, including stronger beliefs regarding the negative impact of having gout, the severity of symptoms, and the emotional response to gout. It is possible that using the gout app reminded participants about the negative aspects of their illness or the seriousness of their illness, which, over the long-term, may positively impact self-care behaviors. For example, in a study of patients with kidney disease, having stronger illness identity beliefs (ie, beliefs regarding severity of symptoms) was associated with more proactive coping [35]. On the other hand, we have previously found that stronger consequence beliefs and emotional response beliefs are associated with increased disability and mortality in gout [15,16]. It is also possible that negative illness beliefs (ie, more pessimistic beliefs about gout) may impact the app use itself, as participants may not want to be reminded that they have gout. Due to the short follow-up in this study, we cannot confirm either of these possibilities or whether the change in illness perceptions will be sustained or influence self-care behaviors in the long-term.

Targeting illness perceptions presents another promising area for future research in mHealth interventions. Only a handful of mHealth interventions have attempted to modify illness perceptions [36-38], with promising effects on outcomes including medication adherence as well as objective health outcomes. Considering that many commercially available health apps lack theory or evidence-based behavioral strategies [39-41], this could be an important area for future research.

The open-ended participant feedback largely supported our quantitative results, with more positive comments recorded overall for the Gout Central app than the DASH diet app. The participant feedback also highlighted that gout patients want apps that allow them to track health-related information, that are customized to their needs, that provide interactive features, and that are simple to use.

This study had many strengths: It is the first study to examine the efficacy of a commercially available gout app on self-reported health outcomes and to consider the association between user engagement and health outcomes in gout. It also successfully recruited a diverse group of patients of whom 43% were Maori or Pasifika. However, there are several limitations that should be noted. As we did not develop the apps, we were also unable to objectively examine user engagement and had to rely on self-report. Furthermore, after data collection was completed for this study, the gout app Gout Central was updated; therefore, these results may not reflect the most up-to-date version of the app. Another limitation was the short follow-up duration. Despite this short time period, there was some loss to follow-up, which necessitated a per protocol analysis rather than an intention-to-treat analysis. Lastly, these findings may not be generalizable to other populations.

The findings from this short-term trial demonstrate the many challenges associated with not only developing engaging and effective apps for patients with chronic health conditions but also the challenges present in testing commercially available apps. Our findings suggest that, at least over a period of 2 weeks, using the gout app was more engaging than using a general dietary app for patients with gout, but that the gout app is unlikely to change self-care behaviors in the short-term. It is
becoming increasingly clear in the mHealth literature that the design process needs to be user-centered in order to produce the best outcomes for patients [42-44]. Work in this area is currently underway by Nguyen and colleagues [45], who have recently developed a gout self-management app. User-centered design has been tested in apps for type 1 diabetes, heart health, and asthma and has shown favorable outcomes in the preliminary stages [44]. Adopting a user-centered development approach would likely result in higher-quality apps, which are useful and accessible [46].

In conclusion, working with gout patients to develop an app that best suits their needs, targets daily self-management behaviors in between flares with specific behavior change strategies, and modifies illness beliefs could be a promising way forward in the use of mHealth to manage gout.
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Abstract

Background: Pregnancy-induced hypertension (PIH) is associated with high levels of morbidity and mortality in mothers, fetuses, and newborns. New technologies, such as remote monitoring (RM), were introduced in 2015 into the care of patients at risk of PIH in Ziekenhuis Oost-Limburg (Genk, Belgium) to improve both maternal and neonatal outcomes. In developing new strategies for obstetric care in pregnant women, including RM, it is important to understand the psychosocial characteristics associated with adherence to RM to optimize care.

Objective: The aim of this study was to explore the role of patients’ psychosocial characteristics (severity of depression or anxiety, cognitive factors, attachment styles, and personality traits) in their adherence to RM.

Methods: Questionnaires were sent by email to 108 mothers the day after they entered an RM program for pregnant women at risk of PIH. The Generalized Anxiety Disorder Assessment-7 and Patient Health Questionnaire-9 (PHQ-9) were used to assess anxiety and the severity of depression, respectively; an adaptation of the Pain Catastrophizing Scale was used to assess cognitive factors; and attachment and personality were measured with the Experiences in Close Relationships-Revised Scale (ECR-R), the Depressive Experiences Questionnaire, and the Multidimensional Perfectionism Scale, respectively.

Results: The moderate adherence group showed significantly higher levels of anxiety and depression, negative cognitions, and insecure attachment styles, especially compared with the over adherence group. The low adherence group scored significantly higher than the other groups on other-oriented perfectionism. There were no significant differences between the good and over adherence groups. Single linear regression showed that the answers on the PHQ-9 and ECR-R questionnaires were significantly related to the adherence rate.

Conclusions: This study demonstrates the relationships between adherence to RM and patient characteristics in women at risk of PIH. Alertness toward the group of women who show less than optimal adherence is essential. These findings call for further research on the management of PIH and the importance of individual tailoring of RM in this patient group.
Introduction

Pregnancy-induced hypertension (PIH), which is a complication in 6% to 10% of pregnancies, is defined as a systolic blood pressure (BP) $>$ 140 mmHg and diastolic BP $>$ 90 mmHg. PIH refers to 1 of 4 conditions: (1) pre-existing hypertension, (2) gestational hypertension, (3) pre-eclampsia, and (4) unclassifiable hypertension [1]. It is a major cause of maternal, fetal, and neonatal morbidity and mortality [1,2]. The assessment of women with pregnancies complicated by PIH includes clinical follow-up, serological investigations, and fetal ultrasound. The type and frequency of follow-up depends on the kind and severity of the hypertensive disorder [1]. The goal of treatment is to prevent significant cerebrovascular and cardiovascular events in the mother, without compromising fetal well-being [3].

New techniques to support these strategies have recently been developed, including remote monitoring (RM), which can be broadly defined as the use of telecommunication technologies to facilitate the transmission of medical information and services between health care providers and patients [4]. RM is a relatively new approach (dating back to the early 1990s) that facilitates patient management at home [5]. As part of the Hasselt University and Limburg Clinical Research Program, Ziekenhuis Oost-Limburg (ZOL, Genk, Belgium), a large hospital in the east of Belgium, added RM to the prenatal care of women with PIH. All women diagnosed with PIH who delivered at the outpatient prenatal clinic of ZOL were included. Women received RM on demand of the responsible obstetrician before admission or after discharge from the prenatal ward. The criteria to initiate RM were PIH at gestational age more than 12 weeks where an intensive follow-up until delivery was desirable. Women without a mobile phone, a gestational age less than 12 weeks, a fetus with congenital malformations, and women who refused informed consent were excluded and received conventional care. Women consenting for RM were asked to perform 2 BP measurements a day with the iHealth Blood Pressure Monitor (iHealth Feel), fill in once a week their weight, perform 2 BP measurements a day with the iHealth Blood Pressure Monitor (iHealth Feel), fill in once a week their weight, and to wear continuously an iHealth activity tracker (iHealth Wave; iHealth, Paris, France). The data from the monitor devices were transmitted to a Web-based dashboard developed by the Mobile Health Unit of the University of Hasselt and the Future Health Department of ZOL. Predicted alarm signals were set; 1 midwife performed remote follow-up of all transformed data at the dashboard. Alarm events were communicated with the obstetrician in charge to discuss management options before contacting and instructing patients at home. Therapeutic interventions were according to local management. Our first results were promising, suggesting that the addition of RM to the prenatal care protocol for women at risk of gestational hypertensive disease reduces prenatal hospitalization (until the moment of delivery), inductions, and pre-eclampsia compared with the levels in women who receive conventional care. Furthermore, it is likely that women monitored with RM will enter labor spontaneously and will be more likely to be diagnosed with gestational hypertension rather than pre-eclampsia than women treated with conventional care [6]. RM has also been effective in the follow-up of pregnant women with issues such as problematic BP and bodyweight [7,8]. However, adherence to RM is an important concern. Several studies have reported low rates of adherence to RM [9-11]. Adherence refers to the extent to which a patient follows a prespecified treatment regimen or protocol [12]. The methods used to measure treatment adherence are either direct or indirect. Direct methods include observation and the assessment of metabolites or biological markers in the blood. Indirect methods include self-report questionnaires, pill counts, rate of prescription refilling, and the clinical assessment of patients’ physiological markers [13,14].

In developing new strategies (including RM) to optimize the obstetric care of pregnant women, it is important to investigate the patients’ characteristics, as these will potentially affect their adherence to RM. The peripartum period has long been known to be associated with increased levels of stress and anxiety, related to the transition to parenthood and parental tasks and concerns associated with this transition [15]. However, when PIH is present, it potentially increases the already elevated levels of stress and anxiety associated with this normative and normally adaptive heightened “maternal preoccupation” in the perinatal period [16,17]. In this context, cognitive factors, such as catastrophizing or rumination, and insecure attachment styles and personality factors, such as perfectionism and dependency, have been associated with problems in negotiating the challenges of parenthood, which are expressed as increased levels of anxiety and depression [18-20]. Mothers with a tendency to catastrophize, for instance, might be excessively worried about PIH and might, therefore, show either poor adherence to RM because they wish to avoid potentially threatening information or alternatively, they might engage excessively in RM, and RM might become an obsession for them. Individuals with avoidant attachment styles and high levels of self-critical perfectionism might show a similar pattern of avoidance or over adherence, whereas those with anxious attachment or dependent personality traits might become overly compliant with RM. Poor medical outcomes and higher mortality rates in individuals with attachment avoidance and self-critical perfectionism have been associated with a tendency to deny health problems and compulsive autonomy (the belief that one must be able to manage one’s problems on one’s own) [21]. In contrast, individuals with high levels of attachment anxiety and dependency traits typically seek help readily, typically leading...
to better health outcomes (eg, earlier detection of cancer), but also with excessive use of medical care [22-24]. Regarding perfectionism, different dimensions have been discerned [25]: self-oriented perfectionism refers to having high personal standards and the need to constantly live up to these high standards, whereas other-oriented perfectionism refers to expecting perfection and high performance from others; finally, socially prescribed perfectionism refers to a constant striving to live up to others’ high standards and expectations. Individuals with high levels of self-oriented or socially prescribed perfectionism might show excessive adherence to RM, whereas individuals with increased levels of other-oriented perfectionism might show low adherence because of a skeptical attitude toward others and the RM program in particular.

To the best of our knowledge, no research to date has examined the relationships between adherence to RM and patient characteristics. Therefore, the primary endpoint of this study was to explore the roles of depression and anxiety, cognitive factors, and attachment and personality traits in relation to adherence to RM. On the basis of the findings discussed above, we expected that anxiety and depression, and cognitive factors, such as rumination and catastrophizing, would be increased in low and excessively adherent mothers. Similarly, we expected high levels of attachment avoidance and self-critical perfectionism to be associated with low or over adherence. Furthermore, we hypothesized high levels of attachment anxiety and dependent personality features to be related to over adherence. Finally, we expected high levels of self-oriented or socially prescribed perfectionism to be associated with over adherence, whereas high levels of other-oriented perfectionism were hypothesized to be related to low adherence. The secondary endpoint of the study was the relation between the individual questionnaire and the adherence rate.

Methods

Study Protocol

This study is part of the Pregnancy Remote Monitoring (PREMOM) study, an observational study involving 8 hospitals in Limburg (Belgium), undertaken to optimize gestational outcomes in pregnancies complicated with PIH. The PREMOM protocol and main results have been reported elsewhere [6,26,27]. Briefly, women consenting to RM underwent obstetric surveillance with a wireless BP monitor and an activity tracker. They were asked to make 1 BP measurement in the morning and 1 in the evening, to enter 1 weight measurement weekly and to wear the activity tracker 24 hours a day until delivery or hospital admission. When alarm signals were detected (systolic BP>140 mmHg, diastolic BP>90 mmHg, or weight gain>1 kg/day) by the responsible midwife, the obstetrician-in-charge was contacted to discuss the management options before the patient was contacted at home. The types of interventions were (1) expectant management, (2) ambulatory blood sampling and 24-hour urine collection at home, (3) adjustment of antihypertensive therapy and/or physical activity, (4) admission to the prenatal ward, or (5) induction of labor. The therapeutic interventions were based on local management strategies.

Pregnant women were given information about the start of their RM program. All the women provided written informed consent to participate in the study. The Ziekenhuis Oost-Limburg Medical Ethics Committee approved the study. The characteristics of the participants were collected at inclusion in the PREMOM program. Demographic and obstetric information was collected at recruitment and after delivery from the hospital administration and/or billing records.

All participants received an email containing a SurveyMonkey link. After logging in, the participants were asked to complete 6 questionnaires (see subsection Questionnaires).

Participants

A total of 124 mothers from the PREMOM study were invited to participate in this study. A total of 7 (5.65%) of them declined participation because of lack of interest. Of the remaining 117 pregnant women, 7 (5.98%) were hospitalized in the prenatal ward with complications before they could complete the questionnaires. In total, 110 pregnant women (88.71%) completed the questionnaires, 2 of whom were excluded from the final analysis because their data were invalid because of failure to fill out the questionnaires correctly.

Questionnaires

The Generalized Anxiety Disorder-7 (GAD-7) assessment scale was used to assess anxiety. It consists of 7 items to be rated on a 4-point Likert scale ranging from 0 to 3. The Patient Health Questionnaire-9 (PHQ-9) was used to measure the severity of depression. This questionnaire consists of 9 items to be rated on a 4-point Likert scale ranging from 0 to 3. The Pain Catastrophizing Scale assesses painful experiences and indicators of negative thoughts. It consists of 13 items to be scored on a balanced 5-point Likert scale ranging from 1 to 5. This questionnaire was adapted by the research team to include pregnancy-related questions. Anxious and avoidant attachment styles were measured by the 36 items from the Experiences in Close Relationships-Revised Scale (ECR-R), to be rated on a 7-point Likert scale ranging from 1 to 7. The Depressive Experiences Questionnaire for Adolescents was used to assess self-criticism and dependency, consisting of 20 items to be scored on a 7-point Likert scale ranging from 1 to 7. Finally, the Multidimensional Perfectionism Scale measures self-oriented, other-oriented, and socially prescribed dimensions of perfectionism, using 45 items to be rated on a balanced 7-point Likert scale ranging from 1 to 7. For all 6 questionnaires, higher scores indicate higher levels of anxiety, depression, cognitive, attachment, or personality traits of interest.

Adherence

Patients’ adherence to their scheduled daily measurements was determined by tracking the total number of scheduled events and then counting the actual number of measurements made. This from the moment of inclusion, until 90 days later. A total of 180 measurements was expected: 90 days x 2 measurements a day. The adherence rate was calculated as follows: number of 180 measurements was expected: 90 days x 2 measurements and then counting the actual number of measurements made. This ratio provides a robust measure of adherence. With this formula, adherence ranges between 0% (in case the patient did
not make any measurement during her pregnancy) to over 100% (in case the pregnant woman performed more than 2 BP measurements a day). The study population of pregnant women was, in discussion with midwives and gynecologists, divided into 4 study groups: (1) Those with an adherence rate<30% (low adherence). An adherence rate below 30% is really insufficient in the follow-up of the pregnant women. When the last blood measurement of a women remains far from the clinical threshold (90 mmHg Diastolic or 140 mmHg Systolic BP), it is not critical to receive only 1 measurement in 2 days (corresponds with 30%). Whereas 30% adherence rate is way too low when the currently (and last) BPs where elevated; (2) Those with an adherence rate of 30% to 80% (moderate adherence); (3) Those with an adherence rate of 80% to 100% (good adherence); and (4) Those with an adherence rate>100% (overadherence). A large group of women seemed to be really motivated to adherence to the monitoring program, and the bulk of these women seem to fall within the 30 to 80% adherence rate. In discussions with midwifes and gynecologists, women with adherence rates between 80 to 100% seemed to be a highly motivated group, whereas those with adherence rates>100% were considered to be perhaps overly anxious and concerned. An additional analysis was performed based on equal sample size groups. This analysis can be found in Multimedia Appendix 1.

Statistical Analysis
Data were analyzed with the RStudio version 3.2.2 (RStudio Inc) statistical software. The Shapiro-Wilk test was used to assess whether the data were normally distributed. Nonparametric tests were used when the normality assumption was violated. Non-normally distributed data are expressed as medians and interquartile ranges (IQRs). Analysis of variance was used to test within-group comparisons. An independent t test (parametric) and/or the Mann-Whitney U test (nonparametric) was used for between-group comparisons. Single linear regression was performed to determine which personal characteristics had a significant relation with the adherence rate. P values <.05 were considered statistically significant.

Results
Participant Demographic and Obstetric Characteristics
In total, 108 participants completed the questionnaires. The patient demographic and obstetric characteristics are presented in Table 1. In the total sample, the median adherence was 89.4% (IQR: 54.7-103.3), the median age was 30 years (IQR: 28-33), the median prepregnancy weight was 76 kg (IQR: 66-91), the mean height was 167 cm (SD 7), the median body mass index was 27 kg/m² (IQR: 24-32), and 37.9% (41/108) of the women were primiparous. There were no significant differences in any of these demographic or obstetric characteristics among the 4 adherence groups (see Table 1).

Relationships Between Patient Characteristics, Questionnaire, and Adherence to Remote Monitoring
As expected, the results showed that several patient characteristics were associated with adherence, particularly in the groups with lower levels of adherence, although unexpected findings also emerged (see Multimedia Appendix 2). Specifically, participants in the moderate adherence group were characterized by the highest levels of anxiety and depression, particularly compared with the overadherence group, although these differences were quite modest. However, the moderate adherence group showed significantly elevated levels of rumination, magnification, and helplessness (cognitive factors) and elevated levels of both attachment anxiety and depression. There were no significant differences between the good and overadherence groups. Contrary to expectation, self-criticism and dependency were not associated with adherence. Other-oriented perfectionism was the only patient personality trait that distinguished the low adherence group from the other 3 groups, suggesting that this group of patients was characterized by high levels of criticism toward others, and particularly toward others who failed to meet their expectations.

Single linear regression showed that the PHQ-9 (P=.01) and ECR-R (P=.01) questionnaires were significantly related to the adherence rate. Multimedia Appendix 2 describes for each questionnaire and adherence group the median (IQR) or mean (SD) and P values.
Table 1. Characteristics of the study participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Low adherence, range: (0.0-27.8)</th>
<th>Moderate adherence, range: (36.1-78.3)</th>
<th>Good adherence, range: (81.7-100.0)</th>
<th>Overadherence, range: (100.6-156.1)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants, n</td>
<td>12</td>
<td>32</td>
<td>31</td>
<td>33</td>
<td>___a</td>
</tr>
<tr>
<td>Adherence (%), median (IQR)</td>
<td>9.2 (0.0-18.6)</td>
<td>56.4 (47.2-71.4)</td>
<td>90.4 (88.3-97.5)</td>
<td>107.2 (103.9-116.1)</td>
<td>___</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>31 (29-34)</td>
<td>30 (28-36)</td>
<td>30 (28-32)</td>
<td>30 (28-33)</td>
<td>.77</td>
</tr>
<tr>
<td>Prepregnancy weight (kg), median (IQR)</td>
<td>76 (64-88)</td>
<td>78 (68-90)</td>
<td>72 (67-87)</td>
<td>82 (65-95)</td>
<td>.37</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>170 (4)</td>
<td>166 (6)</td>
<td>168 (8)</td>
<td>166 (7)</td>
<td>.89</td>
</tr>
<tr>
<td>BMIF (kg/m²), median (IQR)</td>
<td>28 (22-32)</td>
<td>28 (24-31)</td>
<td>26 (24-30)</td>
<td>29 (24-34)</td>
<td>.36</td>
</tr>
<tr>
<td>Primigravida, n (%)</td>
<td>7 (58)</td>
<td>8 (25)</td>
<td>7 (23)</td>
<td>19 (58)</td>
<td>.15</td>
</tr>
</tbody>
</table>

aNo significance test was performed for this descriptive demographic variable.

bIQR: interquartile range.
cBMI: body mass index.

Discussion

Principal Findings

We investigated the relationships between patient characteristics questionnaires of pregnant women at risk of PIH and their adherence rates in an RM program. To our knowledge, this is the first study to investigate the potential role of patient characteristics questionnaires in adherence to an RM program for pregnant women at risk of PIH. A total of 3 interesting sets of findings emerged.

First, as expected, women exhibiting moderate adherence showed higher scores for negative psychosocial traits. Specifically, the moderately adherent group was notably characterized by high levels of both attachment avoidance and anxiety as well as tendencies to ruminate, feel helpless, and magnify problems. It seems these women may have shown suboptimal adherence to the program because they worried highly and ruminated upon potential negative outcomes. As a result, they may want to avoid any potential confrontation with threatening information. If this assumption is correct, this has important implications for the future implementation of RM because the early identification of these women may increase their adherence and thus, prevent negative outcomes.

Second, although women in the low adherence group (<30% adherence) seemed to have similar psychosocial characteristics to the women who showed good and overadherence, they were distinguished by markedly elevated levels of other-oriented perfectionism. This suggests that these women display poor adherence because they are very critical of others, perhaps including the health care staff proposing and initiating RM. As other-oriented per “difficult to reach,” particularly with an intervention that involves very little personal contact between the patient and the health care provider. Therefore, when RM is implemented, it may be crucial to screen for these traits and to develop a preferably brief and cost-effective intervention to address these issues in such women.

Third, in marked contrast to our expectations, there were no significant differences between the good and overadherence groups. We expected traits such as high levels of self-criticism and rumination to be associated with very high levels of adherence, reflecting a maladaptive preoccupation with RM, leading to excessive health care behaviors. However, none of these traits distinguished this group of mothers from those with good adherence. Therefore, what we initially thought would reflect “high” adherence (ie, measuring BP more than the requested 2 times a day), might reflect the normal “maternal preoccupation” with the health of their baby that characterizes mothers in the peripartum period [28]. This maternal preoccupation is thought to reflect a biological and psychological preparedness to give birth, which from an evolutionary perspective, is adaptive. Therefore, these findings warn against interpreting the seemingly overadherence of mothers to RM as problematic. Of course, there may be a group of mothers for whom this normative preoccupation becomes a maladaptive preoccupation, but further research is required to investigate this.

Finally, the findings of this study showed a significant relation between the PHQ-9 and ECR-R questionnaire and the adherence rate.

Strengths and Limitations

Our study is the first to demonstrate relationships between patient psychosocial characteristics and adherence rates in an RM program. Our results should contribute to an increased use of RM in obstetric care, as encouraged by the European Communities in the eHealth Action Plan. An awareness of the influence of patient characteristics on adherence rates can be useful in selecting particular pregnant women for an RM program. Although the results of this study are encouraging, a number of limitations must be taken into account in future research. First, the generalizability of the results may be affected by the single-center design of the study. Second, the results of the study relied on self-reported data. To include diagnoses in questionnaires, for example GAD-7, clinical diagnostic interviews would be required. Furthermore, the difficulty in assessing depression prenatally is that several symptoms of depression, such as fatigue, appetite change, and sleep problems, are also associated with pregnancy. During clinical diagnostic interviews, a study-specific guide can be used to determine whether the study participants perceive their symptoms to be...
pregnancy-related [29,30]. Third, the questionnaires were completed on a single moment basis. It is possible that exceptional events influenced the women’s responses to the questionnaires.

The overall adherence rate in this study (mean 79.56%; median 89.44%) corresponds to reported rates of 70.40% and 90.00% adherence to BP measurements [31,32]. As reported by many studies, the adherence rate usually decreases steadily over time. This reduction was more evident in the first weeks or months after the start of RM [32,33]. Participants’ nonadherence to the manual entry of daily information, especially in long-term monitoring programs, is also a problem [34].

**Recommendations for Further Research**

Multiple trajectories and predictors of health-related quality of life (HRQOL) have been determined in women during pregnancy. For instance, young maternal age, low education, financial dissatisfaction, unplanned pregnancy, pregnancy-related symptoms, depression, and domestic violence may be associated with low HRQOL [35]. Future studies should investigate the influence of these variables on adherence rates to RM. The results of the low adherence group may indicate that these mothers underreport distress because of a critical and hostile attitude toward RM. Future research is required to investigate this issue. The study of Biaggi et al [36] demonstrated that depression rates tend to increase with each trimester and that anxiety and pain interference also increases significantly over time during the third trimester [37,38]. Future research should confirm the results of this study in other longitudinal periods of pregnancy. Maternal anxiety during pregnancy is associated with several adverse outcomes, including spontaneous abortion, increased cesarean section, pre-eclampsia, placental abruption, preterm labor, low birth weight, smaller head circumference, and lower mental development scores in infants [39,40]. Future research should investigate the relationships between several adverse outcomes of pregnancy and adherence rates.

**Conclusions**

The peripartum period has long been known to be associated with increased levels of stress and anxiety, which can be exacerbated by PIH and negatively influence adherence rates. This study shows that anxiety, depression, and negative cognitive and attachment styles, but also other-oriented perfectionism, are characteristic of women with less than optimal adherence. As the results of the low adherence group threaten both the well-being and the follow-up of the patient, further research is required to determine possible strategies to improve the management of PIH.
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Abstract

Background: The last decade has witnessed many achievements in China’s health care industry, but the industry still faces major challenges among which the uneven distribution of medical resources and the imbalance between supply and demand are the most pressing problems. Although mobile health (mHealth) services play a significant role in mitigating problems associated with health care delivery, their adoption rates have been low.

Objective: The objective of this study was to explore the impact of resource scarcity and resource accessibility on the adoption of mHealth from the perspective of resource competition, to examine the concerning factors, and to provide a theoretical basis for promoting mHealth in China.

Methods: We used 229,516 original registration records of outpatients to conduct an empirical analysis to examine the adoption of mHealth services from the perspective of resource competition.

Results: The adoption rate of mobile services for outpatients was low, accounting for only 31.5% (N=71,707). The empirical results indicated that resource scarcity (β=.435, P=.01) and accessibility (β=−.134, P=.02) have a significant impact on the adoption of mHealth. In addition, gender (β=.073, P=.01) and age (β=−.009, P<.001) are significantly related to adoption of mHealth. Experience with mHealth has a moderating role in the relationship between resource scarcity (β=−.129, P=.02), accessibility (β=.138, P=.04), and adoption of mHealth.

Conclusions: In this study we demonstrate that the external environment (resource scarcity and resource accessibility) has a significant impact on the adoption of mHealth. This study also demonstrates that experience with mHealth has a moderating role in the relationship between the elements of the external environment. Finally, we confirm that mHealth is a key factor in the delivery and allocation of medical resources and provide a theoretical basis for government agencies to develop policies on mHealth.

(JMIR Mhealth Uhealth 2019;7(8):e13491) doi:10.2196/13491

KEYWORDS
mobile health; technology adoption; moderating effect; resource scarcity; resource accessibility; resource competition
Introduction

Background

In recent years, China’s health care industry has made a series of significant improvements, but it still faces many challenges, including uneven distribution of medical resources, imbalance between supply and demand, etc [1,2]. One particularly enormous challenge lies in ensuring the availability and equal distribution of high-quality resources. Such resources are mainly concentrated in large hospitals located in large or medium-sized cities, which are difficult for patients in rural and remote areas to access [2,3]. The number of physicians and nurses per 1000 persons in China is 2.06 and 2.13, respectively, which is much lower than in developed countries [1].

In addition, in recent years, the use and penetration of mobile phones have grown in China because of the rapid development of technology and the obvious reduction in cost [1,4]. China now ranks among the countries with the highest number of smartphones per capita [5]. With this proliferation of mobile technology, mobile health (mHealth) has become the main driving force in the health care industry. mHealth can be defined as the delivery of health care services through mobile technologies, which mainly comprise online consultations, appointment registration, and health recommendations [6]. Among these apps, appointment registration services, a fundamental and vital channel through which patients seek medical resources, have gained particularly widespread acceptance in China. With the rapid development of mobile technologies and the continuing penetration of mobile devices, mHealth has become a valuable tool and popular option to improve health care and service delivery in underserved regions [7-9]. Chinese government agencies have made policy decisions to support and promote the growth of this important emerging industry [10]. Health care companies and hospitals have begun to pay attention to this issue and have been attempting to provide health services directly to patients through mobile and wireless technologies. These services have the potential to be highly beneficial, especially for patients in rural and remote areas.

Although mHealth presents many opportunities for improving health care delivery, its adoption and use have been low [2,7,11,12]. A robust body of work in information systems has studied factors associated with mHealth adoption and use [11,13-15]. Although extant studies have explored and discussed reasons for these low adoption rates [14,16], empirical research examining this question from the perspective of resource competition is still rare. Previous studies have revealed that a growing number of patients who ordinarily seek health care services offline will move to online channels when medical resources are limited, which will inevitably affect patients’ adoption and use of mHealth [11,15]. However, extant studies of mHealth adoption have mainly focused on patient-related factors, ignoring the impact of the external environment on technology adoption [17,18]. In the context of health care in China, the impact of external factors such as resource scarcity and accessibility caused by lack of and uneven distribution of medical resources on patients’ technology adoption behavior is still unclear.

This paper aims to explore the impact of resource scarcity and resource accessibility on the adoption of mHealth from the perspective of resource competition, to examine the factors involved, and to provide a theoretical basis for promoting mHealth in China. In this research, we pose the following questions:

1. How do resource scarcity and accessibility affect the adoption of mHealth by patients in China?
2. How does patient experience with mHealth moderate the relationship between resource scarcity, resource accessibility, and adoption of mHealth?
3. Does mHealth play a role in the delivery of medical resources?

To answer these questions, we use a dataset of 227,539 outpatient registration records from both online and offline channels to conduct an empirical study. In the next section, we review the related literature. After we construct a conceptual model and develop 4 hypotheses, we present our research method and report our results. Finally, we discuss our research implications and note some limitations.

Literature Review and Theoretical Background

Mobile Health Services

With the rapid development of mobile internet technology and growing prevalence of smartphones, mHealth has become an increasingly practical, innovative approach to health care delivery, especially in rural and remote areas [19-21]. Many applications for mHealth services have been reported in the extant literature, including chronic disease management [22,23], mental health services [24], health solutions for pregnant women and teenage youth [25-27], and health monitoring [28,29].

mHealth overcomes geographical boundaries, enhances the equity and accessibility of medical resources, and provides an effective channel for patients in rural and remote areas to access medical services [30,31]. At present, hospitals provide a variety of services through mobile platforms available in China, which mainly include the WeChat platform and independently developed applications. Services provided comprise online consultation [32,33], appointment registration [7,30,34], electronic medical prescription, and online payment. Among these services, appointment registration is the service most heavily utilized, with which our study is most concerned. Previous studies have shown that experience has a positive significant impact on patients’ adoption of mHealth [13,16,35]. In the context of mobile registration, historical registration records provide us with patients’ experience-related data, affording us an empirical context to demonstrate the moderating effect between resource competition and patients’ adoption of mHealth.

Medical Resource Scarcity and Accessibility

Health care issues, which include aging populations, chronic illnesses, rising costs, and access disparities, represent a major challenge in China [3,4,12]. As previously mentioned, the numbers of physicians and nurses per 1000 residents (2.06 and 2.13, respectively in 2014) are relatively inadequate compared with those of developed countries [1]. The shortage and uneven
distribution of medical resources is in fact the underlying reason for a number of current health care problems [3].

The finiteness of medical resources results in their scarcity, leading to a supply and demand problem in which the supply of medical resources cannot meet the growing demand of the people, who want access to these knowledge-intensive services when they are sick [36,37]. This results in competition among patients. Obviously, hospitals can only provide limited services to patients every day; thus, only patients who have registered can access medical services. With the development of internet technology and smart devices, patients can now access medical resources via both online (eg, online registration for medical appointments) and offline channels (eg, registered via full service or self-service in a hospital) [30]. Competition for medical resources will lead to behavioral changes. In this context, the online channel is an important supplement to the offline channel, and patients will compete for medical resources via these 2 channels. This change in behavior will affect patients’ adoption of technology. On the basis of these arguments, the impact of medical resource competition on patients’ adoption of technology is very worthy of examination.

Extending Channel Complementarity Theory to mHealth Adoption

Technology adoption in health domains has attracted wide attention of scholars and has been studied from many theoretical perspectives such as technology acceptance model, social exchange theory, and identity theories [38-40]. On the basis of channel complementarity theory, this study focuses on the impact of external environment (resource scarcity and accessibility) on technology adoption. Dutta-Bergman constructed channel complementarity theory and suggested the idea of media complementarity [41,42]. Channel complementarity theory argues that individuals will use any available channel to meet their needs [43]. We conceptualize the process of appointment channels selection as an individual information acquisition process by drawing on the theory of channel complementarity. With the development of internet technologies and mHealth, a variety of services channels are emerging. Patients will choose any available channels to obtain needed medical resources, including mobile service channel (online) and traditional channels (offline). The complementary or displacement effects of the channels are manifested under the influence of the external environment. In our research context, the scarcity of medical resources will lead to the competition of patients for medical resources, thus affecting the choice of patients’ service channels and ultimately affecting patients’ technology adoption. In addition, the accessibility of medical resources for patients is varying, which will inevitably affect the choice of service channels and the adoption of mHealth.

Research Model and Hypotheses

Extant studies mainly focus on the impact of individual characteristics or technological factors on adoption of mHealth [44-46]. To our knowledge, few studies have considered the impact of the external environment, which may also exert a great influence on patients and their behavior [11,15]. Therefore, we believe that it is necessary to address this gap by studying the impact of the external environment on the adoption of mHealth. In this study, the external environment is characterized in reference to the scarcity and accessibility of medical resources. The scarcity of medical resources is measured according to the patient’s choice of 1 of 2 different physician types, chief physician (higher value, more scarce) or associate chief physician (lower value, less scarce). Accessibility is measured by the distance from the patient’s location to the hospital. In addition, we examine the moderating role of experience with mHealth in the relationship between medical resource scarcity and accessibility and mHealth adoption. The conceptual model of our research is illustrated in Figure 1. The research hypotheses in detail are presented as follows.

Figure 1. Conceptual model. H: hypothesis.

Medical Resource Scarcity

We define the scarcity of medical resources as limited medical resources relative to people’s diverse health needs. In this study, we use the value and abundance of medical resources to measure resource scarcity. When patients compete for medical resources, they are mainly competing for medical resources of different values. Medical resources of high value are relatively scarce, presenting the problem of unbalanced supply and demand. Patients’ competition for high-value medical resources is more...
intense, compared with the competition for lower-value medical resources. Mobile registration service provides patients with a very important online channel through which all patients with a smart device can access medical resources. As overall competition intensifies, traditional offline competition will certainly shift to online channels so that patients will compete for medical resources via mHealth platforms. Therefore, we can use medical resource scarcity as a measurement dimension of resource competition to examine the impact of medical resource competition on the adoption of mHealth.

Mobile registration services in China mainly provide 2 types of medical resources, patients may choose to make an appointment with a chief physician or with an associate chief physician. The difference between these 2 practitioner types lies in their level of expertise, so chief physicians are of higher value for patients and competition for appointments with them is more intense. According to channel complementarity theory, patients will meet their medical needs through all channels that can obtain the required medical resources, and mHealth just provides such opportunities and channels. Patients will compete for these 2 types of medical resources through both offline and online channels, including mobile registration. Therefore, the scarcity of resources will affect the channel choice of patients. On the basis of these arguments, we hypothesize the following:

**H1:** Medical resource scarcity has a significant positive impact on the adoption of mHealth. The adoption rate of mHealth is high when medical resources have a higher value.

**Medical Resource Accessibility**

Accessibility of medical resources refers to the degree of difficulty for patients to access medical resources, and distance is an important indicator to measure the accessibility of medical resources. Medical resources are unevenly distributed because of the regional imbalances of economic development in China, which result in lower resource accessibility for many patients. High-quality medical resources are mainly concentrated in large hospitals in big cities, making it difficult for patients in rural and remote areas to access them. As the distance between the patient and the hospital increases, the accessibility of medical resources, especially those of higher quality, will decrease concurrently. In addition to the cost of medical treatment, more remote patients face additional costs such as transportation and accommodations. We hypothesize that to reduce these associated costs, patients who are far away from the hospital will generally register via mHealth service and confirm that the registration is successful before they go to the hospital.

According to the channel complementarity theory, patients with lower accessibility of medical resources will show channel displacement effect, that is, they will reduce medical costs through the mobile channel. Therefore, we can safely assume that the accessibility of medical resources may affect patients’ adoption of mHealth. Distance to the hospital can be used as a measure of medical resource accessibility and can be used to examine the impact of accessibility of medical resources on the adoption of mHealth. In this context, we believe that the accessibility of medical resources is low for patients who are far away from the hospital. To compensate for this disadvantage, patients must use mHealth services as a tool to obtain medical resources. Thus, we formulate the following hypothesis:

**H2:** The accessibility of medical resources associated with mHealth is negatively related to patient adoption of mHealth. Patients who must travel longer distances to a hospital have a higher mHealth adoption rate.

**The Moderating Effect of Experience**

Existing studies have shown that experience with mHealth has a positive impact on its adoption [7,13,47,48]. In this study, we agree with this argument and will further confirm it in the following empirical section. In doing so, we draw on the attribution theory, which argues that people tend to attribute their actions to the conditions of the external environment and as a result, they may limit their actions [49,50]. In the context of our research, the scarcity and accessibility of medical resources are the external environmental factors that may limit patients’ adoption of mobile services, and the experience of success or failure with mobile registration will affect patients’ attribution. Attribution of previous successes or failures in a specific action (in our case, mobile registration) will affect patients’ expectations, emotions, and efforts the next time they have the opportunity to use mobile registration. Patients’ experiences with mobile registration are often unsuccessful or may even fail because of the scarcity of and competition for medical resources. This unsuccessful or failed experience has a certain impact on the relationship between resource scarcity, accessibility, and adoption of mHealth. Therefore, it is necessary to study the moderating role of patient experience in the relationship between resource scarcity, accessibility, and the adoption of mHealth. In our research context, we argue that this moderating effect is negative. On the basis of the arguments above, we propose the following hypotheses:

**H3:** Experience with mHealth has a negative moderating role in the relationship between medical resource scarcity and patients’ adoption of mHealth.

**H4:** Experience with mHealth has a negative moderating role in the relationship between accessibility of medical resources and patients’ adoption of mHealth.

**Methods**

**Research Context**

In this study, our research environment is Tongji Hospital, which is a large, tertiary, multispecialty referral hospital in China. Founded in 1900 by Dr Erich Paulun, a German physician, Tongji Hospital is an innovative modern hospital integrating medical care, teaching, and research [51]. In addition, Wuhan Tongji Hospital is one of China’s top 10 most well-known hospitals, according to Fudan rankings. Tongji Hospital has offered a mobile online appointment registration service since 2014, utilizing platforms such as WeChat, the E-Tongji app, and some third-party registration platforms such as Guahao website and the China Mobile 12580 platform (see Figure 2 for snapshots of the WeChat platform and E-Tongji app). Tongji Hospital offers traditional offline registration channels as well. The hospital provides 2 types of medical resources, chief physician and associate chief physician, which, as mentioned
above, are accorded different values, as patients in China tend to value chief physicians over associate chief physicians. Both resource types are in short supply, providing a suitable environment for us to study the impact of resource scarcity on the adoption of mHealth. Patients in Tongji Hospital come from many provinces in China, providing us with a wide range of distance to hospital measurements, which we use to gauge the accessibility of medical resources for each patient.

Figure 2. Tongji hospital registration snapshots from the WeChat platform and E-Tongji app.

Sample and Data Collection

In our research, we used 4 specific datasets. The first comprised 229,516 original registration records of outpatients from both online and offline channels. The registration records were collected from the appointment and registration platform of the Optical Valley branch of Wuhan Tongji Hospital between June 2016 and May 2017. All registration records were anonymized in accordance with patient privacy regulations. Each registration record contains patient’s age, patient’s gender, type of medical resource (chief physician or associate chief physician) selected, a variable for prior experience with mobile registration, and the first 7 digits of the patient’s mobile phone number. The second dataset contains the travel distance between the city in which the patient is located and the Optical Valley branch of Wuhan Tongji Hospital, as calculated by Baidu Map. The third dataset was used to obtain patients’ location by linking patients’ mobile phone numbers to publicly available city information. A patient’s city of residence was deduced based on the first 7 digits of their mobile phone number (similar to what one can do using area codes in the United States). Any incomplete or erroneous records were removed to ensure the reliability of the results. Of the 229,516 original registration records, a total of 227,539 (99.14%) records were analyzed after screening.

Variables and Models

Our research variables are presented in Table 1. Gender and age of patient are control variables. The independent variables are experience, resource scarcity, and resource accessibility. Experience with mHealth is identified according to whether the patient has previously used a mobile registration service. Resource scarcity is measured by medical resource type (chief physician or associate chief physician). In a microenvironment (a specific hospital), there are generally fewer physicians with higher title than those with lower title, which indicates that they are more scarce. Resource accessibility is measured by distance...
from patient location to the hospital. Adoption of mHealth, which we define as patient registration via any of the several mHealth service channels, serves as the dependent variable. The available mHealth service channels include the WeChat platform, E-Tongji app, and some third-party registration platforms.

Table 1. Definition of variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition and measurement</th>
<th>Symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adoption</td>
<td>A binary variable was used to measure whether the patient made an appointment via mobile health service; 0=never, 1=yes</td>
<td>a</td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resource scarcity (RS)</td>
<td>RS is measured by the type of medical resource; 0=associate chief physician, 1=chief physician</td>
<td>RS</td>
</tr>
<tr>
<td>Resource accessibility (RA)</td>
<td>RA is measured by distance to the hospital; 1=less than 300 km, 0=more than 300 km. 300 km is the distance from the farthest city in the province to the city where the hospital is located</td>
<td>RA</td>
</tr>
<tr>
<td>Experience (EXP)</td>
<td>Whether patients have experience with mobile registration service; 0=no, 1=yes</td>
<td>EXP</td>
</tr>
<tr>
<td>Gender</td>
<td>Value 0=a male patient and value 1=a female</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>Patient age in years</td>
<td>—</td>
</tr>
<tr>
<td>a</td>
<td>Not applicable.</td>
<td></td>
</tr>
</tbody>
</table>

We conducted logistic regression using SPSS version 23.0 to test our research hypotheses. For this study, our analysis comprises 3 steps. In the first step, we estimate our model using only control variables. Second, we add the main effect, including experience, resource scarcity, and resource accessibility. Finally, we incorporate the interaction effect into our model. The full empirical model can be expressed as follows:

\[
\text{logit} \left( Y_i \right) = \beta_0 + \beta_1 \text{Gender}_i + \beta_2 \text{Age}_i + \beta_3 \text{Experience}_i + \beta_4 \text{ResourceScarcity}_i + \beta_5 \text{ResourceAccessibility}_i + \beta_6 \text{ResourceScarcity}_i \times \text{Experience}_i + \beta_7 \text{ResourceAccessibility}_i \times \text{Experience}_i + \epsilon_i
\]

where \( \beta_0 \) is the constant term. \( \beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_6, \) and \( \beta_7 \) are the coefficients associated with examined variables. \( \beta_6 \) and \( \beta_7 \) are the coefficients of interaction terms. Gender, Age, and Experience, represent patient characteristics. ResourceScarcity and ResourceAccessibility account for the external environment of medical resource competition. \( \epsilon_i \) is the error term.

**Results**

**Descriptive Study**

The descriptive statistics and correlations for variables in our study are shown in Table 2. The adoption rate of mobile services for outpatients was low, accounting for only 31.5% (N=71,707) and the mean age of outpatients was 37.109 years (SD 18.987). The results indicate that the dependent variables are correlated with the independent variables, and the correlation between study variables and control variables is low. These results show that multiple collinearity is not a significant problem in our research, which guarantees the accuracy of the model estimation.

Table 2. Descriptive statistics and correlation matrix (N=227,539).

<table>
<thead>
<tr>
<th>Variable number</th>
<th>Descriptive statistics construct</th>
<th>Mean (SD)</th>
<th>Variable number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Age of patient</td>
<td>37.109 (18.987)</td>
<td>1.000c</td>
<td>—b</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>Gender of patient</td>
<td>0.549 (0.498)</td>
<td>0.058c</td>
<td>1.000</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>Experience</td>
<td>0.193 (0.395)</td>
<td>-0.027c</td>
<td>0.031c</td>
<td>1.000</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>Resource scarcity</td>
<td>0.510 (0.499)</td>
<td>0.009c</td>
<td>-0.009c</td>
<td>0.033c</td>
<td>1.000</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>Resource accessibility</td>
<td>0.107 (0.309)</td>
<td>0.009c</td>
<td>0.020c</td>
<td>0.012c</td>
<td>0.006d</td>
<td>1.000</td>
<td>—</td>
</tr>
<tr>
<td>6</td>
<td>Adoption</td>
<td>0.315 (0.465)</td>
<td>-0.077c</td>
<td>0.019c</td>
<td>0.093c</td>
<td>0.010d</td>
<td>0.294c</td>
<td></td>
</tr>
</tbody>
</table>

aCorrelations between 2 variables are calculated using Pearson correlation analysis.

bNot applicable.

cP<.001.

dP<.005.
Empirical Results

The regression results are presented in Table 3. Model 1 includes only control variables—gender and age—which are both significantly related to the adoption of mHealth. Specifically, patient age has a significant negative impact on the adoption of mHealth and patient gender has a significant positive relationship to the adoption of mHealth. Model 2 includes the main effects, in addition to the control variables. We find that all the main effects’ coefficients are significant. Experience with mHealth and medical resource scarcity are significantly positively related to the adoption of mHealth, whereas medical resource accessibility is significantly negatively related. Model 3 includes the interaction terms, in addition to the main effects and control variables. In model 3, all the main effects’ coefficients are significant, which is consistent with model 2. The interaction effects have significant negative coefficients.

Table 3. Regression results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-0.504 (0.011)\textsuperscript{a}</td>
<td>-1.045 (0.013)</td>
<td>-1.067 (0.013)</td>
</tr>
<tr>
<td>Age of patient</td>
<td>-0.009\textsuperscript{b} (0.000)</td>
<td>-0.009\textsuperscript{b} (0.000)</td>
<td>-0.009\textsuperscript{b} (0.000)</td>
</tr>
<tr>
<td>Gender</td>
<td>0.102\textsuperscript{b} (0.009)</td>
<td>0.073\textsuperscript{b} (0.010)</td>
<td>0.073\textsuperscript{b} (0.010)</td>
</tr>
<tr>
<td>Experience with mobile health (EXP)</td>
<td>—\textsuperscript{c}</td>
<td>1.484\textsuperscript{d} (0.011)</td>
<td>1.566\textsuperscript{d} (0.017)</td>
</tr>
<tr>
<td>Resource scarcity (RS)</td>
<td>—</td>
<td>0.404\textsuperscript{b} (0.010)</td>
<td>0.435\textsuperscript{d} (0.011)</td>
</tr>
<tr>
<td>Resource accessibility (RA)</td>
<td>—</td>
<td>-0.104\textsuperscript{b} (0.015)</td>
<td>-0.134\textsuperscript{d} (0.017)</td>
</tr>
<tr>
<td>RS\texttimes EXP</td>
<td>—</td>
<td>—</td>
<td>-0.129\textsuperscript{d} (0.022)</td>
</tr>
<tr>
<td>RA\texttimes EXP</td>
<td>—</td>
<td>—</td>
<td>0.136\textsuperscript{d} (0.037)</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>282,093.080</td>
<td>262,017.222</td>
<td>261,970.485</td>
</tr>
<tr>
<td>Cox and Snell R-square</td>
<td>0.007</td>
<td>0.090</td>
<td>0.091</td>
</tr>
<tr>
<td>Nagelkerke R-square</td>
<td>0.009</td>
<td>0.127</td>
<td>0.127</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The values in parentheses are standard deviation.
\textsuperscript{b}P<.01.
\textsuperscript{c}Not applicable.
\textsuperscript{d}P<.05.

In H1, we posited that medical resource scarcity has a significant positive impact on the adoption of mHealth, which occurs at a high rate when medical resources have a higher value. As shown in Table 3, the coefficients of medical resource scarcity are positive and significant in model 2 (\(\beta_{c}=0.404, P<.05\)) and model 3 (\(\beta_{c}=0.435, P<.05\)). Therefore, H1 is supported. In H2, we hypothesized that the accessibility of a medical resource associated with mHealth is negatively related to the adoption of mHealth, so that patients who must travel a greater distance to the hospital would have a higher adoption rate of mHealth. As shown in Table 3, the coefficients of medical resource accessibility are negative and significant in model 2 (\(\beta_{a}=-0.104, P<.05\)) and model 3 (\(\beta_{a}=-0.134, P<.05\)). Thus, hypothesis H2 is supported. In H3 and H4, we posited that experience with mHealth has a negative moderating role in the relationship between medical resource scarcity and patients’ adoption of mHealth, whereas medical resource accessibility has a positive moderating effect. The interaction effects’ coefficients are significant in model 3 (\(\beta_{c}\times a=-0.129, P<.05; \beta_{c}\times a=0.138, P<.05\)), thus supporting hypotheses H3 and H4. In the next section, we will test the robustness of our models.

Robustness Check

To obtain a more fine-grained understanding of our sample, we conducted visualization analysis of the geographical distribution and registration channels of outpatients. In our sample, 206,327 of 227,539 outpatients (90.68%) who registered through both online and offline channels were from Hubei Province. To demonstrate the geographical distribution characteristics of the patients who used online channels, we identified the number of patients by distinct colors at the national and provincial level. The visualization results are shown in Figure 3.

In H1, we posited that medical resource scarcity has a significant positive impact on the adoption of mHealth, which occurs at a high rate when medical resources have a higher value. As shown in Table 3, the coefficients of medical resource scarcity are positive and significant in model 2 (\(\beta_{c}=0.404, P<.05\)) and model 3 (\(\beta_{c}=0.435, P<.05\)). Therefore, H1 is supported. In H2, we hypothesized that the accessibility of a medical resource associated with mHealth is negatively related to the adoption of mHealth, so that patients who must travel a greater distance to the hospital would have a higher adoption rate of mHealth. As shown in Table 3, the coefficients of medical resource accessibility are negative and significant in model 2 (\(\beta_{a}=-0.104, P<.05\)) and model 3 (\(\beta_{a}=-0.134, P<.05\)). Thus, hypothesis H2 is supported. In H3 and H4, we posited that experience with mHealth has a negative moderating role in the relationship between medical resource scarcity and patients’ adoption of mHealth, whereas medical resource accessibility has a positive moderating effect. The interaction effects’ coefficients are significant in model 3 (\(\beta_{c}\times a=-0.129, P<.05; \beta_{c}\times a=0.138, P<.05\)), thus supporting hypotheses H3 and H4. In the next section, we will test the robustness of our models.

Table 3. Regression results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-0.504 (0.011)\textsuperscript{a}</td>
<td>-1.045 (0.013)</td>
<td>-1.067 (0.013)</td>
</tr>
<tr>
<td>Age of patient</td>
<td>-0.009\textsuperscript{b} (0.000)</td>
<td>-0.009\textsuperscript{b} (0.000)</td>
<td>-0.009\textsuperscript{b} (0.000)</td>
</tr>
<tr>
<td>Gender</td>
<td>0.102\textsuperscript{b} (0.009)</td>
<td>0.073\textsuperscript{b} (0.010)</td>
<td>0.073\textsuperscript{b} (0.010)</td>
</tr>
<tr>
<td>Experience with mobile health (EXP)</td>
<td>—\textsuperscript{c}</td>
<td>1.484\textsuperscript{d} (0.011)</td>
<td>1.566\textsuperscript{d} (0.017)</td>
</tr>
<tr>
<td>Resource scarcity (RS)</td>
<td>—</td>
<td>0.404\textsuperscript{b} (0.010)</td>
<td>0.435\textsuperscript{d} (0.011)</td>
</tr>
<tr>
<td>Resource accessibility (RA)</td>
<td>—</td>
<td>-0.104\textsuperscript{b} (0.015)</td>
<td>-0.134\textsuperscript{d} (0.017)</td>
</tr>
<tr>
<td>RS\texttimes EXP</td>
<td>—</td>
<td>—</td>
<td>-0.129\textsuperscript{d} (0.022)</td>
</tr>
<tr>
<td>RA\texttimes EXP</td>
<td>—</td>
<td>—</td>
<td>0.136\textsuperscript{d} (0.037)</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>282,093.080</td>
<td>262,017.222</td>
<td>261,970.485</td>
</tr>
<tr>
<td>Cox and Snell R-square</td>
<td>0.007</td>
<td>0.090</td>
<td>0.091</td>
</tr>
<tr>
<td>Nagelkerke R-square</td>
<td>0.009</td>
<td>0.127</td>
<td>0.127</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The values in parentheses are standard deviation.
\textsuperscript{b}P<.01.
\textsuperscript{c}Not applicable.
\textsuperscript{d}P<.05.
provided by the hospital directly, but in addition, unofficial channels, such as Guahao website and the China Mobile 12580 platform, constitute an intermediary platform. During our study period, the proportional use of official channels increased from 75.02% to 85.89%, whereas the proportional use of unofficial channels decreased from 24.97% to 14.11%.

On the basis of Figures 3 and 4, we find that most of the hospital’s patients are concentrated in Hubei and that channel selection is relatively stable. The likely reason is that each province has its own medical resources. Therefore, we narrow our sample so as to only consider patients from Hubei and then test the stability of the models. In the robustness check, we incorporate medical resource accessibility as a continuous variable into the models, whereas other variable definitions remain unchanged. The results, presented in Tables 4 and 5, indicate that our models are stable when we control for the impact of geographical factors.

Figure 3. Geographical distribution of patients who register online.

Figure 4. Trend in the proportional use of registration channels.
Table 4. Descriptive statistics and correlation matrix (N=206,327).

<table>
<thead>
<tr>
<th>Variable number</th>
<th>Descriptive statistics construct</th>
<th>Mean (SD)</th>
<th>Variable number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>Age of patient</td>
<td>37.170 (19.148)</td>
<td>1.000^a</td>
</tr>
<tr>
<td>2</td>
<td>Gender of patient</td>
<td>0.553 (0.497)</td>
<td>0.055^c</td>
</tr>
<tr>
<td>3</td>
<td>Experience</td>
<td>0.194 (0.396)</td>
<td>—0.029^c</td>
</tr>
<tr>
<td>4</td>
<td>Resource scarcity</td>
<td>0.511 (0.499)</td>
<td>0.009^c</td>
</tr>
<tr>
<td>5</td>
<td>Resource accessibility</td>
<td>70.149 (60.985)</td>
<td>0.061^c</td>
</tr>
<tr>
<td>6</td>
<td>Adoption</td>
<td>0.314 (0.464)</td>
<td>—0.081^c</td>
</tr>
</tbody>
</table>

^aCorrelation coefficients between 2 variables are Pearson correlation coefficients.
^bNot applicable.
^cP<.001.
^dP<.005.
^eNot significant.

Table 5. Regression results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>−0.493 (0.011)^a</td>
<td>−1.095 (0.014)</td>
<td>−1.124 (0.015)</td>
</tr>
<tr>
<td>Age of patient (Age)</td>
<td>−0.009^b (0.000)</td>
<td>−0.009^b (0.000)</td>
<td>−0.009^b (0.000)</td>
</tr>
<tr>
<td>Gender of patient (Gender)</td>
<td>0.093^b (0.010)</td>
<td>0.066^b (0.010)</td>
<td>0.066^b (0.010)</td>
</tr>
<tr>
<td>Experience with mobile health (EXP)</td>
<td>—^c</td>
<td>1.498^d (0.012)</td>
<td>1.621^d (0.022)</td>
</tr>
<tr>
<td>Medical resource scarcity (MRS)</td>
<td>—</td>
<td>0.403^b (0.010)</td>
<td>0.430^d (0.012)</td>
</tr>
<tr>
<td>Medical resource accessibility (MRA)</td>
<td>—</td>
<td>—0.001^b (0.000)</td>
<td>—0.001^b (0.000)</td>
</tr>
<tr>
<td>MRS×EXP</td>
<td>—</td>
<td>—</td>
<td>—1.112^d (0.024)</td>
</tr>
<tr>
<td>MRA×EXP</td>
<td>—</td>
<td>—</td>
<td>0.001^b (0.000)</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>255,344.365</td>
<td>236,735.682</td>
<td>236,692.326</td>
</tr>
<tr>
<td>Cox and Snell R-square</td>
<td>0.007</td>
<td>0.093</td>
<td>0.093</td>
</tr>
<tr>
<td>Nagelkerke R-square</td>
<td>0.010</td>
<td>0.130</td>
<td>0.130</td>
</tr>
</tbody>
</table>

^aThe values in parentheses are standard deviation.
^bP<.01.
^cNot applicable.
^dP<.05.

Discussion

Principal Findings

The goal of this research was to explore the impact of external environment (resource scarcity and resource accessibility) on the mHealth adoption and to identify the moderating role of experience. Drawing from channel complementarity theory and attribution theory, we proposed our research hypotheses and conducted empirical research.

The empirical results of our study support all our hypotheses and confirm some previous arguments. In line with previous work, our results indicate that age is negatively and significantly related to the adoption of mHealth services, with young people showing higher acceptance than the elderly [2,13]. Extant studies have also demonstrated that gender is strongly associated with mHealth adoption [7,52]. In our research, we also identify a statistically significant difference in mHealth adoption between women and men. Overall, women exhibit more positive attitudes toward mHealth services, which has been rarely reported before. One possible explanation is that as the popularity of mobile devices has increased, the technological knowledge gaps between men and women have narrowed, and women are more likely to handle the task of making doctor’s appointments for other family members. Existing studies have shown that experience with mHealth is a crucial factor determining the use of mHealth [48], which is also confirmed by our study. Our
results reveal that experience has a significant and positive impact on the adoption of mHealth.

Based on the main effect of our model, empirical results demonstrate that the external environment, characterized here as an environment of medical resource scarcity, has a positive and significant impact on the adoption of mHealth, whereas medical resource accessibility is negative and significant. In our study, medical resource scarcity is assessed based on which medical resource type (chief physician or associate chief physician) a patient selected. These different physician types are of different values to patients, and the fact that patients in China place a higher value on chief physicians and that their numbers are relatively limited both prompt patients to move from offline to online registration to compete for this limited medical resource. Therefore, we observe that resource scarcity is positively and significantly related to the adoption of mHealth. In terms of accessibility, which we measure using the distance from the patient’s location to the subject hospital, we find that resource accessibility has a negative and significant impact on the adoption of mHealth. Patients have a higher mHealth adoption rate when medical resource accessibility is low. This result shows that mHealth services play a significant role in the delivery of medical resources and improve the fairness and accessibility of health care in rural and remote areas. Finally, considering the interaction effect in our model, the results indicate that experience with mHealth has a negative moderating role in the relationship between medical resource scarcity and patients’ adoption of mHealth, whereas medical resource accessibility has a positive moderating effect.

Contributions

Our results contribute to the existing literature in several ways. First, we addressed the research gap previously discussed, noting that existing studies about technology adoption have focused mainly on patient-related factors rather than external environments [15,16]. On the basis of channel complementarity theory and attribution theory, we conducted an empirical study to analyze the adoption of mHealth from the perspective of resource competition and found that medical resource scarcity and accessibility have significant impacts on the adoption of mHealth. Second, we found that patients have a higher mHealth adoption rate when they must travel greater distances to the hospital. We therefore argue that mHealth has a significant role in health care delivery and medical resource allocation [1]. Finally, we confirmed that patients’ prior experience with mHealth is positively and significantly related to the adoption of mHealth, and we found that experience has a moderating effect in the relationship between resource scarcity, accessibility, and adoption of mHealth.

We also made several useful contributions to the practice and policy surrounding mHealth. As it establishes the important role of mHealth in the delivery and allocation of medical resources, our work provides a theoretical basis for government agencies to develop policies on mHealth. For health care providers and stakeholders, we propose several feasible measures to increase the mHealth adoption rate, which will maintain their advantage and competitiveness in the health care market. Our results also suggest that health care providers and policymakers can take measures to encourage patients to use mHealth services and therefore increase the overall adoption rate, such as cultivating habitual patient use of mHealth services, reducing online registration fees, and taking mobile channel priority.

Limitations

There are some limitations to our study. First, as the data were provided by one specific hospital, our results may be influenced by this hospital’s particular characteristics, and the universal adaptability of our results may be limited. Second, we only used age and gender as our control variables, so we may be lacking some patient-related variables, such as education, income level, and technological competence, which could affect our results. Third, in this study, we used 2 different physician types to measure medical resource scarcity, both of which are expert resources; however, outpatient medical resources in China also include attending physicians, which would be considered more of a general medical resource. In this study, we did not examine the differences between expert and general resources, which could potentially be significant. We plan to incorporate this distinction and further enrich our results in future research.

Conclusions

In summary, our study confirms that gender, age, and experience are significantly related to the adoption of mHealth, findings which are in line with existing studies. Our empirical results reveal that medical resource scarcity and accessibility have positive and negative impacts, respectively, on the adoption of mHealth. Experience with mHealth plays a moderating role in the relationship between resource scarcity, accessibility, and adoption of mHealth. We hope that further research will enrich our understanding of mHealth adoption and the impact of external environmental factors.
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Abstract

Background: Mobile health (mHealth) apps that support individuals pursuing health and wellness goals, such as weight management, stress management, smoking cessation, and self-management of chronic conditions have been on the rise. Despite their potential benefits, the use of these tools has been limited, as most users stop using them just after a few times of use. Under this circumstance, achieving the positive outcomes of mHealth apps is less likely.

Objective: The objective of this study was to understand continued use of mHealth apps and individuals’ decisions related to this behavior.

Methods: We conducted a qualitative longitudinal study on continued use of mHealth apps. We collected data through 34 pre- and postuse interviews and 193 diaries from 17 participants over two weeks.

Results: We identified 2 dimensions that help explain continued use decisions of users of mHealth apps: users’ assessment of mHealth app and its capabilities (user experience) and their persistence at their health goals (intent). We present the key factors that influence users’ assessment of an mHealth app (interface design, navigation, notifications, data collection methods and tools, goal management, depth of knowledge, system rules, actionable recommendations, and user system fit) and relate these factors to previous literature on behavior change technology design. Using these 2 dimensions, we developed a framework that illustrated 4 decisions users might make after initial interaction with mHealth apps (to abandon use, limit use, switch app, and continue use). We put forth propositions to be explored in future research on mHealth app use.

Conclusions: This study provides insight into the factors that shape users’ decisions to continue using mHealth apps, as well as other likely decision scenarios after the initial use experience. The findings contribute to extant knowledge of mHealth use and provide important implications for design of mHealth apps to increase long-term engagement of the users.

(JMIR Mhealth Uhealth 2019;7(8):e12983) doi:10.2196/12983
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Introduction

The use of smartphones to deliver health care services has been consistently on the rise for over a decade [1]. Accordingly, this topic has been attracting the attention of researchers and practitioners [2,3]. Given the pervasive and ubiquitous nature of smartphones, their powerful communication and interactive features, and access to internet, which brings an unbounded amount of health information, it is not surprising that mobile health (mHealth) apps have been a topic of investigation in health care. Using smartphones and various apps for transmitting electronic medical records [2], diagnosing and monitoring patients remotely [4], and implementing interventions that help people succeed in areas such as weight management, stress
management, smoking cessation, and dealing with chronic conditions [5-8] are examples of mHealth use. Recent surveys show that the market for these apps is rapidly evolving, bringing thousands of apps, aimed at various health purposes, to individuals at a minimal cost [9]. Despite the promise of mHealth apps, the use of mHealth tools has been limited [10], with reports suggesting that most individuals stop using them just before the fifth interaction, and a quarter of mHealth apps are used only once after installation [11,12]. Although promising in its value, it is less likely that the intended benefits of mHealth app use, such as improved access and quality of care, are going to be realized through such short-lived uses of the apps.

Studies that looked at individuals’ adoption and use of mHealth have shown the importance of factors, such as users’ motivation, existing health conditions, individual differences [7,13,14], and individuals’ perceptions about usefulness and ease of use of mHealth [15,16]. Other studies highlighted the importance of design and persuasive nature of these apps and provided frameworks to guide theory-based design and development approaches [17,18]. Although these findings provide valuable insights on users’ decisions to start using a technology, the question remains as to what guarantees the continued use of mHealth apps. This is a critical question, as research on the use of mHealth beyond the adoption phase is sparse [9] and anecdotal evidence has yielded inconsistent findings showing very minimal or no improvements in individuals’ health because of adoption [6,19-21]. It is also a timely question, given the findings in information system (IS) research indicating that use of a system by itself will not be sufficient to provide the expected benefits [22,23]; an information technology (IT) tool should be used more than just a few times [24,25], or it should be used habitually [26], to deliver the expected positive outcomes, such as successful health behavior change. Current understanding of continued use of mHealth apps is limited and there is no study that directly focuses on this important issue.

As such, we conducted a qualitative, longitudinal, and exploratory study on continued use of health and wellness apps, a set of apps that are not disease-specific and aim to promote general wellness. The analysis revealed 2 important dimensions related to users’ assessment of an mHealth app and its capabilities (user experience) and the users’ persistence at achieving their health goals (intent). On the basis of these 2 dimensions, we proposed a 2x2 matrix to depict 4 type of users’ decisions after adopting mHealth, which are to abandon, limit, switch app, and continue use. The results contribute to health informatics literature by providing a new perspective about how mHealth app use can be continued and the underlying key factors that could facilitate users’ long-term engagement. For health care providers and mHealth app developers, these findings can be used to shape guidelines for better app design, whereas for users, they can ensure continued use decisions versus other possible choices.

The issue of adoption and use of technology has long been pursued by IS scholars. Earlier studies provided an overview of the basic predictors of adoption (see Venkatesh et al [27] for a review), mainly by adopting a cognitive perception-intention-use view to identify factors and antecedents that lead to adoption [28]. For instance, 2 prominent models, Technology Acceptance Model [29] and Unified Theory of Acceptance and Use of Technology [27], have illustrated the key role of several factors, including perceptions about a system’s usefulness and ease of use, attitude [30], motivation [31], performance expectancy, effort expectancy, social influence, and facilitating conditions [27,32] on successful adoption of new technologies. Still, this literature argues that for a technology implementation to be considered successful, and for users to gain significant advantage, it is important that users continue to use a technology beyond the initial adoption stage [33]. Although the same models that were used to explain adoption can be helpful in describing users’ postadoption behaviors [34], the accumulation of research knowledge shows that continued use of technology can be significantly different from initial adoption [35]. Hence, novel approaches were proposed to study the continued use of technology. For example, Bhattacherjee [35] proposed the expectation-confirmation model of continued use and explained that when expectations are positively confirmed via use experience, they can influence perceived usefulness and satisfaction, which increase continued use intentions. Although these studies provide valuable insights, the findings are intentionally abstract and general, so that they are applicable to a wide range of technologies.

mHealth technologies are designed to motivate and persuade behavior change to help users achieve their health and wellness goals. A number of studies have reported on the importance of design in persuasive technologies [36-38] and provided guidelines to improve the effectiveness of such solutions and their adoption [17]. Yet, to our knowledge, there is no study that focuses on the continued use of mHealth apps and the factors underlying this behavior. Our goal is to provide insights on this issue via an exploratory study, which we describe next.

Methods

Recruitment

Participants were recruited through an open call in 2 universities (1 public and 1 private) located in the Northeastern United States. We used purposive sampling [32] to select participants that satisfied the inclusion criteria: (1) own a smartphone, (2) be willing to use an mHealth app for at least 14 days, (3) not have had a past history of chronic diseases to ensure that the motivation of participants is not significantly different from typical, healthy mHealth users, and (4) have a specific health goal that can be reached using mHealth apps. We decided to focus on health and wellness mHealth apps because they represent the largest and most-commonly-used category of mHealth apps [3]. All interested individuals were screened over the phone or face-to-face to ensure their compliance with the inclusion criteria. We received approval from our Institutional Review Boards for the study approach described.

Data Collection

We used semistructured, face to face interviews and daily use diaries to collect data. The interview questions were developed based on a review of existing literature and further refined via discussions with 3 academic experts in health informatics.
During the first round of interviews (preuse interviews), participants answered questions about their approach to health and wellness, motivation to follow a healthy lifestyle, and level of confidence in making lifestyle changes to improve health. At the end of the preuse interviews, we asked participants to (1) identify a health and/or wellness goal toward which they wanted to work during the upcoming 14 days, (2) select a free mHealth app to use and download on their phones, and (3) describe how they are planning to use the new mHealth app.

Given that most users tend to withdraw from mHealth apps before the end of first week [39], we framed the longitudinal study for 14 consecutive days. Longitudinal studies vary in size and complexity, but the continuous monitoring of factors is common among all such studies [40]. This timeframe allowed participants to become familiar with the features of the app and decide whether they intended to continue using the app or abandon it. During the use period, we allowed participants to pick a new app to try if their original choice was not effective in helping them achieve their goals. Every evening, participants received an email with a link to the daily diary survey. The daily use diary included a single question, please describe your interactions with the app today? (eg, How many times and how long you used it? What features did you utilize? Any likes, dislikes?), to capture continuous data about app use. The diary data (see Multimedia Appendix 1 for a response example) allowed us to gather in-depth firsthand accounts of app use from the participants and reduce the likely effect of recall bias.

After the 14-day use period was over, participants were invited for the second round of interviews (postuse interviews). The participants were asked to describe their experience with the app, reflect back on their goals and motivation, assess if the app helped them achieve their goals, and discuss the reasons behind their positive or negative decisions to continue or withdraw use. Finally, the participants were asked to provide design suggestions for app developers that would improve their experience with mHealth apps and result in continued use. The pre- and postuse interviews took, on average, 21 min (13-47 min). The final dataset, collected from May to August 2017, included a total of 34 interviews and 193 daily usage diaries (some participants did not complete between 1 and 3 days of diary keeping). The participants received gift cards at the end of the closing interview.

### Sample Characteristics
Participants were aged between 18 and 51 years, 70% (12/17) females, and 70% (12/17) iPhone users. Among 17 participants, 10 continued using the apps they picked during the initial interviews. However, 7 participants decided to try a new mHealth app because their original choices did not satisfy their needs. This is illustrated in Table 1 along with the participants’ demographic information and areas they decided to focus on during the study.

<table>
<thead>
<tr>
<th>Identification number</th>
<th>Age (years)</th>
<th>Sex</th>
<th>Phone</th>
<th>Selected apps (second choice, if changed)</th>
<th>Area of focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23</td>
<td>F</td>
<td>Android</td>
<td>MyFitnessPal</td>
<td>Diet</td>
</tr>
<tr>
<td>2</td>
<td>24</td>
<td>F</td>
<td>iPhone</td>
<td>ARise</td>
<td>Diet/physical activity</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>F</td>
<td>Android</td>
<td>Nike+ Training</td>
<td>Physical activity</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>M</td>
<td>iPhone</td>
<td>Calorie Counter (Food Diary)</td>
<td>Diet</td>
</tr>
<tr>
<td>5</td>
<td>26</td>
<td>M</td>
<td>iPhone</td>
<td>Strong</td>
<td>Physical activity</td>
</tr>
<tr>
<td>6</td>
<td>35</td>
<td>F</td>
<td>iPhone</td>
<td>MapMyWalk</td>
<td>Physical activity</td>
</tr>
<tr>
<td>7</td>
<td>28</td>
<td>F</td>
<td>iPhone</td>
<td>Sleep Better (TracknShare LITE)</td>
<td>Sleep</td>
</tr>
<tr>
<td>8</td>
<td>51</td>
<td>F</td>
<td>iPhone</td>
<td>Weight Watchers</td>
<td>Diet</td>
</tr>
<tr>
<td>9</td>
<td>47</td>
<td>F</td>
<td>iPhone</td>
<td>Relax Lite</td>
<td>Mindfulness</td>
</tr>
<tr>
<td>10</td>
<td>33</td>
<td>F</td>
<td>iPhone</td>
<td>Aura and Headspace</td>
<td>Mindfulness</td>
</tr>
<tr>
<td>11</td>
<td>28</td>
<td>F</td>
<td>iPhone</td>
<td>5 Minute Home Workouts</td>
<td>Physical activity</td>
</tr>
<tr>
<td>12</td>
<td>29</td>
<td>F</td>
<td>iPhone</td>
<td>Female Fitness (Fitbit)</td>
<td>Physical activity</td>
</tr>
<tr>
<td>13</td>
<td>29</td>
<td>F</td>
<td>iPhone</td>
<td>Plant Nanny and Garmin</td>
<td>Diet (water)/physical activity</td>
</tr>
<tr>
<td>14</td>
<td>40</td>
<td>F</td>
<td>Android</td>
<td>Headspace (Aura)</td>
<td>Mindfulness</td>
</tr>
<tr>
<td>15</td>
<td>32</td>
<td>F</td>
<td>iPhone</td>
<td>Map my run (HabitBull)</td>
<td>Physical activity/habit building</td>
</tr>
<tr>
<td>16</td>
<td>24</td>
<td>M</td>
<td>Android</td>
<td>Samsung Health (Aura)</td>
<td>Physical activity/mindfulness</td>
</tr>
<tr>
<td>17</td>
<td>29</td>
<td>M</td>
<td>Android</td>
<td>Charity Miles (ASICS)</td>
<td>Physical activity</td>
</tr>
</tbody>
</table>

aFemale.
bMale.

Table 1. Study participant characteristics and goals.
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Data Analysis
All interviews and individual diaries (over 300 pages) were transcribed and added to QSR’s NVivo application, which was used to code the data and conduct content analysis. To ensure anonymity, each participant was assigned a study identification number (ID). The analysis was performed using the grounded theory approach suggested by Strauss and Corbin (1998). During the open coding phase, we identified a total of 48 codes (eg, app customization, effort needed, reminder/alerts, motivation, activeness, content quality, context access, and continuance/discontinuance) that related to how participants described their use, assessed mHealth apps, and evaluated their willingness to keep using the app. During the axial coding phase, we discussed in multiple rounds how the 48 themes were related or distinct to determine overarching themes; the result was identification of 9 key dimensions that determined continued use of the app. Finally, focusing on the nature of decisions regarding continued use, we proposed a framework (2×2 matrix) based on users’ assessment of the app in use and persistence at health goals. We provided qualitative appraisal of these dimensions based on information provided and usage patterns described by each respondent, and then mapped the results to the proposed framework.

Data Exclusion
Among the 19 individuals who were screened, 18 were eligible to participate in this study. A participant was excluded because of existing chronic conditions. Of the 18 eligible participants, 1 dropped out of the study during the 14-day use period and was not included in the analysis (final sample=17).

Results
Overview
The literature reports that when testing the influence of behavior change technologies on users’ behavior, characteristics of users should be considered to make sense of the study results [41]. In other words, the user base for an intervention should meet the basic assumptions of the provided technology solution, such as participants’ commitment to making behavioral changes in a specific domain (eg, diet or exercise). In this study, we selected people interested in using health and wellness mHealth apps and making behavioral changes based on a goal they chose, rather than a goal imposed on them. As we studied their interactions with the systems, we observed differences across 2 dimensions. One was their evaluation of the app based on the characteristics outlined earlier, whether enabling or not, and the other was their level of commitment to, and persistence in, achieving the goals they set for themselves. Previous studies focused on these 2 dimensions in isolation. The connection between these 2 dimensions emerged from the exploratory dataset revealing that continued mHealth app use can be influenced by (1) users’ assessment of mHealth apps and (2) users’ persistence at health goals.

Users’ Assessment of Mobile Health Apps
The first dimension represents the initial user experience with mHealth apps and whether users have a positive or negative assessment of the capabilities of these apps. This dimension resembles previous study findings that highlight the role of satisfaction with IT use as an important step for users to extend the use of technology [35]. Yet, compared with the concept of satisfaction with technology use, which is all-inclusive and abstract and may apply to a wide range of issues related to user and technology interaction, we identified 9 factors and their subcategories that form users’ assessment of mHealth apps through qualitative analysis and multiple iterations of coding. We present these factors, and some exemplary evidence (see Table 2) from the collected data, next.

Interface Design
Interface design related comments reflected participants’ preference for clean and simple screens and a distaste for cluttered display and overwhelming advertisements on the screen. Although users’ understanding of clean and simple may vary, the data revealed that when an interface is crowded with too much text or information, users have difficulty interacting with the app. However, a clean interface helps users navigate the app despite the complex nature of the app. This is relevant to the reduction principle, which suggests reducing complex behavior into simple tasks through the elimination of choices provided, and the liking principle, which suggests designing an interface that is appealing to users in persuasive system design (PSD) framework [17].

Navigation
Navigation (how users move through the menus and different features to accomplish their tasks) is another important factor that shapes users’ opinions. The participants articulated their preference for an easy-to-understand navigation menu and smooth flow between screens of the app. As PSD framework suggests, reducing complexity is a critical principle to follow while designing successful, persuasive technologies.

The participants also expressed the need for training regarding the app’s features and navigation menus (known as wizard) at the beginning of their interaction with the app. When participants reported working with wizards before use, they also reported that it helped them better engage with the app to achieve their goals (eg, participant 10 [P10]; or otherwise, withdraw quickly and look for another app, as they assessed that the app was not in line with their goals; eg, P3).
Table 2. Factors influencing decision to continue use.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Evidence from data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interface: clean and simple design; appearance of advertisements</td>
<td>“I liked the way the dashboard looked. It was just so clean and so I said ‘Alright well I’ll download that and give it a try’ and I’ve been really happy with [using it].” [P12]; “I think the app had a lot of ads, and I know they have to make their money...when I was trying to add something, an ad keeps trying to pop up, it was frustrating.” [P13]</td>
</tr>
<tr>
<td>Navigation: navigation menu and flow of pages; training and wizards</td>
<td>“I don’t have to find all these different buttons and how to navigate through it. It’s very simple to use. So, whereas the other app when there’s so many different features...I don’t have time to go through all of them.” [P13]; “Having some sort of quick tutorial orientation...you have to have that...I find it helpful for most apps, so I understand what it does.” [P7]</td>
</tr>
<tr>
<td>Notifications: alerts and reminders; control over alerts</td>
<td>“I would expect it to give me text updates or notifications, so I don’t have to go into the app. Because if I have to go into the app [to check my progress] then I would be less likely to check...if it alerts me that would be wonderful.” [P2]; “I mean it actually had a feature that you could set reminders. But...I don’t like any notifications turned on...To me, it is always a distraction...it may work for others.” [P5]; “I think it made me more active, especially because this [referring to a wearable device] has little red lights that pop up. So that kind of forced me hey I haven’t walked for a while or maybe I’ll do a walk around the building!” [P13]</td>
</tr>
<tr>
<td>Data collection: data entry convenience; need for extra device</td>
<td>“I mean part of the reason why the step app worked so well was that you literally turn it on it does everything. There isn’t really a lot I need to do to interact with it further.” [P6]; “Yes, that’s the only thing I don’t like right now is that I don’t generally have pockets to carry my phone with me. So, I don’t think it’s accurately reflecting my step count. But if you carry it around it definitely would.” [P12]</td>
</tr>
<tr>
<td>Goal management: setting up goals; notifications about progress</td>
<td>“I thought that was one of their big positives. For this app, I think the customizable side of it and being able to track exactly what I wanted is probably its biggest feature and something that I’ve been missing in other apps.” [P7]; “You can click this and then you can go look at your trends over the past several days where here it’s giving you the hourly trend or weekly ones.” [P16]; “You can click this and then you can go look at your trends over the past several days where here it’s giving you the hourly trend or weekly ones.” [P16]; “The app, for instance, sent me emails saying that ‘You have recorded your nutrition for seven days!’ which I found pretty motivating. Kept me going!” [P8]</td>
</tr>
<tr>
<td>Depth of knowledge: available content; accuracy of data and content; completeness</td>
<td>“If an [nutrition] app had links to websites that explains how to ferment vegetables, or...links to helpful resources or articles recipes would help me more to get there.” [P4]; “They have a lot of information and you can see kind of like during the night if it spikes when you woke up and it was pretty accurate that way and you could feel like a dream journal and put in you know if you had caffeine late and things like that to kind of track if that affects your sleep.” [P7]; “So, the one app I had initially downloaded I thought had too much locked content, and I felt like I didn’t have enough options. So, I deleted that, and I did download the other app.” [P12]; “But there seem to be no consistent rules. It was overly complicated. I’m like I don’t know how kids would play this. And there was no help document for me to read...and it was vastly inconsistent in terms of the content.” [P6]; “I don’t know if it’s a bug or if it’s supposed to be that way but if you have to pause it doesn’t work and it’s like you didn’t even do it.” [P14]</td>
</tr>
<tr>
<td>System rules: process of the app; clarity of rules and functions</td>
<td>“But there seem to be no consistent rules. It was overly complicated. I’m like I don’t know how kids would play this. And there was no help document for me to read...and it was vastly inconsistent in terms of the content.” [P6]; “I don’t know if it’s a bug or if it’s supposed to be that way but if you have to pause it doesn’t work and it’s like you didn’t even do it.” [P14]</td>
</tr>
<tr>
<td>Actionable recommendations: personalized progress analysis; amount of usage time needed</td>
<td>“It did help me become more conscientious about getting some food in me three times a day at least. Becoming more aware of how many calories I was taking in. So, I could meet my goals.” [P4]; “The only thing that [was needed] is to send me related notifications like ‘2000 steps from your goal for the day’.” [P12]</td>
</tr>
<tr>
<td>Fit between user and system: match between features and user needs</td>
<td>“I think this app would work for a lot of people. For me what they provide value in, like in their add-ons, does not work. I get [the value] in other places already. So, if I didn’t do podcasts, that would be a really nice way to introduce you to walking and running.” [P6]; “From the notification, I knew how I was doing. So, it was nice because I wasn’t doing anything extra to get this information. I didn’t have to go in and really use the app where, with Aura [another app], I had to actively go in and open it up and make the three four minutes for each meditation.” [P17]</td>
</tr>
</tbody>
</table>

**Notifications**

Notifications (alerts and reminders triggered by the app) encourage participants to use the app and make their interactions with the app efficient while increasing the likelihood of achieving their goals [17]. Most participants admit that they prefer simple notifications in the forms of smartphone alerts, text messages, or emails that provide a quick overview of their progress toward their health goals.

Although notifications could help motivate more use, the participants prefer some control over the frequency and type of notifications they receive. Depending on their preference or motivation to reach their personal goals, some users prefer more frequent notifications that could motivate continued use, whereas others prefer fewer notifications and consider them a distraction. For the latter group of users, notifications could become a deterrent to app use leading to use abandonment.

**Data Collection**

Data collection methods and tools utilized by the mHealth apps are expected to be convenient and require low effort, according to the participants. Automatic data collection without the need for users’ frequent input, typically through passive sensing and use of a tracker, can influence the extent of their use and willingness to continue and expand usage of the app.
The analysis showed that efficiency can be achieved when users can quickly interact with a system to perform the intended task. In this study’s context, when an app allows for automatic or quick data entry, it facilitates efficiency in use. This is consistent with the reduction principle in PSD framework [17]. Examples in the data include apps that collect health-related data (eg, step counting) or use guides/templates to speed up the data entry process (eg, default or latest inputs inserted for the user). In addition, all issues related to interface, notification, and navigation directly or indirectly help facilitate and speed up users’ interaction with the app, which all contribute to efficiency.

In cases where manual data entry is unavoidable (eg, tracking diet), users seek features that provide convenient data entry, such as nutrition apps with comprehensive databases that provide nutritional values for a variety of options. Moreover, wearing and carrying an additional device all the time acts as a barrier toward full utilization of the system, as some may consider it an additional burden.

**Goal Management**

Goal management is a necessary functionality that enables users to reach their goals [17,18]. The participants expected the apps to allow them to set goals and track their performance against their goals. Depending on the context of use, this could translate into setting up daily, weekly, monthly, or longer-term goals that can be used as a reference point for assessing one’s performance. This is related to the self-monitoring principle in PSD framework, which suggests that system features allowing users to keep track of their own performance facilitate progress toward their goals [17]. Examples in the data were defining cups of daily water intake, number of steps to walk, or number of weeks to exercise or meditate. Although setting up goals appears to be necessary, many pointed to the need for flexibility in setting up goals, that is, users prefer to have alternative measurement tools and scales to pursue goals. This is related to the tailoring principle of persuasive design, which suggests that tailoring an app to the needs of its users improves its persuasiveness [17]. As an example, a diet management app would need to be able to record weight in pounds or kilograms and use other measurement scales, such as body fat or body mass index (ie, customized goal setting).

In addition, participants expressed that to be able to follow up with their goals, they needed the app to send regular notifications about their progress. These notifications, such as text messages, push pop-ups, or emails, help users stay motivated and on track with their goals over time. The analysis revealed that to facilitate continued use, users preferred a progress report (if possible visualized) that hinted at what needed to be done to reach predefined user goals.

**Depth of Knowledge**

Depth of knowledge provided, which refers to the freely available content in the app, was a key theme brought up by many of the participants. They distinguished between how much content is freely accessible and the amount of valuable knowledge represented in the app. For instance, a participant expected the meditation app to provide substantial quality content that was freely accessible. The expectation of free quality content appeared to be important when a premium (paid) version of the app was available. The accuracy of the information and knowledge represented in the app emerged as another key issue. The analysis showed that when users were not confident about the accuracy of data collected by the app, they would be hesitant to act upon the provided information and move toward the intended goals. Finally, perceived completeness of the content provided through the app could determine the extent of users’ interaction with the app. When users perceive the content in the app sufficient or more than what they believe is needed to reach their personal goals, they tend to use it. This is consistent with the expertise principle discussed in PSD framework [17]. However, if the app does not provide sufficient information regarding achieving goals, or requires a payment to unlock the content, especially if users believe that the amount is unjustified, it blocks the opportunity for continued use because of loss of credibility.

**System Rules**

The clarity of the system rules embedded in the technology, in other words the way the system is designed to work, emerged as a major theme in the analysis. Although the specifics may vary in each app and context, users expect to easily understand the process underlying the design of the app. When the rules and functions represented in the app are clear, the user can make an informed decision to commit to the app and continue using it toward achieving personal goals. If users do not understand the process of how a system works based on their initial interactions, they will not be motivated to continued use.

**Actionable Recommendations**

Although the participants used apps with different focuses and features, they stated that to realize the benefits, the apps needed to provide actionable recommendations for improving the current conditions and specify what needed to be done to reach the goals in the intended timeline. This refers to the system’s ability to offer clear next steps that users can follow to reach their goals and is relevant to the tunneling principle in PSD framework, which suggests guiding users during the change process by providing means for action that helps them get closer to their goals [17]. When the app does not summarize user data and provide reports, individuals will have difficulty making sense of their actions, and hence, will not be motivated to continued use. Providing personalized progress analysis (a large range of relevant analyses based on the data collected from users) can assist users in tracking their goals and keep them motivated and engaged with the app, leading to continued use.

The amount of usage time needed to interact with an mHealth app, for instance, to input data, check progress, or get feedback, to receive accurate progress reports and actionable recommendations toward reaching health goals should be aligned with users’ expectations. On the basis of the goals set by the participants, the time needed for interacting with their apps varied. Our analysis showed that to continue use, it was important that the users perceived the required amount of time needed to work with the app as adequate. When there is inconsistency between the time a user can allocate to the app versus the time required by the app, users tend to withdraw from it after a period of time. As personal mHealth app use is not
mandatory, it is important that users be able to spend sufficient time with this technology to reach the intended outcome.

**Fit Between User and System**

Finally, although every app embeds a different set of features and provides various functionalities, there should be a fit between user and system, defined in terms of the match between user attributes and app attributes. Our analysis shows that when there is a good match between user attributes (such as preferences, expectations, and personality traits) and app attributes (such as interface, features, content, navigation, and rules), the app’s use will be continued. When the app offers users an opportunity to achieve their health goals, users may extend and continue their use of the app beyond the first few interactions.

**Users’ Persistence at Health Goals**

The second dimension related to continued use that emerged from the analysis was the intent of the users. In addition to the factors related to the technology being used, motivation of users played a vital role in continuing to use an mHealth app. Having persistence at intended health goals and being able to pursue them despite the likely challenges appeared to play a key role toward continued use of mHealth apps. Behavior change is difficult to achieve, even with the use of persuasive technologies [17]. For instance, 1 of the participants reported that although she found that the app had powerful features, she did not have enough motivation to continue use beyond the scope of the study. In our sample, although all users committed to a health goal at the beginning of the study (see Table 1), the analysis of the exit interviews revealed that not all demonstrated persistence toward the goal throughout the course of the study (see Multimedia Appendix 2 for examples). The mHealth apps we studied are autogenous technologies that people choose to use to change their own behavior [17]; hence, the use is completely voluntary and self-motivated. Previous research has shown that when there is no mandate to enforce the use of a technology, people have less tendency or positive attitude toward using that technology [42], unless internally motivated to do so [43]. In such a situation—common to mHealth apps—those who have higher persistence toward reaching their goals (stronger intent) appear to have longer continued engagement with the technology.

**Typology of Mobile Health App Use Decisions**

The results revealed 2 dimensions that were related to the continued use of mHealth apps. The first dimension considers an overall assessment of user experience and how an mHealth app provides opportunities for reaching health goals through the factors identified in the results section. This subjective assessment made by users can vary from high to low, depending on the extent to which technology is enabling them to achieve the intended goals. For instance, a user may believe an app is a high enabler because it provides notifications, has a simple interface, and allows for automatic data entry techniques, whereas another user may believe the same app is a low enabler because of the insufficient health information the app provides. The second dimension considers the intent of a user by assessing their level of commitment to their health goals. This is usually demonstrated by assessing the extent to which the users exhibit undivided attention and persistent efforts toward achieving goals and could range from low to high.

Considering these 2 dimensions, we identified 4 possible scenarios as an outcome of users’ initial experiences with mHealth apps, which are the decisions to (1) abandon use, (2) limit use, (3) switch app, and (4) continue use.

**Abandon Use**

The decision to abandon quadrant (low assessment and low persistence) represents a situation where users are skeptical about the capability of the mHealth apps they selected, but, at the same time, they do not show persistence at their health goals. In such conditions, we expect a user to abandon the mHealth app before having any meaningful interaction with it. An example is a user who shows willingness to improve own’s well-being but withdraws from this goal when faced with an obstacle, for instance, going 1 day without exercising, while simultaneously assessing the app as insufficient for reaching that health goal. As a respondent put it:

> I feel like having only one means of communication or accountability is not good for me. I think if I'm serious about it, then I need to go to the meetings and be more engaged. Even though the system holds me accountable for it, it was not enough. [P8]

**Limit Use**

The decision to limit use quadrant (high assessment and low persistence) refers to a situation where an enabling mHealth app is available, yet users do not show persistence for pursuing their goals and stop use when they experience any difficulty. An example is a user who reports having a short and intermittent interaction with the selected app, although he or she found the app suitable for reaching the goals. In this situation, we expect users to have a limited use of the app, insufficient for significant improvement toward achieving goals.

**Switch App**

The decision to switch quadrant (low assessment and high persistence) refers to a situation where users show commitment toward their goals but find the mHealth app to be a low enabler because of limited features of the app. In such situations, we expect a user to continue use but substitute that app for a better choice. For instance, a respondent admitted that “it [my use] depends on whether I find the app useful or not, because meditation is something that seems really helpful for me and I’d like the idea, but the [app] implementation isn’t working so well…so, I’ll go try something else and see.” (10). Although substituting can be distracting, it can still provide an opportunity for reaching goals if a better mHealth app is found and then used in the future.

**Continued Use**

The decision to continue use is indeed the ideal situation, where the app is enabling and users show persistence toward goals. Under this condition, we expect the users to continue engagement with the app for longer periods, which eventually helps them move toward their intended goals. Figure 1 illustrates
our assessment of the participants (the assigned ID), according to the qualitative review of their data.

On the basis of these findings, we developed 4 propositions that describe circumstances associated with the decisions mHealth users make.

**Proposition 1:** When individuals have low assessment of the mHealth app and low persistence at their health goals, they will abandon using the mHealth app.

**Proposition 2:** When individuals have high assessment of the mHealth app and low persistence at their health goals, they will limit their use of the mHealth app.

**Proposition 3:** When individuals have low assessment of the mHealth app and high persistence at their health goals, they will switch to a different mHealth app of their choice.

**Proposition 4:** When individuals have high assessment of the mHealth app and high persistence at their health goals, they will continue to use the mHealth app.

### Figure 1. Use decision scenarios regarding mobile health app use.

<table>
<thead>
<tr>
<th>Assessment of app</th>
<th>Persistence at health goals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Abandon use</td>
<td>2, 11, 12</td>
</tr>
<tr>
<td>Limit use</td>
<td>5, 8, 16</td>
</tr>
<tr>
<td>Continue use</td>
<td>1, 4, 7, 9, 13, 17</td>
</tr>
<tr>
<td>Switch app</td>
<td>3, 6, 10, 14, 15</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

Despite the exponential rate at which new mHealth apps are introduced to market, most users stop usage soon after initial use. The aim of this study was to further our understanding of continued use of mHealth apps. Through the analyses of qualitative data collected via interviews and daily use diaries, we identified key factors that influenced users’ decisions regarding continued use after the initial interaction with an app. Furthermore, based on the degree of users’ assessment of the app and their persistence toward their goals, we highlighted 4 decisions: to abandon use, to limit use, to switch app, and to continue use. We put forth propositions that can guide future research that aims to understand behaviors regarding the use of mHealth apps.

**Strengths**

mHealth apps will continue to play a pivotal role in providing individual and customized health care services that can be reached anywhere, any time and at relatively low costs [7]; yet, the challenges regarding individuals’ short-term use of these apps impede achieving the intended outcomes and making behavior changes. The exploratory study revealed that following PSD principles [17] can help improve the design of future technologies. In line with less is more recommendations in human-computer interaction literature [44], the results highlighted the importance of clean and simple interfaces as the gateway for users to have direct and straightforward interactions with mHealth apps. Clear rules, easy navigation through different parts of a system, and navigation wizards encourage continued use. Automatic data collection and simple data entry methods such as automatic food suggestions improve not only users’ interactions with the app but also their satisfaction with the experience. Ultimately, when there is a good fit between users’ needs and mHealth apps, continued use is likely to occur. Nonetheless, these practical implications should be considered with caution, as it is very challenging to consider all these factors at the same time when designing an mHealth app. Therefore, future research can investigate varying conditions and app-related characteristics that are relevant to each or a subset of factors promoting continued usage, which will provide a more granular view of the identified factors. Overall, these findings echo the calls for user-centered and goal-directed design approaches in the previous research [45]. The findings presented these design principles and concepts as perceived by the users during their decision-making process. Although the study provides important insights to better understand the underlying factors of continued mHealth app use, further research is needed, for instance, using surveys and larger sample, to test the effect of these relationships in various mHealth use contexts.

More importantly, the findings highlighted the importance of focusing on users’ goals and their commitment to these goals.
Although motivation is shown to be sufficient for adoption of mHealth [13,46], we found that users who had persistence throughout the usage period were more likely to continue using the app and experience its positive outcomes [33]. As the use of mHealth apps is typically voluntary, their use should be proactively pursued. The study illustrates that persisting at goals while using the right system that fits users’ needs could facilitate continued use, which could pave the way for achieving improved health outcomes. At the same time, we reveal other use scenarios that could result in the absence of goal persistence or lack of fit.

Limitations and Future Research
We acknowledge that this study has limitations. First, more than half of the participants were female, used an iPhone, and were highly motivated to take care of their health. These characteristics may have influenced the way they interacted with, and made decisions about, the mHealth app. Including larger dataset in a population (eg, balanced male/female; iPhone/Android; and motivated/unmotivated) will help improve the generalizability of the findings. Second, although we used 2 methods to collect longitudinal data, the provided information was self-reported and did not include objective measures. Using system log data in future studies may help provide additional insights on continued use of mHealth apps. Third, we focused on a limited range of mHealth apps (ie, health and wellness) as representative of mHealth apps. Future research is needed to replicate and extend the results to other contexts to have a more inclusive view of the continued use of mHealth. Fourth, participants were recruited in universities (although only 1 was a student) and received compensation for their participation.

In addition, we sent a daily reminder to participants to fill out their use diary, which could have influenced their interaction with the app and encouraged continued use. In the same vein, we acknowledge that other factors could influence continued use of mHealth app. For instance, previous research has shown the importance of privacy regarding adoption and use of mHealth app [47], yet privacy was mentioned only marginally in the dataset. Although such limitations are a common issue in exploratory research [32], further confirmatory studies are needed to validate and generalize the results in broader settings.

Finally, we note that the data focused on continued use as one way to successfully change the health behavior of individuals, yet we did not directly assess the behavior change of users per se. This presents a promising avenue for additional studies, for instance, using longer scope and more comprehensive data collection methods that pay specific attention to the relationship between continued mHealth use and health behavior change to assess how the former behavior instigates the latter.
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Abstract

Background: To experience external objects in such a way that they are perceived as an integral part of one’s own body is called embodiment. Wearable technology is a category of objects, which, due to its intrinsic properties (eg, close to the body, inviting frequent interaction, and access to personal information), is likely to be embodied. This phenomenon, which is referred to in this paper as wearable technology embodiment, has led to extensive conceptual considerations in various research fields. These considerations and further possibilities with regard to quantifying wearable technology embodiment are of particular value to the mobile health (mHealth) field. For example, the ability to predict the effectiveness of mHealth interventions and knowing the extent to which people embody the technology might be crucial for improving mHealth adherence. To facilitate examining wearable technology embodiment, we developed a measurement scale for this construct.

Objective: This study aimed to conceptualize wearable technology embodiment, create an instrument to measure it, and test the predictive validity of the scale using well-known constructs related to technology adoption. The introduced instrument has 3 dimensions and includes 9 measurement items. The items are distributed evenly between the 3 dimensions, which include body extension, cognitive extension, and self-extension.

Methods: Data were collected through a vignette-based survey (n=182). Each respondent was given 3 different vignettes, describing a hypothetical situation using a different type of wearable technology (a smart phone, a smart wristband, or a smart watch) with the purpose of tracking daily activities. Scale dimensions and item reliability were tested for their validity and Goodness of Fit Index (GFI).

Results: Convergent validity of the 3 dimensions and their reliability were established as confirmatory factor analysis factor loadings (>0.70), average variance extracted values (>0.50), and minimum item to total correlations (>0.40) exceeded established threshold values. The reliability of the dimensions was also confirmed as Cronbach alpha and composite reliability exceeded 0.70. GFI testing confirmed that the 3 dimensions function as intercorrelated first-order factors. Predictive validity testing showed that these dimensions significantly add to multiple constructs associated with predicting the adoption of new technologies (ie, trust, perceived usefulness, involvement, attitude, and continuous intention).

Conclusions: The wearable technology embodiment measurement instrument has shown promise as a tool to measure the extension of an individual’s body, cognition, and self, as well as predict certain aspects of technology adoption. This 3-dimensional instrument can be applied to mixed method research and used by wearable technology developers to improve future versions through such things as fit, improved accuracy of biofeedback data, and customizable features or fashion to connect to the users’
personal identity. Further research is recommended to apply this measurement instrument to multiple scenarios and technologies, and more diverse user groups.

**KEYWORDS**
embodiment; wearable technology; measurement development; human technology interaction; eHealth; mHealth; wearable electronic devices; self-help devices; health information technology; medical informatics

**Introduction**

There has been an impressive increase in the usage of wearable technologies, digital devices that incorporate wireless connectivity and allow the user to seamlessly access, interact with, and exchange information anywhere and anytime [1], since their introduction into the marketplace [2,3]. Devices such as smartphones, activity trackers, and smart watches have been widely embraced [2,3] and seem to have become almost inseparable from the human body. Although various research fields address this phenomenon from their own perspectives, there seems to be consensus that users can interact with technology, accepting it as part of them and even experience it as part of their body [4]. Beyond body extension, users can extend their cognitive performance [5,6] through the constant access to information [7], self-identity [8-12], and through the highly personal experience [13,14] tailoring it to their personal preferences [15]. However, studies addressing this form of embodiment represent a relatively new area of focus and more empirical research is called for [4,16,17]. In addition, no study has yet combined the different embodiment experiences (body, cognition, and sense of self) to cover the full spectrum of the individual.

The embodiment experiences could be highly relevant for the study and use of wearable technology in health care. A substantial body of existing research addressed wearable technology in, among others, studies into health information recording [18,19], mood, sleep [20], personal sensing and biofeedback in mental health care [21-23], remote patient monitoring [24], medication adherence [25], and technology-assisted procedures [26]. Furthermore, there is an increasing use of wearable technologies that seamlessly fit into the user’s everyday lifestyle, can be worn on the body or mated with human skin, and continuously and closely monitor the user’s motion and vital signs (eg, pulse and blood pressure) [20,27], and as such provides the user with the information needed for self-assessment and change in health behaviors and health outcomes [18,28,29]. Generating insights into embodiment experiences and how to measure it may prove crucial for researchers and practitioners to further their understanding of what drives users to keep wearing the technology on the long term and be adherent to the health coaching associated with its measurements.

Past research on devices such as virtual reality [16] or cognitive prostheses [30] have addressed the embodiment of technology but were unable to measure it because of the lack of a measurement instrument [4,16,17]. In this paper, we aim to address this gap in the literature by proposing and validating the concept of wearable technology embodiment and operationalize it by developing a valid measurement instrument utilizing established conceptualization and measurement procedures [31]. This delineation implies that researchers and practitioners can use the instrument to measure the embodiment of some of the most widely adopted wearable technologies in the market today such as smartphones, activity trackers, and smart watches, as well technologies such as smart clothing/jewelry, head-mounted displays, and ear-worn technology [32].

**Methods**

**Scale Development Procedure**

To develop and test a measurement instrument for wearable technology embodiment, we followed an established scale development procedure [31,33-36] (Table 1). Scale development is a recognized process for developing and validating a definition and measurement scale for a construct that cannot be adapted from a similar scale or does not yet exist.

<table>
<thead>
<tr>
<th>Step and description</th>
<th>Actions undertaken in this study</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Conceptualization: develop a conceptual definition of the construct</td>
<td>Conceptualization of target construct; scoping review; study selection; data extraction; define property; define entity; establish dimensionality of construct; construct definition</td>
</tr>
<tr>
<td>2 Development of measures: generate items to represent the construct and assess the content validity of the items</td>
<td>Item generation and sorting; expert interviews; item refinement</td>
</tr>
<tr>
<td>3 Method of validation: formally specify the measurement model</td>
<td>Formally specify the measurement model; include dependent variables for measurement</td>
</tr>
<tr>
<td>4 Scale evaluation and refinement: collect data, scale purification and refinement</td>
<td>Evaluate goodness of fit; assess validity at the construct level; assess reliability at the item level; eliminate problematic indicators</td>
</tr>
<tr>
<td>5 Validation: assess scale validity</td>
<td>Assess convergent validity; assess discriminant validity; test alternative models; test predictive validity</td>
</tr>
</tbody>
</table>
Step 1: Conceptualization

Conceptualization of Target Construct, Literature Review and Study Selection

To begin, we conducted a scoping review focused on the specific experience of embodiment of technologies worn or carried, for example, mobile phones or smart watches, searching for terms describing the experience of embodiment with a tool (Textbox 1). The scoping review included: (1) identifying the research question; (2) identifying relevant studies; (3) study selection; (4) charting the data; (5) collating, summarizing, and reporting the results; and (6) consultation [37,38]. Our review resulted in a total of 80 papers in disciplines that included electronic health, neuroscience, mobile computing, wearable computing, ubiquitous computing, psychology, sociology, and philosophy. Although some areas specifically describe the embodiment of technology, other research described the embodiment of tools such as Merleau Ponty’s example of a blind person embodying their walking cane [39]. We believe these examples also apply to the embodiment of technologies. Therefore, studies which included the embodiment of a technical or nontechnical tool were included in the review. In total, 20 of the papers were discarded because they described embodiment without the use of technology or tools and therefore did not help in developing the concept. The 60 remaining papers were organized and analyzed for their description of the embodiment of technology/tools.

Textbox 1. Search terms used in scoping review.

| Google Scholar, Science Direct, Science.gov, SpingerLink, WorldWideScience, JSTOR, and Web of Science |

- Embodiment
  - AND (tool OR technology OR digital OR wearable OR mobile OR cognitive)
- Embodied interaction
  - AND (tool OR technology OR digital OR wearable OR mobile)
- Prosthesis
  - AND (cognitive OR embodiment OR technology OR digital OR wearable OR mobile)
- Phenomenology
  - AND (wearable OR mobile OR digital OR technology tool OR cognitive)

Data Extraction and Establishing the Entity and the Property

A structure was utilized to organize the study characteristics of the 60 papers, including: (1) authors and publication year, (2) main research findings, (3) research design details (ie, experimental or nonexperimental design), (4) item embodied (ie, mobile and wearable technology or physical prosthesis), (5) description of the specific kind of embodiment, (6) measurement items, and (7) embodiment dimensionality. Using this literature review, we could establish the entity (the whom/what) and the property (the relevant process/aspect) of the construct, which created the foundation for our construct definition [31,35,36,40]. The entity here is obviously a person. We described the property as experiencing wearable technology and perceiving an extension of oneself [4,17,41,42].

Dimensionality of the Construct and Construct Definition

After having defined the property and the entity of wearable technology embodiment, we explored the dimensionality of the concept [43-45]. Although most of the examined literature suggested the existence of multiple dimensions, there seemed to be no overall consensus on either the number or naming of the dimensions. We therefore decided to uncover the most plausible categorization by systematically collecting, juxtaposing, and comparing possible dimensions as mentioned in previous studies. This process, which is also known as structured conceptualization [44], resulted in the emergence of 3 clear themes: body extension, cognitive extension, and self-extension. These themes were not only the most popular topics but also covered the full spectrum of the individual (ie, body, mind, and sense of self). Body extension refers to a physical addition or replacement of the body. For example, a robotic hand that communicates touch to the end of the human limb, improving dexterity [46]. Cognitive extension, sometimes called cognitive prostheses [17,47], refers to the experienced extension of one’s cognitive capabilities such as navigation assistance or knowledge of the number of steps taken during a day. Finally, self-extension refers to an object being perceived as part of a person’s identity or sense of self. For example, experiencing a mobile phone as a representation or extension of yourself and personalizing the technology to be congruent with your self-image [11,15,48,49].

We then combined the entity (a human individual), property (experiencing wearable technology and perceiving an extension), and dimensionality of the construct (body extension, cognitive extension, and self-extension) to concisely define our construct [31]. This led to the following definition of wearable technology embodiment: A person experiencing technology worn on or near the body perceiving a certain extension of the body, cognition, or (sense of) self.
Step 2: Development of Measures

Item Generation and Sorting
To come up with a first set of measurement items, we started the process of item generation, sorting, and selection (for a schematic overview of the item sorting and selection process, see Multimedia Appendix 1.) From our literature review, a first set of 24 preliminary items (12 body extensions, 7 cognitive extensions, 5 self-extensions; see Multimedia Appendix 2) was generated from the embodiment descriptions [43-45]. Some scales from the prosthesis literature were adapted to describe the extension of the body, which resulted in more items within this dimension. We then followed Hinkin and Tracey’s [50] content validity assessment approach to adapt and refine the wording of the 24 items. In total, 2 members of the research team independently assessed the items within each dimension and then compared their assessments to determine whether they tied in with our definition, sat in the correct dimension, and read clearly and concisely [31,51,52]. During this process, 6 items were removed (items 8 to 12 and 19, see Multimedia Appendix 2), which led to an updated item pool of 18 items.

Expert Interviews and Item Refinement
To judge the content validity of the 18 measurement items, we made use of 8 expert interviews [31,43,52,53] to examine each item for comprehension, applicability, and fit into the construct’s dimension [54]. In total, 2 of the experts worked as researchers at universities within human-computer interaction, one expert was an information systems researcher at a university and specialized in measurement scale development, 3 experts worked in wearable technology innovation and development, and 2 experts were individuals who were recently given wearables for the first time.

The experts were interviewed either in person or through a Skype conference call. After receiving a brief description and definition of wearable technology embodiment, they completed a Web-based survey, rating the applicability of each item from 1 (very inapplicable) to 5 (very applicable) and whether the item fits in the dimension. The experts chose whether they believed the item should be: (1) kept as is, (2) modified in a minor way, (3) modified in a major way, or (4) omitted [55]. Each item included an open field for suggestions or considerations [56]. The interviews ended with a brief discussion regarding the classification of 3 dimensions and possible suggestions for any new measurement items. The experts approved the dimensionality of our scale (ie, body extension, cognitive extension, and self-extension) and no new items were recommended. On the basis of their input, a few items were slightly reworded to improve their linguistic clarity. Using the feedback of the experts, 5 items were removed (items 5 to 7, 18, and 24; see Multimedia Appendix 2) because of repetition or lack of fit with the construct. This resulted in an updated measurement item pool of 13 items, which were subsequently used for empirical testing.

Step 3: Method of Validation

To test the preliminary measurement instrument, data were collected through a vignette-based survey (see Multimedia Appendix 3). The sample consisted of a group of 182 undergraduate business students attending an e-Business course at a university in The Netherlands. Participation was voluntary and the students were offered a small incentive of 5 extra credit points on an exam worth 100 points by including their student number in the survey. Each respondent was given 3 different vignettes, describing the hypothetical situation using a different type of wearable technology with the purpose of tracking daily activities: a smart phone, a smart wristband, and a smart watch. The 3 devices were chosen because: (1) they are typical examples of wearable technology used in everyday life, being the most widely adopted technologies worn on or near the body, (2) they match our conceptualization and definition of digital devices that incorporate wireless connectivity and allow the user to seamlessly access, interact with, and exchange information anywhere and anytime, and (3) they fit into our delineation of user-centered preventive care wearable technology that can continuously and closely monitor the user’s motion and vital signs. Overall, the experience of participants with smart phones and relative unfamiliarity with activity tracking, smart wristbands, and smart watches supported our decision to make use of a vignette-based research design to confront them with the hypothetical use of wearable technology.

Each vignette asked the respondents to project themselves into the scenario of using the technology habitually to track their daily activities such as steps, hours of sleep, calorie burn, and achievement of personal health goals, regularly checking their progress throughout the day. The vignettes included pictures of the technology without brands to make the impression of the scenario as accessible as possible while avoiding branding bias. We randomized the order of the 3 vignettes for the respondents to avoid order bias. At the end of each vignette, the respondents were directed to a Web-based survey containing the 13 embodiment items (grouped into the 3 dimensions) and sociodemographic questions: age, gender, experience using the wearable technology (Table 2). To test the predictive validity of the construct [44], multi-item measurement instruments for trust, involvement, perceived usefulness, attitude toward use, and continuous intention also were included (see Multimedia Appendix 4 and full survey questions in attached documents).

Before starting with a vignette, each respondent was told the length of time for the survey, who the investigator was, and the purpose of the study. The Web-based survey was pretested before sending it to the students, and included less than 8 questions per page, which were randomized to decrease order bias. Students were able to review or change their answers while filling in the survey. IP addresses were checked for multiple submissions and only completed questionnaires were analyzed. All surveys were checked for appropriate completion times.

https://mhealth.jmir.org/2019/8/e12771/
Table 2. Sample characteristics (n=182).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Smartphone</th>
<th>Smart wristband</th>
<th>Smart watch</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology use, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own and use quite often to track activity</td>
<td>37 (20.1)</td>
<td>5 (2.7)</td>
<td>5 (2.7)</td>
</tr>
<tr>
<td>Own but use seldom to track activity</td>
<td>72 (39.4)</td>
<td>7 (3.8)</td>
<td>6 (3.3)</td>
</tr>
<tr>
<td>Own but do not use to track activity</td>
<td>72 (39.4)</td>
<td>3 (1.7)</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>Do not own</td>
<td>2 (1.1)</td>
<td>168 (91.8)</td>
<td>169 (92.3)</td>
</tr>
<tr>
<td><strong>Age, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24-26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27-30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Results

Step 4: Scale Evaluation and Refinement

*Evaluate Goodness of Fit, Validity at Construct and Item Level, Eliminate Problematic Indicators*

To test the dimensionality and further refine the scale items, we ran an exploratory factor analysis (EFA, principal component analysis with varimax rotation) on the set of 13 measurement items [57]. Aggregating the data of the 3 vignettes, each with 182 respondents, led to a sample that contained 546 responses. In total, 3 items were removed from the analysis (items 4, 16, and 17; see Multimedia Appendix 2) as they loaded substantially on 2 dimensions or more [58]. Rerunning the EFA with the 10 remaining items confirmed the 3 dimensions of wearable technology embodiment (Kaiser-Meyer-Olkin Measure of sampling adequacy (0.80) Bartlett’s test of sphericity 2390, P<.001) and accounted for 71.22% of the variance. All items loaded significantly on only 1 dimension and all factor loadings were above the recommended threshold value of 0.50 [58]; therefore, providing first evidence of the convergent and discriminant validity of the measurement instrument. As the largest factor within the EFA explained less than 50% of the variance (28.5%), evidence for common method bias was not found [31,59].

To further test the measurement instrument, we performed a confirmatory factor analysis (CFA) [60,61] using the software package IBM, SPSS Amos 23 [57] (maximum likelihood estimation). We tested the EFA solution of 3 dimensions as intercorrelated first-order factors [61]. See Table 3 for: Chi square degrees of freedom calculated probability, Minimum Discrepancy Degrees of Freedom (CMIN/df), Goodness of Fit (GFI), Adjusted Goodness of Fit (AGFI)), Normed Fit Index, Incremental Fit Index, Tucker Lewis Index (TLI), Comparative Fit Index (CFI), root mean square error of approximation (RMSEA), Akaike information criterion, Browne-Cudeck Criterion (BCC), Bayesian Information Criterion (BIC). After removing one item (item 23, see Multimedia Appendix 2) to improve the model fit, the found 9-item solution demonstrated a good fit with the data (CMIN/df <5; GFI, AGFI, Normed Fit Index Incremental Fit Index (NFI), TLI, CFI >0.90; RMSEA <0.08; Table 3).
Step 5: Assess Scale Validity

**Test Alternative Models, Assess Convergent and Discriminant Validity**

To further test the applicability of our dimensions, we tested 2 alternative models [52]: a model of 3 uncorrelated first-order factors and a model treating the 9 items as indicators of 1 first-order factor. The CFA results of the alternative models clearly showed that the alternative models did not have a good fit with the data (CMIN/df>5; GFI, AGFI, NFI, TLI, CFI<0.90; RMSEA<0.08; Akaike information criterion, BCC, BIC>scores of 3 first-order correlated model). These outcomes confirm that wearable technology embodiment is best modeled as a set of 3 correlated, first-order factors. In addition, the very poor fit of the 1 first-order factor reconfirmed the absence of common method bias.

The convergent validity of the 3 dimensions and their reliability (Table 4) was confirmed via the CFA factor loadings (>0.70) [58], average variance extracted (AVE) values (>0.50) [53], and minimum item to total correlations (>0.40) [62], which exceeded the established threshold value. The reliability of the dimensions was also confirmed as Cronbach alpha and composite reliability exceeded 0.70. The discriminant validity (Table 5) could be confirmed as the AVE of each construct exceeded the values of the crossconstruct squared correlations [63,64].

### Table 3. Confirmatory factor analysis alternative model testing.

<table>
<thead>
<tr>
<th>Model</th>
<th>Chi square (df)</th>
<th>$P$ value</th>
<th>CMIN/df $^a$</th>
<th>GFI $^b$</th>
<th>AGFI $^c$</th>
<th>NFI $^d$</th>
<th>IFI $^e$</th>
<th>TLI $^f$</th>
<th>CFI $^g$</th>
<th>RMSEA $^h$</th>
<th>Akaike information criterion</th>
<th>BCC $^i$</th>
<th>BIC $^j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 first-order correlated</td>
<td>104.26 (24)</td>
<td>&lt;.001</td>
<td>4.345</td>
<td>.96</td>
<td>.93</td>
<td>.94</td>
<td>.96</td>
<td>.94</td>
<td>.96</td>
<td>.078</td>
<td>146.26</td>
<td>147.05</td>
<td>236.62</td>
</tr>
<tr>
<td>3 first-order uncorrelated</td>
<td>273.79 (27)</td>
<td>&lt;.001</td>
<td>10.141</td>
<td>.91</td>
<td>.85</td>
<td>.86</td>
<td>.87</td>
<td>.83</td>
<td>.87</td>
<td>.130</td>
<td>309.79</td>
<td>310.46</td>
<td>387.24</td>
</tr>
<tr>
<td>One first-order factor</td>
<td>812.73 (27)</td>
<td>&lt;.001</td>
<td>30.101</td>
<td>.72</td>
<td>.53</td>
<td>.60</td>
<td>.61</td>
<td>.48</td>
<td>.61</td>
<td>.231</td>
<td>848.73</td>
<td>849.41</td>
<td>926.18</td>
</tr>
</tbody>
</table>

$^a$CMIN/df: Minimum Discrepancy Degrees of Freedom.

$^b$GFI: Goodness of Fit.

$^c$AGFI: Adjusted Goodness of Fit Index.

$^d$NFI: Normed Fit Index.

$^e$IFI: Incremental Fit Index.

$^f$Tucker Lewis Index.

$^g$CFI: Comparative Fit Index.

$^h$RMSEA: root mean square error of approximation.

$^i$BCC: Browne-Cudeck Criterion.

$^j$BIC: Bayesian Information Criterion.

### Step 5: Assess Scale Validity

#### Test Alternative Models, Assess Convergent and Discriminant Validity

To further test the applicability of our dimensions, we tested 2 alternative models [52]: a model of 3 uncorrelated first-order factors and a model treating the 9 items as indicators of 1 first-order factor. The CFA results of the alternative models clearly showed that the alternative models did not have a good fit with the data (CMIN/df>5; GFI, AGFI, NFI, TLI, CFI<0.90; RMSEA<0.08; Akaike information criterion, BCC, BIC>scores of 3 first-order correlated model). These outcomes confirm that wearable technology embodiment is best modeled as a set of 3 correlated, first-order factors. In addition, the very poor fit of the 1 first-order factor reconfirmed the absence of common method bias.

The convergent validity of the 3 dimensions and their reliability (Table 4) was confirmed via the CFA factor loadings (>0.70) [58], average variance extracted (AVE) values (>0.50) [53], and minimum item to total correlations (>0.40) [62], which exceeded the established threshold value. The reliability of the dimensions was also confirmed as Cronbach alpha and composite reliability exceeded 0.70. The discriminant validity (Table 5) could be confirmed as the AVE of each construct exceeded the values of the crossconstruct squared correlations [63,64].

### Table 4. Convergent validity: Factor loadings, Cronbach alphas, composite reliabilities, (average variance extracted), and minimum item to total correlation.

<table>
<thead>
<tr>
<th>Dimension and item</th>
<th>Factor loading (CFA)</th>
<th>Cronbach alpha</th>
<th>Composite reliability</th>
<th>Average variance extracted</th>
<th>Minimum item to total correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Body extension</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>When using a &lt;technology&gt; it feels like it is part of my body</td>
<td>0.83</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>When using a &lt;technology&gt; it feels like it is an extension of my body</td>
<td>0.74</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>When using a &lt;technology&gt; it almost feels like it is incorporated into the body</td>
<td>0.86</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Cognitive extension</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using &lt;technology&gt; heightens my knowledge about my activity</td>
<td>0.61</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Using &lt;technology&gt; helps me learn about my activity</td>
<td>0.84</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Using &lt;technology&gt; helps me gain understanding of my activity</td>
<td>0.62</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Self-extension</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>When using a &lt;technology&gt; it feels like it is an extension of myself</td>
<td>0.76</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>When using a &lt;technology&gt; it feels like it is related to my sense of self</td>
<td>0.86</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>When using a &lt;technology&gt; it feels like it is a psychological extension of myself</td>
<td>0.81</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$Not applicable.
Test of Predictive Validity

To test the predictive validity of the wearable technology embodiment instrument, we utilized 5 dependent variables related to technology adoption: trust [55], involvement [65], perceived usefulness [66], attitude toward use [67], and continuous intention [68]. Structural equation modeling was used to test the extent to which the 3-dimensional wearable technology embodiment construct explained each of the 5 dependent variables by making use of the software package IBM SPSS Amos 23 [57] (maximum likelihood estimation).

The results of the analyses (see Multimedia Appendix 5) confirm a good fit with the data as the GFI, AGFI, NFI, TLI, and CFI exceed the recommended value of 0.90 and the RMSEA does not surpass the value of 0.08 [58]. The 3 dimensions of wearable technology embodiment explain considerable (trust and perceived usefulness) to acceptable amounts of the variance [70] (beta>.20). Overall, the results confirm the predictive validity of both the multidimensional construct and individual dimensions of the wearable technology embodiment instrument.

Discussion

Utilizing the development and validation process as prescribed by Mackenzie et al [31], we made use of literature study, expert interviews, and empirical data collected for 3 wearable technologies to conceptualize wearable technology embodiment and build a measurement instrument. We established wearable technology embodiment as a 3-dimensional concept consisting of the dimensions: body extension, cognitive extension, and self-extension.

Academic Implications

The findings of this study have 2 implications for academic research. First, the development of a measurement instrument serves researchers by quantifying the perception of wearable technology extending the user’s body, cognitive capacity, and sense of self. Researchers could develop a mixed methods approach to extend qualitative findings or compare usage data in upcoming studies. Second, the results of the predictive validity testing suggest that wearable technology embodiment significantly adds to well-known constructs that have been applied previously to study the adoption and use of new technology (ie, trust, involvement, perceived usefulness, attitude toward use, and continuous intention). By adding to these constructs, wearable technology embodiment seems to function as a valuable extension of theoretical structures such as the technology acceptance model [71], theory of reasoned action [72], and expectation confirmation theory [73].

Practical Implications

Our results also have practical implications. Given that the dimensions of wearable technology embodiment seem to contribute positively to perceptions of trust, involvement, usefulness, and behavioral attitudes and intentions, wearable technology developers could benefit from this knowledge by developing devices in such a way that they better fit the user’s body shape (body extension), improve the acceptability of biofeedback data [74] (cognitive extension), and heighten customizable features and fashion [75-77], connecting to the user’s personal identity (self-extension). Users are likely to evaluate the wearable technology more positively with customizations focused on body, cognition, and self-extension. Furthermore, wearable technology developers could make use of the outcomes of the predictive validity at the dimension level to further prioritize their efforts. For example, if the objective is to generate more trust in the technology, it seems advisable to focus on cognitive extension(s) as this was the strongest trust determinant in our model. When the aim is to generate more involvement, however, a focus on designing and developing self-extension(s) seems a better choice. Overall, integrating the 3 wearable technology embodiment dimensions into design and development priorities can aid practitioners in making more effective decisions.

Limitations and Recommendations

This study has been subject to a couple of limitations that could guide scholars in setting up future research. First, the sample consisted of a rather homogeneous group of students that can

<table>
<thead>
<tr>
<th>Table 5. Discriminant validity testing: average variance extracted (italics) versus crossconstruct squared correlations between the constructs.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constructs</strong></td>
</tr>
<tr>
<td>Body extension</td>
</tr>
<tr>
<td>Cognitive extension</td>
</tr>
<tr>
<td>Self-extension</td>
</tr>
<tr>
<td>Trust</td>
</tr>
<tr>
<td>Involvement</td>
</tr>
<tr>
<td>Perceived usefulness</td>
</tr>
<tr>
<td>Attitude toward use</td>
</tr>
<tr>
<td>Continuous intention</td>
</tr>
</tbody>
</table>

aItalic scores (diagonal) are the average variance extracted of the individual constructs.

bNot applicable.
be classified as millennials, most likely raised with technology [78], who are active users of emerging technologies [79]. The selection and use of this sample seems justified given that it reduces the likelihood that differences between the respondents such as age, educational background, and technological savviness may have biased our findings [80,81]. Furthermore, it is in line with the key objective of our work to setup and test a theoretically meaningful construct instead of generalizing found research effects to larger populations [82]. This is not to say, however, that research would not benefit from using the developed measurement instrument in future effect application studies with different, more heterogeneous samples [80]. We foresee this research as a next step in the field of technology embodiment studies.

Second, by making use of a vignette method, we were able to confront the respondents with the situation of using different forms of wearable technology. The use of the vignette method has several advantages. It simulates realism, can be tailored to the specific research problem [83], does not require respondents to have in-depth knowledge of the presented stimuli, and reduces the likelihood of confounding effects since participants respond to the same stimulus [84]. Still, it cannot reflect all facets of actual usage situations and we, therefore, suggest researchers to apply and crossvalidate the instrument in a real-word context.

Third, this study was framed within the context of using wearable technology to track daily activities such as movement, hours of sleep, calorie burn, and personal health goals. Past studies have highlighted that low adherence to mobile interventions is a common occurrence [85,86], yet the opportunity to measure and address health concerns is evident [64]. Our findings regarding embodiment positively influence constructs related to technology adoption (ie, trust, involvement, usefulness, attitude, and continuous intention) and suggest that this embodiment scale could give insight into a determination as to which individuals will adhere to the intervention. Predicting adherence levels and identifying individuals unlikely to adhere could help in understanding and possibly improving the low adherence rates during mobile and wearable health interventions.

Fourth, even though we do find that wearable technology embodiment functions as a determinant of constructs rooted in different theoretical frameworks, the focus of this study was on conceptualization and measurement and not on the extension of nomological networks. More theoretical rationale and validation are needed to substantiate our findings. We invite researchers to adopt the concept of wearable technology embodiment in their future studies.

Fifth, this study focused on some of the most popular wearables in consumer technology, which are used for preventative health care (ie, smart phone, activity tracker, and smart watch). Other devices that serve this purpose include smart textiles, tattoos, and jewelry. Next to these kind of wearables, the developed measurement instrument also could be applied to user-centered disease monitoring wearable devices such as wearable cameras that enhance chronic disease self-management [87], insulin monitors and pumps in the treatment of diabetes [19], smart gloves that assist rheumatoid arthritis patients in applying therapy [88], and medical-grade electrocardiogram wristwatches that assist cardiac patients to detect heart arrhythmia [89]. Furthermore, although our inquiry did not focus on care provider centered wearables, it seems logical that the measurement instrument could apply to wearable aids that are used during medical procedures such as Google glasses in surgery [28]. Still, more empirical exploration is needed to validate the applicability of our instrument for these kinds of wearable technology. We encourage researchers to do so in future studies.
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Abstract

Background: Self-monitoring using certain types of pedometers and accelerometers has been reported to be effective for promoting and maintaining physical activity (PA). However, the validity of estimating the level of PA or PA energy expenditure (PAEE) for general consumers using wearable devices has not been sufficiently established.

Objective: We examined the validity of 12 wearable devices for determining PAEE during 1 standardized day in a metabolic chamber and 15 free-living days using the doubly labeled water (DLW) method.

Methods: A total of 19 healthy adults aged 21 to 50 years (9 men and 10 women) participated in this study. They followed a standardized PA protocol in a metabolic chamber for an entire day while simultaneously wearing 12 wearable devices: 5 devices on the waist, 5 on the wrist, and 2 placed in the pocket. In addition, they spent their daily lives wearing 12 wearable devices under free-living conditions while being subjected to the DLW method for 15 days. The PAEE criterion was calculated by subtracting the basal metabolic rate measured by the metabolic chamber and 0.1×total energy expenditure (TEE) from TEE. The TEE was obtained by the metabolic chamber and DLW methods. The PAEE values of wearable devices were also extracted or calculated from each mobile phone app or website. The Dunnett test and Pearson and Spearman correlation coefficients were used to examine the variables estimated by wearable devices.

Results: On the standardized day, the PAEE estimated using the metabolic chamber (PAEEcha) was 528.8±149.4 kcal/day. The PAEEs of all devices except the TANITA AM-160 (513.8±135.0 kcal/day; P>.05), SUZUKEN Lifecorder EX (519.3±89.3 kcal/day; P>.05), and Panasonic Actimarker (545.9±141.7 kcal/day; P>.05) were significantly different from the PAEEcha. None of the devices was correlated with PAEEcha according to both Pearson (r=−.13 to .37) and Spearman (ρ=−.25 to .46) correlation tests. During the 15 free-living days, the PAEE estimated by DLW (PAEEdlw) was 728.0±162.7 kcal/day. PAEE values of all
devices except the Omron Active style Pro (716.2±159.0 kcal/day; \(P>.05\)) and Omron CaloriScan (707.5±172.7 kcal/day; \(P>.05\)) were significantly underestimated. Only 2 devices, the Omron Active style Pro (\(r=.46; P=.045\)) and Panasonic Actimarker (\(r=.48; P=.04\)), had significant positive correlations with PAEEdlw according to Pearson tests. In addition, 3 devices, the TANITA AM-160 (\(r=.50; P=.03\)), Omron CaloriScan (\(r=.48; P=.04\)), and Omron Active style Pro (\(r=.48; P=.04\)), could be ranked in PAEEdlw.

**Conclusions:** Most wearable devices do not provide comparable PAEE estimates when using gold standard methods during 1 standardized day or 15 free-living days. Continuous development and evaluations of these wearable devices are needed for better estimations of PAEE.

(JMIR Mhealth Uhealth 2019;7(8):e13938) doi:10.2196/13938
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**Introduction**

**Background**

Physical activity (PA) has been reported to reduce the incidence of and mortality because of several noncommunicable diseases, including cardiovascular disease, stroke, and some types of cancer [1-3]. To promote or maintain PA, self-monitoring using pedometers and accelerometers has been considered effective [4]. However, the validity of estimating the amount of PA or PA energy expenditure (PAEE) detected using wearable devices has not been sufficiently established. Previously, we simultaneously examined the validity of total energy expenditure (TEE) estimated by 12 wearable devices during 1 standardized day in a metabolic chamber and 15 free-living days using the doubly labeled water (DLW) method [5]. This study allowed the ranking of daily individual TEE (\(P=.80-.88\)), but absolute values varied widely among devices and differed significantly from the criterion under free living. Moreover, it is better to estimate accurately not only TEE but also daily PAEE because TEE is mainly determined by the basal metabolic rate (BMR) rather than PA [6].

Several studies have tested the validity of wearable devices for estimating energy expenditure (EE) during some activities [7-14]. However, most have compared EE estimated by wearable devices and standard reference measures estimated by an expired gas analysis during very short structured activities in laboratories [7-9,11-13]. EE measured during such study designs also included resting EE (REE) or BMR, which do not reflect net PAEE. The BMR accounts for a substantial proportion of TEE and is relatively constant from day to day. In contrast, PAEE contributes to TEE to a lesser extent, but it is a fairly variable component that allows the opportunity to increase TEE [6]. Due to the relationship between the amount of PA and health outcomes, accurate estimations of the net PAEE using wearable devices are required, especially under free-living conditions that use wearable devices. Various wearable devices are available for consumer purchase [15], but little is known about their validity.

**Objectives**

In this study, we evaluated the validity of consumer-based and research-grade wearable devices for estimating PAEE values without the BMR or REE. We developed 2 designs: (1) standardized day for PAEE estimated using a metabolic chamber and (2) 15 free-living days for PAEE estimated using the DLW method.

**Methods**

**Participants**

A total of 21 healthy adults aged 21 to 50 years (9 men and 12 women) participated in this study. None of the participants had chronic diseases that could affect their metabolism or daily PA. Their body mass index (BMI) values were within the normal range (18.5-25.0 kg/m\(^2\)). Of 21 participants, 2 were excluded from all analyses: 1 because personal information in the JAWBONE UP24 (Jawbone, San Francisco, CA, USA) app during the 15 free-living days experiment had been set incorrectly, and the other because data from the metabolic chamber during the 1 standardized day experiment was incorrect because of instrument failure. Finally, 19 participants (9 men and 10 women) were included in this analysis. All procedures were reviewed and approved by the Ethics Review Board of the National Institute of Health and Nutrition (kenei-4-02). All participants provided written informed consent.

**Wearable Devices**

The consumer-based wearable devices used in this study were selected based on the following criteria: they were the most popular devices in Japan according to several marketing websites based on their sales ranking (eg, Amazon, Japan website[16] or kakaku website[17] as of December 1, 2014); the app could be displayed in Japanese on a mobile phone or website; and the clock settings of the app or device could be manipulated. We needed to change the clock setting from 9:00 am to 9:00 am the next day to 12:00 am to 12:00 am the next day to obtain the TEE for an entire day when participants used the metabolic chamber. A total of 8 wearable devices, including the Fitbit Flex (Fitbit, San Francisco, CA, USA), JAWBONE UP24, Misfit Shine (Misfit Wearables, Burlingame, CA, USA), EPSON PULSENSE (SEIKO EPSON, Nagano, Japan), Garmin VivoFit (Garmin, Olathe, KS, USA), TANITA AM-160 (TANITA, Tokyo, Japan), Omron CaloriScan HJA-401F (OMRON HEALTHCARE, Kyoto, Japan), and Withings Pulse O2 (Withings, Issy-les-Moulineaux, France), were selected for this study (Table 1). In addition, 4 research-grade wearable devices, namely, Omron Active style Pro (OMRON HEALTHCARE, Kyoto, Japan), Panasonic Actimarker EW4800 (Panasonic, Osaka, Japan), SUZUKEN Lifecorder EX
SUZUKEN, Aichi, Japan), and ActiGraph GT3X (ActiGraph, Pensacola, FL, USA), were used in this study (Table 1). All devices had a built-in accelerometer. Of 12 wearable devices, 5 (Fitbit Flex, JAWBONE UP24, Misfit Shine, EPSON PULSESENSE, and Garmin Vivofit) were placed on the nondominant wrist, 2 (TANITA AM-160 and Omron CaloriScan) were placed in a pocket, and 3 (Withings Pulse O2, Omron Active style Pro, Panasonic Actimarker, SUZUKEN Lifecorder EX, and ActiGraph GT3X) were placed on the waist. The position on the wrist or waist was randomly chosen for each participant, and each participant placed the devices in the same position throughout the experiments.

Table 1. Wearable devices used in the present study, basal metabolic rates extracted from each device, and information about invalid days and non-wearing time in 15 free-living days.

<table>
<thead>
<tr>
<th>Number</th>
<th>Devices</th>
<th>Placement</th>
<th>Basal metabolic rates(^a) (kcal/day), average (SD)</th>
<th>15 free-living days</th>
<th>Nonwearing time in valid day</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Invalid days(^b)</td>
<td>min/day, average (SD) kcal/day(^c), average (SD)</td>
</tr>
<tr>
<td>1</td>
<td>Fitbit Flex</td>
<td>wrist</td>
<td>1360.4 (195.2)</td>
<td>1</td>
<td>42.4 (18.4) 26.9 (23.4)</td>
</tr>
<tr>
<td>2</td>
<td>JAWBONE UP24</td>
<td>wrist</td>
<td>1312.6 (157.1)</td>
<td>0</td>
<td>40.1 (13.0) 25.4 (22.9)</td>
</tr>
<tr>
<td>3</td>
<td>Misfit Shine(^d)</td>
<td>wrist</td>
<td>1708.0 (245.9)</td>
<td>15</td>
<td>40.4 (13.2) 26.1 (23.1)</td>
</tr>
<tr>
<td>4</td>
<td>EPSON PULSESENSE(^d)</td>
<td>wrist</td>
<td>1616.8 (179.8)</td>
<td>4</td>
<td>42.2 (13.5) 26.4 (22.3)</td>
</tr>
<tr>
<td>5</td>
<td>Garmin vivofit(^d)</td>
<td>wrist</td>
<td>1630.2 (234.8)</td>
<td>0</td>
<td>39.4 (12.9) 25.2 (23.0)</td>
</tr>
<tr>
<td>6</td>
<td>TANITA AM-160(^d)</td>
<td>pocket</td>
<td>1410.4 (211.5)</td>
<td>1</td>
<td>42.6 (14.3) 29.3 (29.0)</td>
</tr>
<tr>
<td>7</td>
<td>Omron CaloriScan(^d)</td>
<td>pocket</td>
<td>1291.7 (186.2)</td>
<td>1</td>
<td>42.6 (14.3) 29.3 (29.0)</td>
</tr>
<tr>
<td>8</td>
<td>Withings Pulse O2(^d)</td>
<td>waist</td>
<td>1608.9 (228.4)</td>
<td>1</td>
<td>45.5 (13.2) 33.5 (30.8)</td>
</tr>
<tr>
<td>9</td>
<td>Omron Active style Pro(^d)</td>
<td>waist</td>
<td>1304.5 (188.5)</td>
<td>0</td>
<td>43.1 (13.8) 30.6 (31.3)</td>
</tr>
<tr>
<td>10</td>
<td>Panasonic Actimarker</td>
<td>waist</td>
<td>1327.5 (172.4)</td>
<td>0</td>
<td>43.1 (13.8) 30.6 (31.3)</td>
</tr>
<tr>
<td>11</td>
<td>SUZUKEN Lifecorder EX</td>
<td>waist</td>
<td>1327.4 (171.9)</td>
<td>0</td>
<td>43.1 (13.8) 30.6 (31.3)</td>
</tr>
<tr>
<td>12</td>
<td>ActiGraph GT3X(^\circ)</td>
<td>waist</td>
<td>__(^f)</td>
<td>2</td>
<td>42.9 (14.2) 30.5 (31.4)</td>
</tr>
</tbody>
</table>

\(^a\) Basal metabolic rates were extracted from each app.
\(^b\) Total invalid days in 19 participants during 15 days.
\(^c\) The energy expenditure (kcal) in non-wearing time on a valid day was calculated based on time and METs referred to the Compendium of Physical Activities.
\(^d\) \(P<.05\) vs BMR in metabolic chamber (1355.0±234.9 kcal/day).
\(^\circ\) ActiGraph indicates only PAEE on its application.
\(^f\) Not applicable.

Experimental Design

A total of 2 experiments were conducted to test the validity of the wearable devices: 1 used the metabolic chamber method during 1 standardized day, and the other used the DLW method during 15 free-living days. These 2 methods were used as the standard to determine TEE [18,19]. For the 1-day standardized experiment, participants visited the laboratory 2 hours before the start of the experiment (7:00 am) after an overnight fast of at least 10 hours. Then, height, weight, and body composition were measured. After setting and wearing 12 wearable devices, participants entered the metabolic chamber before 9:00 am and completed 24-hour metabolic chamber measurements (9:00 am to 9:00 am the next day) using a standardized protocol that included various activities common during daily life such as eating 3 meals, watching television (TV), using a computer, cleaning, and walking on a treadmill (Table 2). Each participant’s energy intake for meal was calculated by multiplying each BMR by 1.6, which was the PA level (PAL) assumed for a standardized day. The meal was served 3 times per day, and the total energy intake was equally divided into 3 times. The participants were instructed to eat all the meals that were served, and they were not allowed to eat any other foods in the metabolic chamber. However, they were permitted to drink water freely. The average metabolic equivalents (METs) estimated using the compendium of physical activities [20] and previous studies [21-24] for this protocol was 1.37 METs, and the mean PAEE estimated using the estimated METs x hour and participants’ weight was 447.0±66.8 kcal/day. Participants wore all the wearable devices during their waking hours without removing them. The 5 devices on the wrist were worn even while sleeping.
Table 2. Timetable for metabolic chamber on a standardized day.

<table>
<thead>
<tr>
<th>Time</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:45</td>
<td>Entry in the room</td>
</tr>
<tr>
<td>09:00 – 09:30</td>
<td>TV watching</td>
</tr>
<tr>
<td>09:30 – 10:30</td>
<td>Breakfast; rice, chicken soup, macaroni salad, and sausage</td>
</tr>
<tr>
<td>10:30 – 11:00</td>
<td>Computer work</td>
</tr>
<tr>
<td>11:00 – 11:30</td>
<td>Reading a book on a stand</td>
</tr>
<tr>
<td>11:30 – 12:00</td>
<td>Folding the laundry</td>
</tr>
<tr>
<td>12:00 – 12:30</td>
<td>Cleaning</td>
</tr>
<tr>
<td>12:30 – 12:30</td>
<td>Walking (4.0 km/h), including 5 min of rest after walking</td>
</tr>
<tr>
<td>13:00 – 13:30</td>
<td>Walking (5.6 km/h), including 5 min of rest after walking</td>
</tr>
<tr>
<td>13:30 – 14:00</td>
<td>TV watching</td>
</tr>
<tr>
<td>14:00 – 15:00</td>
<td>Lunch; stir-fried vegetables &amp; seafood on rice, cooked beans, egg, and miso soup</td>
</tr>
<tr>
<td>15:00 – 15:30</td>
<td>Computer work</td>
</tr>
<tr>
<td>15:30 – 16:00</td>
<td>TV watching</td>
</tr>
<tr>
<td>16:00 – 16:30</td>
<td>Desk work</td>
</tr>
<tr>
<td>16:30 – 17:00</td>
<td>Cleaning</td>
</tr>
<tr>
<td>17:00 – 17:30</td>
<td>Walking (4.0 km/h), including 5 min of rest after walking</td>
</tr>
<tr>
<td>17:30 – 18:00</td>
<td>Walking (5.6 km/h), including 5 min of rest after walking</td>
</tr>
<tr>
<td>18:00 – 18:30</td>
<td>TV watching</td>
</tr>
<tr>
<td>18:30 – 19:30</td>
<td>Dinner; rice, hamburg steak, salad, ham, and, vegetable soup</td>
</tr>
<tr>
<td>19:30 – 20:00</td>
<td>Computer work</td>
</tr>
<tr>
<td>20:00 – 20:30</td>
<td>Reading a book on a stand</td>
</tr>
<tr>
<td>20:30 – 21:00</td>
<td>Desk work</td>
</tr>
<tr>
<td>21:00 – 21:30</td>
<td>Computer work</td>
</tr>
<tr>
<td>21:30 – 22:00</td>
<td>TV watching</td>
</tr>
<tr>
<td>22:00 – 22:30</td>
<td>Folding the laundry</td>
</tr>
<tr>
<td>22:30 – 23:00</td>
<td>读ying oneself for sleep</td>
</tr>
<tr>
<td>23:00 – 07:00</td>
<td>Sleep</td>
</tr>
<tr>
<td>07:00 – 07:15</td>
<td>Lying</td>
</tr>
<tr>
<td>07:15 – 08:00</td>
<td>Supine posture</td>
</tr>
<tr>
<td>08:00 – 09:00</td>
<td>TV watching</td>
</tr>
<tr>
<td>09:10</td>
<td>Exit from the room</td>
</tr>
</tbody>
</table>

During the experiment involving 15 free-living days, participants visited the laboratory in the morning after an overnight fast of at least 10 hours and underwent measurements of height, weight, and body composition. After collecting baseline urine samples, DLW dosing was performed in the laboratory. A premixed dose containing approximately 0.06 g/kg of body weight of \( ^2\text{H}_2\text{O} \) (99.8 atom%; Cambridge Isotope Laboratories, MA, USA) and 1.4 g/kg of body weight of \( ^1\text{H}_2^{18}\text{O} \) (10.0 atom%; Taiyo Nippon Sanso, Tokyo, Japan) was administered orally to each participant. All participants collected their urine samples in air-tight parafilm-wrapped containers at the same time on days 1, 2, 3, 8, 9, 13, 14, and 15 after the baseline day (day 0) during free-living conditions.

Participants wore all the wearable devices when they were awake, but they did not wear them during water-related physical activities, physical activities during which the devices were difficult to wear, or when the battery was charging. Of 12 wearable devices, 5 were worn on the wrist even while sleeping. After 15 free-living days, all urine samples were collected and stored at −30°C until they were analyzed. Dietary assessments using a brief self-administered diet history questionnaire [25] were conducted to calculate the food quotient (FQ) after 15 days. Logs for time awake, time asleep, nonwearing time, and PA during nonwearing time were completed for 15 days by each participant. PAEE during the nonwearing time was calculated based on the recorded time and METs that were referred to the *Compendium of Physical Activity* [20].
Data Reduction for Each Wearable Device

For the experiment involving 15 free-living days, the days were considered valid when participants wore the wearable devices for more than 10 hours/day [26]. However, we included 1 day when a participant slept for more than 14 hours and, therefore, did not wear the devices for more than 10 hours. The minimum number of valid days was defined as 10 days, and all participants fulfilled this requirement. The mean PAEE of valid days was used for the experiment involving 15 free-living days.

The PAEE for each device (PAEE\textsubscript{dev}) was calculated by subtracting the BMR and 0.1\times TEE as diet-induced thermogenesis (DIT) from TEE estimated by each device (TEE\textsubscript{cha}). The PAL for each device (PAL\textsubscript{dev}) was calculated by dividing the TEE by the BMR. The BMR for each device (BMR\textsubscript{dev}) was calculated using the app. The SUZUKEN Lifecorder EX did not show the BMR\textsubscript{cha} on the app, but the computation method for the BMR using the body surface area and coefficient of the BMR was provided in its instructions; therefore, we calculated the BMR according to those instructions. Because some devices did not show the individual predicted BMR in the device app, including the Fitbit Flex, Misfit Shine, Omron CaloriScan, and Withings Pulse O2, the TEE values of a day when the devices were stationary for the entire day were used as the BMR\textsubscript{dev}. However, the Omron CaloriScan provided information, indicating that the DIT is included in the TEE when it was stationary for the entire day. Therefore, we did not subtract the DIT when PAEE was calculated using TEE. The ActiGraph GT3X showed only PAEE, not TEE; therefore, we used only the PAEE shown by the ActiGraph GT3X software.

Anthropometry and Body Composition

Height and body weight were measured on both experiment days, and each profile was used for each experiment. BMI (kg/m\(^2\)) was calculated, and body composition was determined using a bioelectrical impedance analysis (Inner Scan BC-600; TANITA).

Measurement of Energy Expenditure on a Standardized Day Using the Metabolic Chamber

An open-circuit, indirect metabolic chamber equipped with a bed, desk, chair, TV, toilet, sink, and treadmill was used to measure EE. The temperature and relative humidity in the room were controlled at 25ºC and 55%, respectively. Oxygen and carbon dioxide concentrations of the air supply and exhaust were controlled at 25ºC and 55%, respectively. Oxygen and carbon dioxide production rates (rCO\(_2\)) were measured using mass spectrometry (ARCO-1000A-CH; Arco System, Kashiwa, Japan). The flow rates of the exhausts were measured using a bioelectrical impedance analysis (Inner Scan BC-600; TANITA).

Therefore, we did not subtract the DIT when PAEE was included in the TEE when it was stationary for the entire day. CaloriScan provided information, indicating that the DIT is included in the TEE estimated by each device (TEE\textsubscript{cha}). The PAEE during free-living days (PAEE\textsubscript{cha}) was calculated by subtracting the BMR\textsubscript{cha} and 0.1\times TEE\textsubscript{cha} from TEE\textsubscript{cha}. The PAL during 1 standardized day (PAL\textsubscript{cha}) was calculated by dividing the TEE\textsubscript{cha} by the BMR\textsubscript{cha}.

Measurement of Energy Expenditure During 15 Free-Living Days Using the Doubly Labeled Water Method

Gas samples for the isotope ratio mass spectrometer (IRMS) were prepared by maintaining the equilibration of the urine sample with gas. CO\(_2\) was used to equilibrate\(^{18}\)O, and H\(_2\) was used to equilibrate\(^2\)H. The platinum (Pt) catalyst was used for equilibration of\(^2\)H. Gas samples for CO\(_2\) and H\(_2\) measurements were analyzed using IRMS (Sercon 20-20; Sercon Ltd, Crewe, UK). Each sample and its corresponding reference were analyzed in triplicate. The\(^2\)H and\(^{18}\)O zero-time intercepts and elimination rates (kd and ko) were calculated using the least-squares linear regression method on the natural logarithm of the isotope concentration as a function of the elapsed time from dose administration. Zero-time intercepts were used to determine the isotope pool sizes. A quality check was conducted according to the International Atomic Energy Agency book [27]. The memory effects of the IRMS were eliminated and checked using additional samples when the expected isotope ratio difference was high (eg, days 2-8), and the potential drift of the IRMS was corrected mathematically using standardized working criteria and checked for accuracy and precision using another working criterion at regular intervals in a series of measurements and between different measurement days. The samples obtained from 1 participant were analyzed in 1 series of measurements in 1 day to minimize the effects of day-to-day variation. The dilution space ratio of\(^2\)H (Nd) and\(^{18}\)O (No) of all 21 participants was 1.036\(\pm\)0.010 (range 1.021-1.056), which was an acceptable value according to a previous review of a large database [28]. Therefore, total body water (TBW) was calculated from the mean value or the isotope pool size of\(^2\)H divided by 1.041 and that of\(^{18}\)O divided by 1.007. The carbon dioxide production rate (rCO\(_2\)) was calculated as follows: rCO\(_2\)=0.4554\times TBW\times(1.007 ko−1.041 kd), for which we assumed that isotope fractionation applies only to breath water using equation A6 by Schoeller et al [29] with the revised dilution space constant provided by Racette et al [30]. The TEE (TEE\textsubscript{dlw}) was calculated using a modified Weir formula based on the rCO\(_2\) and FQ [31] as follows: TEE (kcal/day)=1.1 rCO\(_2\)+3.9 rCO\(_2\)/FQ.

The PAEE during free-living days (PAEE\textsubscript{dlw}) was calculated by subtracting the BMR\textsubscript{cha} and 0.1\times TEE\textsubscript{dlw} from TEE\textsubscript{dlw}. The PAL during free-living days (PAL\textsubscript{dlw}) was calculated by dividing TEE\textsubscript{dlw} by BMR\textsubscript{cha}.

Statistical Analysis

Data were expressed as mean (standard deviation). The Dunnett test, for which standard criteria were set as references, was used for comparing variables estimated by wearable devices during the use of the metabolic chamber method and the DLW method. The mean absolute percent errors (MAPEs) relative to the PAEE values estimated using standard methods were calculated to
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provide an indicator of the overall measurement error. The Pearson and Spearman correlation coefficients were used to examine the relationship between standard criteria and variables estimated by wearable devices. Modified Bland-Altman plots [32] were used to test proportional biases between standard methods and devices, and the correlation coefficient of the standard criteria and the differences between the standard criteria and each device were examined for significance. During all analyses, \( P < .05 \) was considered statistically significant. All statistical analyses were performed with SPSS version 20.0 for Windows (IBM SPSS Japan Inc, Tokyo, Japan).

**Results**

**Descriptive Results**

Participants were aged 32.3±9.6 years. Their BMI and percentage body fat ranged from 18.5 to 24.8 kg/m\(^2\) and from 14.8% to 32.2%, respectively. Although there was no invalid day during the standardized 1-day experiment, 25 invalid days were identified during the 15-day free-living experiment (Table 1), which corresponded to 8.8% of all experiment days (19 participants\(\times\)15 days). Invalid days often occurred with the Misfit Shine because a few of these devices became loose without the knowledge of the participant and with EPSON PULSENSE because the battery quickly died. The average nonwearing time except for sleeping for each device ranged from 39.4±12.9 to 45.5±13.2 min/day, which corresponded to 25.2±23.0 to 33.5±30.8 kcal/day (Table 1). The most frequent activities during nonwearing time were bathing and showering (289 cases/19 participants\(\times\)15 days). There were 62 other activities including TV watching, deskwork, dressing, and exercise. The corresponding time and intensity for these activities were 5 to 450 min and 1.3 to 6.3 METs, respectively.

The BMR\(_{\text{cha}}\) was 1355.0±234.9 kcal/day. Several devices showed higher BMR\(_{\text{dev}}\) than BMR\(_{\text{cha}}\) (\( P < .05 \)), including the Misfit Shine, EPSON PULSENSE, Garmin Vivofit, TANITA AM-160, and Withings Pulse O2 (Table 1).

**Metabolic Chamber Study**

During the standardized day, the PAEE\(_{\text{cha}}\) was 528.8±149.4 kcal/day. All devices except the TANITA AM-160 (513.8±135.0 kcal/day; \( P > .05 \)), SUZUKEN Lifecorder EX (519.3±89.3 kcal/day; \( P > .05 \)), and Panasonic Actimarker (545.9±141.7 kcal/day; \( P > .05 \)) showed significant differences in PAEE\(_{\text{dev}}\) compared with PAEE\(_{\text{cha}}\) (Figure 1). Moreover, 6 devices significantly underestimated values, whereas 3 devices significantly overestimated values. The Withings Pulse O2 (24.4±56.7 kcal/day) and Garmin Vivofit (29.5±34.0 kcal/day) showed large gaps in PAEE\(_{\text{cha}}\), with MAPEs of 93.7±13.9% and 92.8±13.1%, respectively. Moreover, all devices showed systematic errors with high negative correlation coefficients on the Bland-Altman plots (Figure 1).

No devices showed a significant correlation with PAEE\(_{\text{cha}}\) according to both Pearson and Spearman correlation tests (Figure 2). Regarding PAL, all devices except the TANITA AM-160 (1.51±0.07; \( P > .05 \)), Panasonic Actimarker (1.56±0.08; \( P > .05 \)), and SUZUKEN Lifecorder (1.55±0.04; \( P > .05 \)) showed significant differences in PAL compared with PAL\(_{\text{cha}}\) (1.56±0.17; Tables 3 and 4). No devices showed a significant correlation with PAL\(_{\text{cha}}\) according to both Pearson and Spearman correlation tests (Tables 3 and 4). PAEE/body weight also showed similar results for PAL (Tables 3 and 4). Moreover, similar results were obtained in partial correlation test using body weight as a control variable.
Figure 1. Differences between PAEEcha (physical activity energy expenditure) or PAEEdlw and each PAEEdev on a standardized day and 15 free-living days. Note: (a) The correlations between PAEEcha or PAEEdlw in x axis and delta as PAEEdev - PAEEcha or PAEEdev - PAEEdlw in y axis were showed. (b) \( P < .05 \) vs PAEEcha or PAEEdlw. (c) \( P < .05 \) in correlations. PAEE: physical activity energy expenditure; MAPE: mean absolute percentage error; avg: average; SD: standard deviation.

### A standardized day (Measured by metabolic chamber: 528.8 ± 149.4 kcal/day)

<table>
<thead>
<tr>
<th>Device</th>
<th>Difference in PAEE between each device and metabolic chamber (kcal/day)</th>
<th>Estimated PAEE by each device (kcal/day)</th>
<th>MAPE (%)</th>
<th>Bland-Altman</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-1200</td>
<td>-800</td>
<td>-400</td>
<td>0</td>
</tr>
<tr>
<td>Withings Pulse O2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Garmin vivofit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Misfit Shine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPSON PULSESENSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JAWBONE UP24</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ActiGraph GT3X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TANITA AM-160</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUZUKEN Lifecorder EX</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panasonic Actimarker</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit Flex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omron Active style Pro</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omron CaloriScan</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 15 free-living days (Measured by DLW method: 728.0 ± 162.7 kcal/day)

<table>
<thead>
<tr>
<th>Device</th>
<th>Difference in PAEE between each device and DLW method (kcal/day)</th>
<th>Estimated PAEE by each device (kcal/day)</th>
<th>MAPE (%)</th>
<th>Bland-Altman</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-1200</td>
<td>-800</td>
<td>-400</td>
<td>0</td>
</tr>
<tr>
<td>Withings Pulse O2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Garmin vivofit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Misfit Shine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPSON PULSESENSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JAWBONE UP24</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ActiGraph GT3X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TANITA AM-160</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUZUKEN Lifecorder EX</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panasonic Actimarker</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit Flex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omron Active style Pro</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omron CaloriScan</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 2. Correlation between PAEEcha (physical activity energy expenditure) and PAEEdev during 1 standardized day. Scattered plots between PAEEcha (x-axis) and PAEEdev (y-axis) during 1 standardized day. There was no significant correlation according to Pearson and Spearman tests. n.s.: nonsignificant.
### Table 3. The comparison between PAL<sub>cha</sub> and PAL<sub>dev</sub>, PAEE<sub>cha</sub>/wt (physical activity energy expenditure) and PAEE<sub>dev</sub>/wt.

<table>
<thead>
<tr>
<th>Devices</th>
<th>A standardized day</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PAEE&lt;sub&gt;cha&lt;/sub&gt;/wt: 9.2 ± 2.4 kcal/kg/day</td>
<td>Pearson correlation</td>
<td>Value, average (SD)</td>
</tr>
<tr>
<td>Withings Pulse O2</td>
<td>1.13 (0.04)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.08</td>
<td>0.5 (1.0)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Garmin vivofit</td>
<td>1.13 (0.02)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.27</td>
<td>0.5 (0.6)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Misfit Shine</td>
<td>1.30 (0.06)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.19</td>
<td>5.1 (1.5)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>EPSON PULSENSE</td>
<td>1.32 (0.11)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.08</td>
<td>5.4 (2.8)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>JAWBONE UP24</td>
<td>1.39 (0.06)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.19</td>
<td>5.6 (1.0)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>ActiGraph GT3X</td>
<td>1.47 (0.09)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.29</td>
<td>7.2 (1.8)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>TANITA AM-160</td>
<td>1.51 (0.07)</td>
<td>-0.13</td>
<td>8.8 (1.4)</td>
</tr>
<tr>
<td>SUZUKEN Lifecorder EX</td>
<td>1.55 (0.04)</td>
<td>-0.30</td>
<td>9.0 (0.8)</td>
</tr>
<tr>
<td>Panasonic Actimarker</td>
<td>1.56 (0.08)</td>
<td>-0.34</td>
<td>9.4 (1.5)</td>
</tr>
<tr>
<td>Fitbit Flex</td>
<td>1.63 (0.06)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.38</td>
<td>11.0 (1.2)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Omron Active style Pro</td>
<td>1.74 (0.07)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.44</td>
<td>12.7 (1.4)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Omron CaloriScan</td>
<td>1.78 (0.07)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.29</td>
<td>13.4 (1.2)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>PAL: physical activity level.  
<sup>b</sup>PAEE: physical activity energy expenditure.  
<sup>c</sup> <i>P</i> < 0.05 vs PAL<sub>cha</sub> or PAEE<sub>cha</sub>/wt.

### Table 4. The comparison between PAL<sub>dlw</sub> and PAL<sub>dev</sub>, PAEE<sub>dlw</sub>/wt and PAEE<sub>dev</sub>/wt.

<table>
<thead>
<tr>
<th>Devices</th>
<th>15 free-living days</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PAEE&lt;sub&gt;dlw&lt;/sub&gt;/wt: 12.8 ± 3.1 kcal/kg/day</td>
<td>Pearson correlation</td>
<td>Value, average (SD)</td>
</tr>
<tr>
<td>Withings Pulse O2</td>
<td>1.12 (0.04)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.24</td>
<td>0.2 (1.1)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Garmin vivofit</td>
<td>1.11 (0.03)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.08</td>
<td>0.0 (0.7)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Misfit Shine</td>
<td>1.22 (0.06)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.02</td>
<td>2.9 (1.6)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>EPSON PULSENSE</td>
<td>1.30 (0.10)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.31</td>
<td>4.7 (2.5)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>JAWBONE UP24</td>
<td>1.31 (0.07)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.30</td>
<td>4.1 (1.4)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>ActiGraph GT3X</td>
<td>1.37 (0.13)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.11</td>
<td>5.2 (2.7)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>TANITA AM-160</td>
<td>1.48 (0.11)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.01</td>
<td>8.1 (2.4)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>SUZUKEN Lifecorder EX</td>
<td>1.53 (0.08)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.12</td>
<td>8.7 (1.5)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Panasonic Actimarker</td>
<td>1.56 (0.10)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.26</td>
<td>9.3 (2.1)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Fitbit Flex</td>
<td>1.57 (0.11)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.08</td>
<td>9.8 (2.3)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Omron Active style Pro</td>
<td>1.72 (0.10)</td>
<td>0.14</td>
<td>12.4 (1.9)</td>
</tr>
<tr>
<td>Omron CaloriScan</td>
<td>1.71 (0.09)</td>
<td>-0.07</td>
<td>12.2 (1.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PAL: physical activity level.  
<sup>b</sup>PAEE: physical activity energy expenditure.  
<sup>c</sup> <i>P</i> < 0.05 vs PAL<sub>dlw</sub> or PAEE<sub>dlw</sub>/wt.
Doubly Labeled Water Study

During the 15 free-living days experiment, the PAEE\textsubscript{dlw} was 728.0±162.7 kcal/day. The PAEEs from all devices except the Omron Active style Pro (716.2±159.0 kcal/day; \textit{P}>.05) and Omron CaloriScan (707.5±172.7 kcal/day; \textit{P}>.05) were significantly underestimated (Figure 1). Only 2 devices, the Omron Active style Pro (\textit{r}=0.46; \textit{P}=.045) and Panasonic Actimarker (\textit{r}=0.48; \textit{P}=.04), showed significant positive Pearson correlations. In addition, 3 devices, the TANITA AM-160 (\textit{r}=.50; \textit{P}=.03), Omron CaloriScan (\textit{r}=.48; \textit{P}=.04), and Omron Active style Pro (\textit{r}=.48; \textit{P}=.04), can be ranked in PAEE\textsubscript{dev} (Figure 3). On the other hand, systematic biases indicated by Bland-Altman plots were observed for all devices with negative coefficients (Figure 1). Regarding PAL, all devices except the Omron Active style Pro (1.72±0.10; \textit{P}>.05) and Omron CaloriScan (1.71±0.09; \textit{P}>.05) showed significant differences in PAL\textsubscript{dev} compared with PAL\textsubscript{dlw} (1.73±0.21; Tables 3 and 4). No devices showed a significant correlation with PAL\textsubscript{dlw} according to both Pearson and Spearman tests (Tables 3 and 4). PAEE/body weight also showed results similar to those of PAL (Tables 3 and 4). Moreover, similar results with partial correlation were obtained using body weight as a control variable.

Figure 3. Correlation between PAEE\textsubscript{dlw} (physical activity energy expenditure) and PAEE\textsubscript{dev} during 15 free-living days. Scatter plots for PAEE\textsubscript{dlw} (x-axis) and PAEE\textsubscript{dev} (y-axis) during 15 free-living days. Upper and lower values for \textit{r} and \textit{p} resulting from Pearson and Spearman correlation tests, respectively, are shown. n.s.: nonsignificant.
It has also shown many inconsistent results such as overestimated EE [4,33,34], and comparable EE [8]. It has also been reported that the EE estimations based on the Fitbit were largely different depending on the activity types performed during those studies [8,12]. These discrepancies may have been dependent on the differences in the standard criteria, EE assessment method, and selected activities. In this study, the PAEE estimated by the Fitbit Flex was somewhat comparable with standard PAEEs during a standardized day and during 15 free-living days in consumer-based wearable devices, which was consistent with the results of the Fitbit Zip [11]. Furthermore, in this study, the JAWBONE UP24 underestimated PAEEs during both experiments, which was consistent with the results of previous studies [7,11]. However, the Misfit Shine and Garmin Vivofit underestimated PAEE during this study but overestimated PAEE during previous studies [7,9]. Attention is necessary when directly comparing the present results of this study with the previous results because what was used to evaluate PAEE was slightly different. We evaluated TEE−BMR−TEE×0.1 as PAEE (ie, net EE with PA); however, most previous studies that evaluated EE included the BMR or REE during experimental activities as PAEE. We also compared the unique indices of PAEE provided by several devices as PAEEcha (Table 5). These were indicated on the app as active EE or exercise EE. However, no parameters were significantly correlated with PAEEcha. Most evidence that demonstrated the relationship between PA and risk reduction of disease based on epidemiological studies were described as the amount of PA but not as the TEE. Therefore, it is important to accurately assess daily PAEE in terms of preventive medicine and public health.

### Underestimation Under Free Living

In a comparison of the results of the standardized day and those of 15 free-living days, all wearable devices except the Omron CaloriScan and Omron Active style Pro underestimated PAEE for 15 free-living days, whereas 6 devices underestimated PAEE, and 3 devices overestimated PAEE on the standardized day. Because TEE measurements using the metabolic chamber have been reported as not significantly different from TEE measured by DLW methods on the same days [35], our results were not caused by different criteria for the TEE assessment.

**Principal Findings**

We examined the validity of 12 consumer-based and research-grade wearable devices for estimating PAEE using a metabolic chamber and the DLW method as standard methods. On the standardized day, most of the wearable devices showed significant differences in PAEE when compared with PAEEcha (MAPE 26.5%-93.7%). Moreover, all wearable devices except the Omron CaloriScan and Omron Active style Pro significantly underestimated values during 15 free-living days (MAPE 19.4%-100.2%). These results were similar, even for PAL. The number of wearable devices with significant differences in PAEE compared with the standard criteria in this study was greater than the number of devices with significant differences in TEE in our previous study using same 12 devices; we found that only 2 devices during the standardized day and 4 devices during 15 free-living days showed significant differences in TEE compared with the standard criteria [5]. These results showed that wearable devices had lesser accuracy when estimating PAEE than TEE, which included the BMR.

### Comparison With Previous Studies

Several studies have evaluated the validity of EE estimated by wearable devices during some activities [7-14]. Most of these studies were conducted during very short structured activities in laboratories. For the most studied device (Fitbit), there were many inconsistent results such as overestimated EE [4,33,34], underestimated EE [11,12], and comparable EE [8]. It has also been reported that the EE estimations based on the Fitbit were largely different depending on the activity types performed during those studies [8,12]. These discrepancies may have been dependent on the differences in the standard criteria, EE assessment method, and selected activities. In this study, the PAEE estimated by the Fitbit Flex was somewhat comparable with standard PAEEs during a standardized day and during 15 free-living days in consumer-based wearable devices, which was consistent with the results of the Fitbit Zip [11]. Furthermore, in this study, the JAWBONE UP24 underestimated PAEEs during both experiments, which was consistent with the results of previous studies [7,11]. However, the Misfit Shine and Garmin Vivofit underestimated PAEE during this study but overestimated PAEE during previous studies [7,9]. Attention is necessary when directly comparing the present results of this study with the previous results because what was used to evaluate PAEE was slightly different. We evaluated TEE−BMR−TEE×0.1 as PAEE (ie, net EE with PA); however, most previous studies that evaluated EE included the BMR or REE during experimental activities as PAEE. We also compared the unique indices of PAEE provided by several devices as PAEEcha (Table 5). These were indicated on the app as active EE or exercise EE. However, no parameters were significantly correlated with PAEEcha. Most evidence that demonstrated the relationship between PA and risk reduction of disease based on epidemiological studies were described as the amount of PA but not as the TEE. Therefore, it is important to accurately assess daily PAEE in terms of preventive medicine and public health.

**Unique PAEE by Consumer-Based Devices**

On the standardized day, we also compared the PAEEcha with the unique PAEE parameters obtained by 6 of the 8 consumer-based devices (Table 5). The absolute values from each device were not compared with PAEEcha because we could not find any information about these parameters and could not define the value as PAEE. None of the parameters showed a significant correlation with PAEEcha.

**Discussion**

We examined the validity of 12 consumer-based and research-grade wearable devices for estimating PAEE using a metabolic chamber and the DLW method as standard methods. On the standardized day, most of the wearable devices showed significant differences in PAEE when compared with PAEEcha (MAPE 26.5%-93.7%). Moreover, all wearable devices except the Omron CaloriScan and Omron Active style Pro significantly underestimated values during 15 free-living days (MAPE 19.4%-100.2%). These results were similar, even for PAL. The number of wearable devices with significant differences compared with standard PAEEs during a standardized day and during 15 free-living days in consumer-based wearable devices, which was consistent with the results of the Fitbit Zip [11]. Furthermore, in this study, the JAWBONE UP24 underestimated PAEEs during both experiments, which was consistent with the results of previous studies [7,11]. However, the Misfit Shine and Garmin Vivofit underestimated PAEE during this study but overestimated PAEE during previous studies [7,9]. Attention is necessary when directly comparing the present results of this study with the previous results because what was used to evaluate PAEE was slightly different. We evaluated TEE−BMR−TEE×0.1 as PAEE (ie, net EE with PA); however, most previous studies that evaluated EE included the BMR or REE during experimental activities as PAEE. We also compared the unique indices of PAEE provided by several devices as PAEEcha (Table 5). These were indicated on the app as active EE or exercise EE. However, no parameters were significantly correlated with PAEEcha. Most evidence that demonstrated the relationship between PA and risk reduction of disease based on epidemiological studies were described as the amount of PA but not as the TEE. Therefore, it is important to accurately assess daily PAEE in terms of preventive medicine and public health.

<table>
<thead>
<tr>
<th>Number</th>
<th>Devices</th>
<th>Item</th>
<th>Standardized day (PAEEcha; 528.8 ± 149.4 kcal/day) Value, average (SD)</th>
<th>Pearson correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fitbit Flex</td>
<td>N/Ab</td>
<td>—c</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>JAWBONE UP24</td>
<td>active energy expenditure</td>
<td>503.3 (77.9 )</td>
<td>0.30</td>
</tr>
<tr>
<td>3</td>
<td>Misfit Shine</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>EPSON PULSENSE</td>
<td>active energy expenditure</td>
<td>416.2 (173.1 )</td>
<td>0.14</td>
</tr>
<tr>
<td>5</td>
<td>Garmin vivofit</td>
<td>exercise energy expenditure (web)</td>
<td>212.4 (44.4)</td>
<td>0.32</td>
</tr>
<tr>
<td>6</td>
<td>TANITA AM-160</td>
<td>active energy expenditure</td>
<td>726.8 (168.7)</td>
<td>0.39</td>
</tr>
<tr>
<td>7</td>
<td>Omron CaloriScan</td>
<td>active energy expenditure (web)</td>
<td>774.3 (137.1)</td>
<td>0.40</td>
</tr>
<tr>
<td>8</td>
<td>Withings Pulse O2</td>
<td>activity energy expenditure</td>
<td>318.4 (54.8)</td>
<td>0.23</td>
</tr>
</tbody>
</table>

---

**Table 5.** The comparison between PAEEcha and the unique PAEE parameters extracted from each consumer-based wearable device.

---

*PAEE: physical activity energy expenditure.

bFitbit and Misfit Shine were not available for unique PAEE parameters in their app and website.

cNot applicable.
Underestimation by most devices during 15 free-living days may have been partly caused by the nonwearing time. We calculated the average PAEE during the nonwearing time (PAEE_{nonwear}) by multiplying the nonwearing time by MET corresponding to the PA performed [20] based on the daily log recorded by participants. Even if PAEE_{nonwear} derived from each wearable device were added to each PAEE_{dev}, PAEE would have remained underestimated. This means that many types of PA are underestimated during free-living days.

It has been reported that cycling and washing laundry are underestimated by wearable devices [8,12]. Moreover, standing that does not produce acceleration may be classified as sedentary behavior [36]. These types of PA during free-living days may have caused underestimation of PAEE in this study. Although early consumer-based wearable devices for estimating PA relied on movement sensors alone (eg, accelerometers), more recently developed wearable devices integrate several physiological or geographical outputs, including heart rate, skin temperature, galvanic skin response, and a global positioning system [37]. PAEE that cannot be captured by an accelerometer may be accurately estimated using these multisensor wearable devices in the future. Another reason for the underestimation of PAEE during free-living days could have been transition in postures (eg, sit-to-stand), transition in directions, and acceleration and deceleration during movements. Recent studies have suggested that significant additional EE is associated with changing directions and/or changing postures [38-41], and those transitions are often observed during free-living days [42,43]. However, those elements were not usually considered to establish and validate PA monitors. To assess actual PAEE during daily life, it is necessary to continuously evaluate the validity of these sensors for estimating PAEE.

Perspectives

Wearable devices can be powerful tools that provide not only individual information but also large-scale population data on a global scale. Most wearable devices can connect to the internet through an app on a user’s mobile phone and collect data. Using 68 million days of step count data from 717,517 users of the Argus Smartphone app, Althoff et al [44] showed that inequality in PA within a country was associated with the prevalence of obesity in the population. Moreover, multiple aspects of health behavior need to be monitored simultaneously and continually because our health outcomes resulted from various health behaviors that included not only PA but also daily diet, smoking, and sleep [45]. Under such circumstances, it is important to be able to properly evaluate the multilateral health behavior and physiological parameters globally. However, some problems have been highlighted by the continuous wearing of such a device. One-third of owners of a consumer-based wearable device stopped using it within 6 months [15]. Therefore, it is necessary to enhance continuity and strive to maintain and improve health outcomes through various other approaches.

Limitations

There were some limitations to this study. First, the sample size was small and restricted to normal-weight individuals; therefore, results cannot be generalized to obese or lean people. Comprehensive validation extending to other populations with various PALs is required. Because it was expected that some types of PA were underestimated and some were overestimated by wearable devices, different PA situations may lead to different results. Second, we could not examine the validity of all wearable devices for all types of activity during a standardized day. Different settings using different intensities and other types of activities may lead to different results. We also need to confirm the results in different settings or examine the validity of each activity performed during a standardized day to reveal the causes of the underestimation and overestimation. Third, BMR values estimated by several wearable devices were obtained as whole-day values with stable situation. This was not supposed by the manufacturers; therefore, we might have used BMR incorrectly for several devices, which might have led to erroneous estimations of PAEE because it was calculated by subtracting the BMR from the TEE. Therefore, comparisons of absolute values of PAEE for these devices in this study must be interpreted with caution.

Conclusions

In conclusion, most wearable devices showed PAEEs that were significantly different from those estimated using gold standard methods during a standardized day and 15 free-living days. It is possible that the PAEE of some PA is underestimated during free-living situations by wearable devices. The development of wearable devices that can accurately estimate PAEE will lead people to use them as motivational tools. Moreover, this will allow researchers to precisely understand PA in an observational study or intervention study, thereby leading to public health recommendations based on scientific evidence.
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**Abbreviations**

AMED: Japan Agency for Medical Research and Development  
BMI: body mass index  
BMR: basal metabolic rate  
DIT: dietary-induced thermogenesis  
DLW: doubly labeled water  
EE: energy expenditure  
FQ: food quotient  
IRMS: isotope ratio mass spectrometer  
MAPEs: mean absolute percent errors  
MET: metabolic equivalent  
PA: physical activity  
PAEE: physical activity energy expenditure  
PAL: physical activity level  
rCO$_2$: carbon dioxide production rate  
REE: resting energy expenditure  
TBW: total body water  
TEE: total energy expenditure  
VCO$_2$: carbon dioxide output  
VO$_2$: oxygen uptake