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Abstract

Background: The COVID-19 pandemic has become a global public health event, which has raised concerns regarding individuals’ health. Individuals need to cope with the COVID-19 pandemic with guidelines on symptom recognition, home isolation, and maintain mental health. Besides routine use of mobile health (mHealth) such as accessing information to keep healthy, individuals can use mHealth services in situations requiring urgent medical care, which is defined as mHealth emergency use. It is not known whether individuals have increased their daily mHealth services emergency use as a result of disruptions caused by the COVID-19 pandemic.

Objective: The purpose of this diary analysis study is to assess the influences of daily disruptions related to the COVID-19 pandemic on individuals’ mHealth emergency use. The secondary purpose of this study is to explore the mediating role of COVID-19–induced strain and the moderating role of promotion regulatory focus in the relationship between daily disruptions of COVID-19 and mHealth emergency use. Drawing from the cognitive activation theory of stress, we investigated the underlying mechanism and boundary condition of the influence of COVID-19–related disruptions on daily mHealth emergency use.

Methods: To test the proposed model, this study adopts the experience sampling method to collect daily data. The experience sampling method helps researchers to capture participants’ fluctuations in emotions, mental engagement in an activity, and experienced stress. This study collected 550 cases nested in 110 samples in mainland China to test the conceptual model. In addition, we employed hierarchical linear modeling analysis to test the effect of COVID-19–related disruptions on mHealth emergency use.

Results: We found that COVID-19–related disruptions increased COVID-19–induced strain (γ=0.24, P<.001) and mHealth emergency use on a daily basis (γ=0.28, P<.001). COVID-19–induced daily strain mediated this relationship (effect=0.09, 95% CI 0.05-0.14). Promotion regulatory focus moderated the relationship between COVID-19–induced strain and mHealth emergency use (γ=0.35, P=.02). In addition, the indirect relationship between disruptions and mHealth emergency use intentions through COVID-19–induced strain is contingent upon promotion regulatory focus: this relationship was stronger in those with high promotion regulatory focus (effect=0.12, 95% CI 0.06-0.19) than in those with low promotion regulatory focus (effect=0.06, 95% CI 0.02-0.11).

Conclusions: Event disruption of the COVID-19 pandemic induced mHealth emergency use intention through increased psychological strain. Furthermore, individuals’ promotion regulatory focus amplified this indirect relationship. Our findings extend our understanding of the factors underlying mHealth emergency use intention and illustrate the potential contingent role of promotion regulatory focus in the cognitive activation theory of stress. This study also opens avenues for future research on mHealth emergency use intention in other countries and cultural settings.
Introduction

Background

The COVID-19 pandemic has become a worldwide public health event. This has resulted in greater concerns regarding one’s health and well-being [1]. Similar to the research of Morgeson et al [2], this study considers event disruption as a negative influence on behaviors of health information system use. Event disruption is defined as a discontinuity in the environment where the external situation has somehow changed [3]. The COVID-19 pandemic has likely transformed people’s routines and, thus, requires an additional investment of resources to adapt effectively to cope with increased health concerns [4].

Mobile health (mHealth) service is defined as health care practice supported by mobile devices. Given that our research focuses on the mHealth service in the COVID-19 pandemic, the mHealth service in this study includes apps that health care professionals use to treat clinical disease, reinforce treatment adherence, provide consultation to the users, and educate users on self-monitoring of the disease COVID-19 [5]. mHealth service is an essential component of health information technology, which has the potential to enhance health care quality and promote good health [6-8]. Besides routine use, individuals use mHealth services in situations requiring urgent medical care, which is defined as mHealth emergency use [8]. The aims of mHealth emergency use are to help users to acquire appropriate care in urgent situations and improve the efficiency of treatment toward specific disease [9]. mHealth services can facilitate the fast delivery of health care information to the users, assisting users to make medical decisions in emergencies [8]. The outbreak of the COVID-19 pandemic is a serious public health event and threatens everyone’s health. However, it is not yet known whether the COVID-19 pandemic influences mHealth emergency use. Furthermore, the pandemic situation changes on a daily basis, resulting in corresponding daily changes in disruptions and their effects. Therefore, our first research question asks whether event disruption of the COVID-19 pandemic increases daily mHealth emergency use.

The cognitive activation theory of stress (CATS) [10,11] addresses the role of cognitive appraisal and interpretation in shaping the way an individual responds to stressful events [12]. When the event is regarded as threatening and challenging, the individual may experience strain, which is defined as an unpleasant subjective experience toward a specific event [13]. Considering the disruptions caused by the COVID-19 pandemic, the strain will likely be induced and consequently impact an individual’s attitudes and preferred coping strategies [14]. Our second research question is whether psychological strain mediates the relationship between event disruption of the COVID-19 pandemic and mHealth emergency use on a daily basis.

Whether an individual decides to use mHealth to cope with COVID-19–induced strain is contingent upon their preferred method to deal with problems [15]. Prior research has demonstrated the critical role of promotion regulatory focus in facilitating individuals’ adoption of new technologies [16,17]. Promotion regulatory focus denotes a sensitivity to gains and a desire for advancement and growth [18]. Individuals with strong promotion regulatory focus have greater intentions to use mHealth to help cope with COVID-19–induced strain. The third research question of this study is to investigate whether the indirect relationship between event disruption and mHealth emergency use intention through COVID-19–induced strain is contingent upon individuals’ promotion regulatory focus.

To address our three research questions, we used the experience sampling method to test the conceptual model (see Figure 1). Our study has three potential contributions to mHealth literature. First, this study examines the temporal relationship between the event disruption of the COVID-19 pandemic and mHealth emergency use intention. Second, this study explores the underlying mechanism through which the event disruption impacts mHealth emergency use intention by examining the mediating role of COVID-19–induced strain. Third, this study depicts the boundary condition under which event disruption is more or less influential on mHealth emergency use intention through COVID-19–induced strain by exploring the moderating role of promotion regulatory focus.
**Literature Review of CATS**

CATS proposes that stress occurs with a discrepancy between desired outcomes and reality [19]. Individuals will feel stress when the future is unpredictable or their resources are not sufficient to cope with the demands [11], whereas if individuals have control over the situations to achieve favorable outcomes, the stress will not occur [20]. Cognitive appraisal is the central role of cognitive activation [11]. Primary and secondary appraisals are two sequential stages in the cognitive appraisal process [21]. In the primary appraisal stage, individuals will evaluate the target events as harmful or beneficial. If such events are regarded as harmful, individuals will then evaluate the extent that they can overcome such harmful events in the secondary appraisal [22]. When they cannot handle the stressful events, the strain would arise. Individuals are motivated to take the necessary strategies and change their attitudes to get rid of strain [23]. Especially when individuals anticipate that their chosen responses to stressful events will be associated with a favorable outcome, they are coping [11].

CATS offers us a framework to elaborate on the influences of the COVID-19 pandemic on individuals’ mHealth emergency use. The unpredictable and detrimental characteristics of the COVID-19 pandemic change individuals’ life and work. Confronted with such changes, the strain will arise in individuals and further shape their attitudes and coping behavior. mHealth is an effective instrument to realize disease prevention and health promotion [24], which helps individuals to successfully cope with the COVID-19 pandemic. Therefore, this study adopts CATS as the overarching theory to explain the indirect relationship between the COVID-19 pandemic and mHealth emergency use intention through COVID-19–induced strain.

**Hypothesis Development**

**Event Disruption, mHealth Emergency Use Intention, and COVID-19–Induced Strain**

When events are urgent, unpredictable, unexpected, and threatening, they are regarded as stressful and may result in negative psychological, physical, and physiological outcomes [25]. CATS posits that strain or stress experience arises from challenging stressful events [26,27].

This corresponds with the event disruptions of the COVID-19 pandemic, which reflect change and discontinuity of the external situation [2]. The COVID-19 pandemic has significantly changed the way individuals live and work. For instance, Chinese citizens are required to quarantine and work from home [28]. The COVID-19 pandemic has transformed daily routines, requiring individuals to invest considerable resources and energies to adapt effectively. Risk of exposure to the virus, uncertainty about income, shortages of protective equipment, and irregular work hours have all contributed to the increase in stress experience or strain [29,30]. Additionally, the COVID-19 pandemic situation changes on a daily basis, and therefore, the effects on stress levels also change on a daily basis. Taken together, we hypothesize that:

- **Hypothesis (H)1:** Event disruption is positively associated with COVID-19–induced strain on a daily basis.

CATS links stressful events with coping behavior [11]. Stress coping refers to the constant adaptation of cognitive and behavioral efforts to deal with specific demands deriving from external or internal situations [31]. Two determinants of coping behavior are the specific context of the stressful situation and the individual’s expectations about the outcomes [11,31].

Regarding the context of stress, an individual’s coping response depends on their appraisal of the demands and resources available to handle the stressful event [32]. COVID-19–induced strain mainly arises from the uncertainty of infection and the risk of exposure to the virus [29]. To maintain their health status and prevent unexpected infection, individuals are driven to seek relevant information and help from professional medical personnel [33], which can be accommodated by mHealth. Through integrating advanced technology, mHealth can be accessed using portable and wireless communication equipment such as a tablet, mobile phone, or wearable device [8]. The remote and instant availability of mHealth provides convenience for recipients, especially during the COVID-19 pandemic [34].

In terms of expectations, the choice of coping behavior is determined by an individual’s anticipated outcome [8]. If desirable outcomes are expected, individuals are more likely to choose positive coping strategies in response to stressful experiences [35]. The COVID-19–induced strain has increased public health concerns. The uncertainty and unpredictability of COVID-19 require that individuals access instant and accurate information. Appropriate consultation and treatment can be provided via mHealth in situations of urgency [36]. Research
has demonstrated the vital role that mHealth plays in the implementation of prehospital measures in response to specific diseases [37]. It effectively facilitates the delivery of health care services and accurate health-related information [38]. Based on these findings, we infer that mHealth is a preferred coping tool for daily COVID-19–induced strain. Therefore, we hypothesize the following:

- **H2:** COVID-19–induced strain is positively correlated with mHealth emergency use intention on a daily basis.

The event disruption of the COVID-19 pandemic makes the external situations unpredictable and uncertain. The changes in life induce stress experience in individuals. To cope with event disruption and COVID-19–induced strain on a daily basis, individuals are more likely to use mHealth in urgent situations to promote health status and prevent a specific disease. In this vein, we further hypothesize that:

- **H3:** COVID-19–induced strain mediates the relationship between event disruption and daily mHealth emergency use intention.

**Moderating Role of Promotion Regulatory Focus**

CATS suggests that the choice of coping behavior is determined by the interaction of personal and contextual variables [31]. Regulatory focus is regarded as one of the most important personality variables impacting coping behavior [15] and explains the motivations underlying goal setting [16]. The literature divides regulatory focus into two categories: promotion and prevention focus [39]. An individual with high prevention regulatory focus tries to ensure that they meet the minimum requirements, whereas those with high promotion regulatory focus strive to optimize the situation to achieve ideals and nurturance [40]. Research has shown that promotion regulatory focus plays a critical role in facilitating coping with stress positively [41]. Given that the use of mHealth is an active effort toward resolving COVID-19–induced strain, we adopted promotion rather than prevention regulatory focus to represent a personal preference of coping strategies.

In the context of COVID-19–induced strain, individuals with high promotion regulatory focus may regulate their actions and attitudes to achieve favorable outcomes [42] by generating potential approaches and strategies. When experiencing COVID-19–induced strain, they may seek immediate access to accurate medical information and health care services to reduce their health concerns as well as those of people who are close to them [29]. mHealth may be particularly suited to these individuals because of its timeliness and accessibility. In contrast, individuals with low promotion regulatory focus will not prioritize an optimal outcome and therefore will not consider access to health care services as urgent. These individuals are less likely to use mHealth to help cope with COVID-19–induced strain. Therefore, we hypothesize the following:

- **H4:** Promotion regulatory focus will moderate the relationship between daily COVID-19–induced strain and mHealth emergency use intention, such that the relationship is stronger in the condition of high promotion regulatory focus than in the condition of low promotion regulatory focus.

As previously mentioned, event disruptions of the COVID-19 pandemic cause unpredictable and unfavorable changes in personal and work life, which elevates stress experience. This induced strain may drive individuals to use mHealth in urgent situations, especially those with high promotion regulatory focus, as this will allow them to promote good health and prevent disease. We hypothesize that:

- **H5:** Promotion regulatory focus will moderate the indirect relationship between event disruption and daily mHealth emergency use intention through COVID-19–induced strain, such that the indirect relationship is stronger in the condition of high promotion regulatory focus than in the low promotion regulatory focus.

**Methods**

**Data Collection**

Based on the research of Du et al [43], we used convenience sampling to recruit our participants. We sought help from the administrative staff at the university. With their help, we contacted the alumni who updated their contact information within 2 years. We recruited the participants through the alumni networks of the public university in China. Through this convenience sampling method, we invited the participation of the alumni living or working in diverse areas in China, thereby bolstering the external validity of the research findings. The inclusion criteria included having a certain degree of smartphone use experience (≥1 year), living or working in mainland China, and having a mobile phone or tablet connected to the internet. The WeChat smartphone app was adopted for this study because of its popularity in China. A research group was created on WeChat, with an initial invitation to 150 potential participants to join the group.

The data collection contained two stages. On February 23, 2020, participants were asked to complete a baseline questionnaire regarding demographic information (gender, age, education) and promotion regulatory focus. From February 24 to 28, 2020, participants were sent a website link at 11 AM that assessed event disruptions and at 5 PM that assessed COVID-19–induced strain and mHealth emergency use intention on each day. Participants were asked to complete the questionnaires within 2 hours. Of the 150 individuals invited, we collected 550 matched responses from a total of 110 participants, yielding an effective response rate of 73.3%. The 110 participants received a ¥25 (about US $3.53) inconvenience allowance.

**Measurement Development**

All of the measures of the constructs were developed based on previous research. We adapted each item to fit the daily gathering of data. For instance, one item of the original work strain scale is “I often feel too tense due to my work.” We adapted it as “Due to COVID-19 Pandemic, I lived and worked under a great deal of tension today” to fit the COVID-19 pandemic and the daily research context. Specifically, in accordance with suggestions from Donald et al [44], short scales were adopted to minimize the nonresponse rate. A 7-point Likert scale was used, ranging from 1 (strongly disagree) to 7 (strongly agree).
Daily Measurement

Event Disruptions

Measures for event disruptions were adapted from four items developed by Morgeson et al [2]. The sample item was “Today, COVID-19 pandemic disrupted my ability to get its work done.” The average score of this scale ranged from 1 to 7. The scale yielded a Cronbach alpha of .93.

COVID-19–Induced Strain

The COVID-19–induced strain was measured by three items adapted from the scale developed by House and Rizzo [45]. The sample item was “Due to COVID-19 Pandemic, I lived and worked under a great deal of tension today.” The range of the average score was from 1 to 7. The reliability of this scale was .76.

Emergency Use Intention

mHealth emergency use intention was measured by three items developed by Liu et al [8]. The sample item was “Today, I intended to use mHealth services under urgent medical requirements.” The range of the score was from 1 to 7. The Cronbach alpha of this scale was .92.

Baseline Measurement

Promotion Regulatory Focus

The regulatory focus has been regarded as a personality trait, which is stable and not probable to change in a short time. Thus, this study put promotion regulatory focus at the baseline measurement [46-48]. Promotion regulatory focus was measured by nine items developed by Lockwood et al [49]. The sample item of this scale was “I frequently imagine how I will achieve my hopes and aspirations.” The average score of this scale ranged from 1 to 7. The alpha of this scale was .93.

Control Variables

We also collected demographic data including gender, education, age, and chronic disease, as they may influence mHealth use intention [8,50].

Analytical Strategy

The data was nested, as the data were collected using the experience sampling method. The data had a two-level hierarchical structure, where daily level or within-person level data was positioned at level one and individual level or between-person level data was positioned at level two [51]. We, therefore, used hierarchical linear modeling (HLM) for our analyses [52].

The analysis contained two stages. First, we investigated the within-person level variance in the daily variables. The results showed about a 71%-85% variance for the within-person level for event disruption, COVID-19–induced strain, and mHealth emergency use intention, justifying the use of HLM. Second, we performed HLM (version 6.08) using a restricted maximum likelihood estimation for the parameter analyses. We conducted a moderated mediation model analysis with a random slope and used robust estimators in level one to indicate the daily or within-person effect. The daily variables (event disruption, COVID-19–induced strain, and mHealth emergency use intention) were group-centered.

Results

Participants

Table 1 shows the results of demographic information. Among the 110 participants, 54.5% (n=60) were males. Of the participants, 0.9% (n=1) only received primary school education, 1.8% (n=2) graduated from junior school, 27.3% (n=30) graduated from senior high school, 23.6% (n=26) held college certificates, and 46.4% (n=51) held Bachelor’s degrees or above. Regarding chronic disease, 88.4% (n=97) of the participants did not have a chronic disease. For the distribution of age, 1.8% (n=2) of the participants were younger than 26 years, 45.5% (n=50) ranged from 26 to 35 years, 32.7% (n=36) ranged from 36 to 45 years, and 20% (n=22) were older than 45 years.
Table 1. Participants’ demographic data (N=110).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>60 (54.5)</td>
</tr>
<tr>
<td>Female</td>
<td>50 (45.5)</td>
</tr>
<tr>
<td><strong>Chronic disease</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>97 (88.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>13 (11.6)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Senior school</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>High school</td>
<td>30 (27.3)</td>
</tr>
<tr>
<td>College</td>
<td>26 (23.6)</td>
</tr>
<tr>
<td>Bachelor’s and above</td>
<td>51 (46.4)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;26</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>26-35</td>
<td>50 (45.5)</td>
</tr>
<tr>
<td>36-45</td>
<td>36 (32.7)</td>
</tr>
<tr>
<td>≥46</td>
<td>22 (20.0)</td>
</tr>
</tbody>
</table>

Multilevel Confirmatory Analysis

Given that our daily data were nested, we adopted multilevel confirmatory factor analysis rather than exploratory factor analysis to test the validity of the measurements and the common method variance [43,53]. The results showed that the proposed four-factor model yielded a better model fit ($\chi^2_{57}=151.22$; root mean square error of approximation 0.06; comparative fit index 0.96; Tucker–Lewis index 0.95; standardized root mean square residual 0.03) than any other model. The results are shown in Table 2.

Table 2. Results of multilevel confirmatory factor analysis.

<table>
<thead>
<tr>
<th>Models</th>
<th>Chi–square (df)</th>
<th>△ chi-square</th>
<th>P value</th>
<th>RMSEA&lt;sup&gt;a&lt;/sup&gt;</th>
<th>CFI&lt;sup&gt;b&lt;/sup&gt;</th>
<th>TLI&lt;sup&gt;c&lt;/sup&gt;</th>
<th>SRMR&lt;sup&gt;d&lt;/sup&gt; (within)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU&lt;sup&gt;e&lt;/sup&gt;, ED&lt;sup&gt;f&lt;/sup&gt;, LS&lt;sup&gt;g&lt;/sup&gt;, PF&lt;sup&gt;h&lt;/sup&gt;</td>
<td>151.22 (57)</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A</td>
<td>0.06</td>
<td>0.96</td>
<td>0.95</td>
<td>0.03</td>
</tr>
<tr>
<td>EU+ED, LS, PF</td>
<td>451.15 (59)</td>
<td>299.93</td>
<td>&lt;.001</td>
<td>0.11</td>
<td>0.84</td>
<td>0.78</td>
<td>0.19</td>
</tr>
<tr>
<td>EU+LS, ED, PF</td>
<td>420.60 (59)</td>
<td>269.38</td>
<td>&lt;.001</td>
<td>0.11</td>
<td>0.85</td>
<td>0.80</td>
<td>0.12</td>
</tr>
<tr>
<td>EU, LS+ED, PF</td>
<td>440.35 (59)</td>
<td>289.13</td>
<td>&lt;.001</td>
<td>0.11</td>
<td>0.85</td>
<td>0.79</td>
<td>0.16</td>
</tr>
<tr>
<td>EU+LS+ED, PF</td>
<td>658.05 (60)</td>
<td>506.83</td>
<td>&lt;.001</td>
<td>0.14</td>
<td>0.76</td>
<td>0.67</td>
<td>0.21</td>
</tr>
</tbody>
</table>

<sup>a</sup>RMSEA: root mean square error of approximation.
<sup>b</sup>CFI: comparative fit index.
<sup>c</sup>TLI: Tucker–Lewis index.
<sup>d</sup>SRMR: standardized root mean square residual.
<sup>e</sup>EU: mobile health emergency use intention.
<sup>f</sup>ED: event disruption.
<sup>g</sup>LS: COVID-19–induced strain.
<sup>h</sup>PF: promotion regulatory focus.
<sup>i</sup>N/A: not applicable.

Descriptive Statistics

Tables 3 and 4 show the means, SDs, reliabilities, and correlations of the variables both at the within- and between-person levels. The results showed that event disruption was significantly correlated with daily mHealth emergency use ($r=0.20$, $P<.001$) and daily COVID-19–induced strain ($r=0.29$, $P<.001$). Event disruption was associated with daily COVID-19–induced strain ($r=0.27$, $P<.001$).
### Table 3. Within-person level (N=550) means, SDs, and correlations.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean (SD)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. mHealth&lt;sup&gt;a&lt;/sup&gt; emergency use intention&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4.84 (0.99)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Event disruption&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.81 (0.69)</td>
<td>0.20</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. COVID-19–induced strain&lt;sup&gt;e&lt;/sup&gt;</td>
<td>4.20 (0.77)</td>
<td>0.29</td>
<td>0.27</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>mHealth: mobile health.

<sup>b</sup>Cronbach alpha=.92.

<sup>c</sup>N/A: Not applicable.

<sup>d</sup>Cronbach alpha=.93.

<sup>e</sup>Cronbach alpha=.76.

### Table 4. Between-person level (N=110) means, SDs, and correlations.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean (SD)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Gender</td>
<td>1.45 (0.50)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Education</td>
<td>4.13 (0.94)</td>
<td>0.68</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Chronic disease</td>
<td>1.12 (0.32)</td>
<td>0.06</td>
<td>0.07</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>.19</td>
<td>.12</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Age</td>
<td>2.71 (0.80)</td>
<td>-0.49</td>
<td>-0.24</td>
<td>-0.16</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.69</td>
<td>&lt;.001</td>
<td>.57</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>5. Promotion regulatory focus&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4.08 (0.35)</td>
<td>0.03</td>
<td>-0.15</td>
<td>-0.02</td>
<td>-0.15</td>
<td>1</td>
</tr>
<tr>
<td>r</td>
<td>.69</td>
<td>&lt;.001</td>
<td>.57</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.69</td>
<td>&lt;.001</td>
<td>.57</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: Not applicable.

<sup>b</sup>Cronbach alpha=.93.

### Hierarchical Linear Modeling

Daily event disruption had a significant positive relationship with both COVID-19–induced strain (Model 1: $\gamma=0.24$, $P<.001$) and mHealth emergency use intention (Model 2: $\gamma=0.28$, $P<.001$). Results of model 3 showed that COVID-19–induced strain was significantly positively correlated with mHealth emergency use intention ($\gamma=0.36$, $P<.001$) when mHealth emergency use intention was simultaneously regressed on strain and event disruption. H1 and H2 were supported. The results are shown in Table 5.

To further explore the mediating role of COVID-19–induced strain on the temporal relationship between event disruption and mHealth emergency use intention, a Monte Carlo bootstrapping test was performed using R (version 3.5.3; R Foundation for Statistical Computing). Both the direct relationship (effect=0.18, 95% CI 0.06-0.30) and indirect relationship (effect=0.09, 95% CI 0.05-0.14) were significant. The results are summarized in Table 6. H3 was supported.
The results for promotion regulatory focus are shown in model 4. The interaction of promotion regulatory focus with COVID-19–induced strain was positively associated with mHealth emergency use intention ($\gamma = 0.35, P = .02$). To further explore the moderating role of promotion regulatory focus, we performed a Monte Carlo bootstrapping test. The moderating effect of promotion regulatory focus on the relationship between COVID-19–induced strain and mHealth emergency use intention was significantly stronger in the condition of high promotion regulatory focus (effect = 0.49, 95% CI 0.34-0.65) than in the condition of low promotion regulatory focus (effect = 0.25, 95% CI 0.09-0.50). The difference was also significant (effect = 0.24, 95% CI 0.04-0.45), supporting H4. The moderating role of promotion regulatory focus is shown in Figure 2.

Finally, we used a Monte Carlo bootstrapping test to examine the moderated mediation model. The results showed that the indirect relationship between daily event disruption and mHealth emergency use intention through COVID-19–induced strain was significantly stronger when promotion regulatory focus was high (effect = 0.12, 95% CI 0.06-0.19) than when it was low (effect = 0.06, 95% CI 0.02-0.11). The difference between the two effects was significant (effect = 0.06, 95% CI 0.001-0.12), supporting H5.

### Table 5. Results of hierarchical linear model analysis.

<table>
<thead>
<tr>
<th>Variables</th>
<th>COVID-19–induced strain</th>
<th>mHealth emergency use intention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1(^b)</td>
<td>Model 2(^c)</td>
</tr>
<tr>
<td>Intercepts</td>
<td>$\gamma$</td>
<td>SE</td>
</tr>
<tr>
<td></td>
<td>3.43</td>
<td>0.21</td>
</tr>
<tr>
<td>Between-person (N=110)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>–0.14</td>
<td>0.09</td>
</tr>
<tr>
<td>Education</td>
<td>0.09</td>
<td>0.04</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>0.13</td>
<td>0.10</td>
</tr>
<tr>
<td>Age</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>Promotion regulatory focus</td>
<td>0.30</td>
<td>0.09</td>
</tr>
<tr>
<td>Within-person (N=550)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Event disruption</td>
<td>0.24</td>
<td>0.05</td>
</tr>
<tr>
<td>COVID-19–induced strain</td>
<td>N/A(^f)</td>
<td>N/A</td>
</tr>
<tr>
<td>Interactive item</td>
<td>COVID-19–induced strain $\times$ promotion regulatory focus</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\) mHealth: mobile health.
\(^b\) Pseudo $R^2 = 0.11$.
\(^c\) Pseudo $R^2 = 0.07$.
\(^d\) Pseudo $R^2 = 0.10$.
\(^e\) Pseudo $R^2 = 0.12$.
\(^f\) N/A: not applicable.
Table 6. Results of the Monte Carlo bootstrapping test.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Estimator</th>
<th>SE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Moderating effect of promotion regulatory focus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (M&lt;sup&gt;b&lt;/sup&gt; – SD)</td>
<td>0.25</td>
<td>0.08</td>
<td>0.09-0.40</td>
</tr>
<tr>
<td>High (M + SD)</td>
<td>0.49</td>
<td>0.08</td>
<td>0.34-0.65</td>
</tr>
<tr>
<td>Difference</td>
<td>0.24</td>
<td>0.11</td>
<td>0.04-0.45</td>
</tr>
<tr>
<td><strong>Mediating model of COVID-19–induced strain</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct effect</td>
<td>0.18</td>
<td>0.06</td>
<td>0.06-0.30</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05-0.14</td>
</tr>
<tr>
<td><strong>Moderated mediation model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (M – SD)</td>
<td>0.06</td>
<td>0.02</td>
<td>0.02-0.11</td>
</tr>
<tr>
<td>High (M + SD)</td>
<td>0.12</td>
<td>0.03</td>
<td>0.06-0.19</td>
</tr>
<tr>
<td>Difference</td>
<td>0.06</td>
<td>0.03</td>
<td>0.01-0.12</td>
</tr>
</tbody>
</table>

<sup>a</sup>Bootstrapping=20,000.

<sup>b</sup>M: mean.

**Figure 2.** Moderating role of promotion regulatory focus. mHealth: mobile health.

**Discussion**

We developed a conceptual model to explore how daily event disruptions of the COVID-19 pandemic predict mHealth emergency use intention. This study provides key findings and contributions to both mHealth research and practitioners.

**Principal Findings**

This study presents three significant key findings. First, event disruptions of the COVID-19 pandemic are associated with increased daily mHealth emergency use intentions. Event disruptions of the COVID-19 pandemic represent the discontinuity of daily routines [2], resulting in the need for individuals to adapt their behaviors and attitudes [4]. During the COVID-19 pandemic, a major change has been an increased concern for disease prevention [54]. However, the uncertainty of the SARS-CoV-2 virus has driven people to find a means to access immediate medical information and health care services in urgent situations [55], for which mHealth may be a solution. Given the fluctuations of event disruptions caused by the COVID-19 pandemic, this study also explores the temporal
influences of event disruption on mHealth emergency use intention. The results found that individuals increased their intention to use mHealth to help deal with the event disruptions of the COVID-19 pandemic.

Second, this study found that COVID-19–induced strain mediated the relationship between event disruption and mHealth emergency use intention on a daily basis. According to CATS, stressful experiences or strain arises from the lack of resources to effectively deal with the demands of stressful events [56]. The SARS-CoV-2 virus is novel and highly infectious, putting high levels of stress on the public in general, which also threatens their mental health [57]. Consequently, individuals have a need for finding ways to alleviate this strain. Our research found that COVID-19–induced strain strengthens the mechanism through which event disruption facilitates mHealth emergency use intention.

Third, our research findings suggest that promotion regulatory focus amplifies the indirect effect of event disruption on mHealth emergency use intention through daily COVID-19–induced strain. The interaction of personality traits and contextual variables determines the choice of coping behavior [31]. When confronted with a stressful experience, individuals who are striving to maintain their health are likely to seek tools to acquire relevant medical information [58]. This is consistent with our finding that promotion regulatory focus plays a contingent role in the association between COVID-19–induced strain and mHealth emergency use intention.

Theoretical Implications
This study provides several theoretical contributions to mHealth literature. First, this study contributes to the mHealth literature by identifying the temporal influences of event disruption and mHealth emergency use intention. The COVID-19 pandemic was used as an example situation to explore the influence of event disruption caused by an emergent health crisis on the use of mHealth. This study extended this line of research by not only incorporating event disruption as an influencing factor for mHealth emergency use intention but also by examining mHealth emergency use intention on a daily basis. In doing so, this study contributes to mHealth literature by identifying a new type of mHealth use intention and examining its proximal antecedent.

Second, our study uncovered an underlying mechanism by examining the mediating role of COVID-19–induced strain. Previous studies investigating mHealth use intention mainly focused on the influences of technological and psychological factors [8,59]. For instance, Hoque [60] found a positive relationship between perceived usefulness and mHealth use intention, while Liu et al [8] found that perceived autonomy increased the use of mHealth. This study extends this line of research concerning the influences of psychological characteristics by incorporating COVID-19–induced strain. We identified COVID-19–induced strain as a contributor to mHealth emergency use intention. Furthermore, our exploration of the impact of event disruption on strain showed that changes in the external environment increased individuals’ health concerns, associating with elevated stress levels. Individuals were likely to use mHealth for health self-management and to reduce strain. We have extended prior research by identifying the role of strain in shaping mHealth emergency use intention and gaining a better understanding of how a public health crisis impacts personal strain and mHealth emergency use intention.

Third, we have also enriched the understanding of CATS by incorporating promotion regulatory focus into our model. Previous research using CATS primarily focused on the role of expectations in shaping an individual’s response to stressful events [11]. The expected outcome is what motivates an individual to adopt certain coping strategies [61]. However, little is known about the criteria for evaluating specific expected outcomes. We propose that promotion regulatory focus could be a possible explanation. For individuals with high promotion regulatory focus, the expected outcome would be to maintain personal health when confronted with psychological strain caused by the COVID-19 pandemic. We found that promotion regulatory focus prompts individuals to rely more on mHealth to cope with psychological strain in a health emergency. This provides useful insight into the formation process of expectations.

Practical Implications
This study has practical implications for mHealth providers during a public health crisis. When the public experiences a health crisis, many people use mHealth services, which helps deal with psychological strain. We recommend that service providers develop specific services to cater to the needs of the public. For instance, remote primary diagnosis and health monitoring for a specific disease can be integrated into mHealth. This would enable individuals to incorporate mHealth into their daily lives and allow effective self-monitoring, even in urgent situations.

In addition, it would be useful for service providers to consider the role of regulatory focus, as individuals with high promotion regulatory focus are more likely to use mHealth when confronted with a health emergency. Service providers may adopt the regulatory focus scale as a primary screening method to select potential users and provide them with specific functions and services. This would offer providers with opportunities to increase user compliance.

Limitations and Future Research
This study has several limitations and points out directions for future research. First, we did not establish a causal relationship between event disruption and mHealth emergency use intention. Moreover, although we collected two-wave data on a daily basis, we cannot conclude that daily event disruption predicts psychological strain and mHealth emergency use intention because we did not manipulate the event disruptions of the COVID-19 pandemic. Future research could use a cross-lagged panel design to infer the causal relationship between event disruption and mHealth use intention.

Second, it is also not possible to rule out common method variance. The experience sampling method controls for common method variance to a certain degree, as confirmed by the multilevel confirmatory factor analysis. However, our data were collected through self-report questionnaires, and therefore, our
results may still have been impacted by common method variance. Future research could acquire objective data to minimize the potential effects of common method variance. This could be implemented through gathering mHealth app browsing history during a public health emergency.

Another limitation is that our study was conducted in China. Further research is needed to test the generalizability of our findings in other countries. The development of the mHealth industry differs across the world and mHealth use will depend on the stage of development of this technology. Therefore, future research in other countries will need to additionally consider these factors.

**Conclusions**

mHealth provides individuals with a platform to access health care services. The results showed that event disruption of the COVID-19 pandemic induced mHealth emergency use intention through increased psychological strain. Furthermore, individuals’ promotion regulatory focus amplified this indirect relationship. Our findings extend our understanding of the factors underlying mHealth emergency use intention and illustrate the potential contingent role of promotion regulatory focus in CATS. This study also opens avenues for future research on mHealth emergency use intention in other countries and cultural settings.
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Wearables in the SARS-CoV-2 Pandemic: What Are They Good for?

Abstract

Recently, companies such as Apple Inc, Fitbit Inc, and Garmin Ltd have released new wearable blood oxygenation measurement technologies. Although the release of these technologies has great potential for generating health-related information, it is important to acknowledge the repercussions of consumer-targeted biometric monitoring technologies (BioMeTs), which in practice, are often used for medical decision making. BioMeTs are bodily connected digital medicine products that process data captured by mobile sensors that use algorithms to generate measures of behavioral and physiological function. These BioMeTs span both general wellness products and medical devices, and consumer-targeted BioMeTs intended for general wellness purposes are not required to undergo a standardized and transparent evaluation process for ensuring their quality and accuracy. The combination of product functionality, marketing, and the circumstances of the global SARS-CoV-2 pandemic have inevitably led to the use of consumer-targeted BioMeTs for reporting health-related measurements to drive medical decision making. In this viewpoint, we urge consumer-targeted BioMeT manufacturers to go beyond the bare minimum requirements described in US Food and Drug Administration guidance when releasing information on wellness BioMeTs. We also explore new methods and incentive systems that may result in a clearer public understanding of the performance and intended use of consumer-targeted BioMeTs.

(JMIR Mhealth Uhealth 2020;8(12):e25137) doi:10.2196/25137
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Recently, several big technology companies have released novel wearables with health functionalities, such as wearables capable of measuring blood oxygenation (SpO$_2$). In September 2020, Apple Inc released the Apple Watch 6, which is the first Apple wearable with SpO$_2$ monitoring capabilities. This comes on the heels of the Fitbit software update in January 2020, which included SpO$_2$ monitoring to existing wearables, and the August 2018 release of the Garmin Vivosmart 4, which is one of the earliest wearable consumer-targeted biometric monitoring technologies (BioMeTs) to monitor SpO$_2$ at the wrist, with the reported intent of obtaining fitness measurements at high elevations. Currently, consumer-targeted BioMeTs that are intended for general wellness purposes [1] do not require medical device regulatory oversight. Instead, these BioMeTs fall under the oversight of the Federal Trade Commission Act, which prohibits unfair and deceptive acts or practices in commerce [2]. Accordingly, the majority of consumer-targeted BioMeT manufacturers do not publicly report on the performance of their sensor technologies. With the backdrop of the SARS-CoV-2 pandemic, wearables and other bodily connected sensors that are marketed as consumer-targeted wellness BioMeTs are, in practice, being used for health decision making [3-6]. For example, during the recent Apple Watch 6 release event, the new SpO$_2$ functionality was referred to as a “health sensor” multiple times by company executives and mentioned in the context of SARS-CoV-2 detection and studies on asthma, heart failure, and influenza [7-9]. The transparency of consumer-targeted BioMeT performance is desperately needed to avoid the misinterpretation of data or improper use, which will ultimately undermine public perception and trust in these products. We propose the following 3 recommendations
(Textbox 1): (1) consumer-targeted BioMeT companies should state the intended use of the product for consumers, patients, medical practitioners, and researchers, rather than stating what the products are not intended to be used for (ie, medical decision making); (2) consumer-targeted BioMeT companies should clarify how the data should be interpreted and move qualifying statements about how the products are not intended for health purposes from the fine print to the headlines; and (3) we advocate for clarity surrounding the performance of consumer-targeted BioMeTs to increase the trustworthiness of measurements from these products (Figure 1).


<table>
<thead>
<tr>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>• State the use of the product for consumers, patients, medical practitioners, and researchers, rather than stating what the products are not intended to be used for.</td>
</tr>
<tr>
<td>• Clarify how data should be interpreted by moving qualifying statements about how the products are not intended for health purposes from the fine print to the headlines.</td>
</tr>
<tr>
<td>• Clarify the performance of consumer-targeted biometric monitoring technologies to increase the trustworthiness of measurements from these products.</td>
</tr>
</tbody>
</table>

Figure 1. Example of a BioMeT transparency label. We recommend a consumer-targeted BioMeT transparency label that would accompany all product marketing materials, packaging, and mobile applications. The transparency of the performance and intended use of consumer-targeted BioMeTs will cultivate trust and encourage the expansion of BioMeT fit-for-purpose use. BioMeT: biometric monitoring technology.

With the SARS-CoV-2 pandemic, the desire to use consumer-targeted BioMeTs to monitor potential symptoms of infection is understandable, because monitoring for signs of infection at home may reduce anxiety and increase one’s confidence in their health status (ie, healthy or sick). The danger however is that many people are improperly using consumer-targeted BioMeTs to monitor for signs of illness and relying too heavily on data that does not have a sufficient evidence base, as there is no oversight by medical professionals [10,11]. Furthermore, it has become increasingly common for a single product to have differentially regulated features, which only adds to the confusion. For example, the Apple Watch received Food and Drug Administration (FDA) clearance for detecting irregular heart rhythms by using the product’s electrocardiogram sensor. However, the other sensors on the Apple Watch, including the optical heart rate sensor, are unregulated [12]. It can be challenging for consumers to understand which sensors are regulated. With regard to the Apple Watch, heart rate is monitored with 2 different sensors, but only 1 of the sensors is regulated by the FDA. This challenge can be addressed through our first recommendation, which is to change the status quo from manufacturers listing what the
product is not intended for in the fine print to manufacturers clearly stating the product’s intended use and specifying the general wellness category based on the FDA guidance document list [1]. For example, Garmin has set a clear target for use, which is evaluating fitness at high altitudes for mountain climbers, hikers, and runners. Other consumer-targeted BioMeT manufacturers have been less transparent about their products’ target for use, resulting in confusion about the intended use for consumers, patients, clinicians, and researchers. BioMeT users should understand the product’s intended purpose, know about the product’s limitations, and adhere to the instructions for wear to ensure that measurements are interpreted correctly, while also minding the effects of noise, errors, and biological variability on measurements. To support this, information should be provided in an easy-to-find and easy-to-digest format. Recently, researchers at Elektra Labs and the Digital Medicine Society have proposed the use of a “connected sensor label” (ie, similar to a nutrition facts label) to report on the objective measures of a BioMeT’s validation, usability, utility, security, and data governance components [6].

To support transparent validation, the group also developed the V3 Framework, which is a systematic assessment tool for BioMeT performance [13], and very recently published evaluation criteria for using BioMeTs to monitor vital signs during the SARS-CoV-2 pandemic [14]. Perhaps the most integral component of the V3 framework is reporting results in a standardized and transparent manner [6,13,15-17]. These protocols and findings are “key tools for documenting scientific evidence needed to draw inferences on whether a technology is fit-for-purpose for the intended use and context of use” [13].

We can envision several possible scenarios to support and incentivize the open evaluation and reporting of consumer-targeted BioMeT performance (Textbox 2). Manufacturers of consumer-targeted BioMeTs are incentivized by consumer demand, and they can benefit from releasing results that have already been collected through internal product testing to build trust in their products and differentiate their products from those of their competitors. Independent third parties, including research laboratories, consumer groups, and professional societies, can also evaluate and report on the accuracy and quality of BioMeT measurements compared to reference standards. This work can be funded as an extension of the 21st Century Cures Act [18] to support the translation of these products into practice. However, while these practices are not intended to fall under FDA oversight, there is a possibility that these practices could be performed in line with the goal of the new FDA Digital Health Center of Excellence, which is to innovate regulatory approaches for providing efficient and the least burdensome oversight, while also meeting the FDA standards for safe and effective products [19]. The transparency of the performance and intended use of consumer-targeted BioMeTs will cultivate trust and encourage the expansion of BioMeT fit-for-purpose use.

**Textbox 2.** Nonexclusive scenarios to support and incentivize the open evaluation and reporting of consumer-targeted biometric monitoring technology performance.

<table>
<thead>
<tr>
<th>Incentives for consumer-targeted biometric monitoring technology manufacturers releasing results that have already been collected through internal product testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Consumer demand</td>
</tr>
<tr>
<td>• Cultivating trust</td>
</tr>
<tr>
<td>• Differentiating their products from competitor products</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Incentives for independent third parties (ie, research laboratories, consumer groups, and professional societies) evaluating and reporting on the accuracy and quality of biometric monitoring technology measurements compared to reference standards</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Impartial research</td>
</tr>
<tr>
<td>• Expanding biometric monitoring technology fit-for-purpose use</td>
</tr>
<tr>
<td>• Publication/exposure</td>
</tr>
<tr>
<td>• Potential funding by extension of the 21st Century Cures Act</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Incentives for obtaining new regulatory definitions through the Food and Drug Administration Digital Health Center of Excellence</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Innovating regulatory approaches</td>
</tr>
<tr>
<td>• Providing efficient and the least burdensome oversight</td>
</tr>
</tbody>
</table>
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Abstract

Background: Digital technology has influenced many aspects of modern living, including health care. In the context of elective surgeries, there is a strong association between preoperative physical and psychological preparedness, and improved postoperative outcomes. Health behavior changes made in the pre- and postoperative periods can be fundamental in determining the outcomes and success of elective surgeries. Understanding the potential unmet needs of patients undergoing elective surgery is central to motivating health behavior change. Integrating digital and mobile health technologies within the elective surgical pathway could be a strategy to remotely deliver this support to patients.

Objective: This meta-ethnographic systematic review explores digital interventions supporting patients undergoing elective surgery with health behavior changes, specifically physical activity, weight loss, dietary intake, and psychological support.

Methods: A literature search was conducted in October 2019 across 6 electronic databases (International Prospective Register of Systematic Reviews [PROSPERO]: CRD42020157813). Qualitative studies were included if they evaluated the use of digital technologies supporting behavior change in adult patients undergoing elective surgery during the pre- or postoperative period. Study quality was assessed using the Critical Appraisal Skills Programme tool. A meta-ethnographic approach was used to synthesize existing qualitative data, using the 7 phases of meta-ethnography by Noblit and Hare. Using this approach, along with reciprocal translation, enabled the development of 4 themes from the data.

Results: A total of 18 studies were included covering bariatric (n=2, 11%), cancer (n=13, 72%), and orthopedic (n=3, 17%) surgeries. The 4 overarching themes appear to be key in understanding and determining the effectiveness of digital and mobile interventions to support surgical patients. To successfully motivate health behavior change, technologies should provide motivation and support, enable patient engagement, facilitate peer networking, and meet individualized patient needs. Self-regulatory features such as goal setting heightened patient motivation. The personalization of difficulty levels in virtual reality–based rehabilitation was positively received. Internet-based cognitive behavioral therapy reduced depression and distress in patients undergoing cancer surgery. Peer networking provided emotional support beyond that of patient-provider relationships, improving quality of life and care satisfaction. Patients expressed the desire for digital interventions to be individually tailored according to their physical and psychological needs, before and after surgery.

Conclusions: These findings have the potential to influence the future design of patient-centered digital and mobile health technologies and demonstrate a multipurpose role for digital technologies in the elective surgical pathway by motivating health behavior change and offering psychological support. Through the synthesis of patient suggestions, we highlight areas for digital
technology optimization and emphasize the importance of content tailored to suit individual patients and surgical procedures. There is a significant rationale for involving patients in the cocreation of digital health technologies to enhance engagement, better support behavior change, and improve surgical outcomes.

*(JMIR Mhealth Uhealth 2020;8(12):e19237) doi:10.2196/19237*
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**Introduction**

**Background**

The introduction of digital technologies has influenced many aspects of modern living, including health care [1,2]. Digital health technologies (eg, wearable activity trackers and mobile phone apps) provide opportunities for effective patient care. They can improve communication between health care providers [3], facilitate connectivity with clinicians and peers [4,5], enable remote health monitoring [6], and empower patients to play an active role in their long-term care [3,7-9].

In the context of elective surgeries, there is a strong association between preoperative physical and psychological preparedness and improved postoperative outcomes [10-12]. More specifically, improvements in physical activity levels [13], dietary intake [14], and smoking cessation [15] have been linked to improved recovery after surgery, reduced risk of complications, better tolerance of postsurgical adjunctive treatment, and prevention of long-term disease [16-19].

Although health behavior changes made in the pre- and postoperative periods can be fundamental in determining the outcomes and success of elective surgeries [19-21], there are variable amounts of support and education currently provided to patients undergoing elective surgery to motivate these health behavior changes [22-24]. A recent study evaluating patient attitudes to health behavior changes found that although preoperative patients understood the health benefits of improved behaviors, they lacked the confidence to make such changes without intervention or support [19]. Many physical and mental health interventions offered in elective care pathways use face-to-face, in-person delivery for individuals or small groups of patients. Such approaches are resource- and time-intensive for staff already working in high-pressure health care sectors [25-27]. In addition, geographic isolation, travel costs, and the time burden of attending classes can all negatively affect patient engagement with postoperative appointments [28,29]. Understanding the potential unmet needs of patients undergoing elective surgery is central to motivating health behavior changes. Integrating digital technologies within the elective surgical pathway could be one strategy to remotely deliver behavioral change advice and lifestyle support, consequently improving patient engagement and postoperative success rates [12,30].

**Approach**

This review uses a meta-ethnographic approach to analyze and synthesize qualitative findings. Meta-ethnography was originally developed by Noblit and Hare [31], but it has recently been used in health care–based social science research by Britten et al [32], Campbell et al [33,34], Pound et al [35], and others. It is an inductive and interpretive approach involving the translation of papers into one another. Meta-ethnographies encourage researchers to understand and transfer ideas, themes, and metaphors across different studies to gain a deeper understanding or to inform the development of broader concepts [31,36].

There are still unanswered questions relating to the optimization of digital technologies to support patients undergoing elective surgery, especially in the cohorts of bariatric, cancer, and orthopedic surgery. We seek to synthesize findings from existing qualitative research to determine whether digital technologies are effective in supporting patients undergoing elective surgery to change their health behaviors, specifically focusing on physical activity, weight, dietary intake, and mental health support (eg, cognitive behavioral therapy).

**Methods**

This meta-ethnographic systematic review is registered with PROSPERO (registration number CRD42020157813) and has been conducted in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines (Multimedia Appendix 1).

**Search Strategy and Information Sources**

A comprehensive and systematic literature search was conducted in October 2019 across 6 electronic databases: MEDLINE, EMBASE, CINAHL, PsycINFO, Web of Science, and Scopus. No limit on the publication date was applied. Additional papers were identified via gray literature using Google Scholar, and we manually searched the bibliographies of all included studies. A full list of search terms is included in Multimedia Appendix 1.

**Eligibility Criteria**

This meta-ethnography focused on elective surgical procedures, specifically bariatric, cancer, and orthopedic surgeries. Patients undergoing these elective procedures may have improved surgical outcomes owing to pre- and postoperative health behavior changes and therefore can benefit from the support of digital health technologies. Acute, unplanned surgeries and emergency trauma procedures were excluded from this review.

Only the studies that had encompassed the use of digital health interventions to support behavior changes (such as weight changes, dietary intake, physical activity levels, and/or mental health strategies) in adult patients undergoing elective surgery (>18 years) during the pre- or postoperative period were included. There were no restrictions placed on participants’ sex,
ethnicity, or nationality. The included studies must be qualitative or mixed method studies containing a significant qualitative component to analyze participant perspectives (e.g., patient interviews or focus groups).

Exclusion criteria included studies employing behavior changes achieved by nondigital interventions; participants who were not scheduled to undergo an elective bariatric, cancer, and orthopedic surgery; studies where the intervention was mainly focused on perspectives of health care professionals; nonqualitative studies (e.g., quantitative studies, systematic reviews, or protocols); and studies in languages other than English.

Selection of Eligible Studies
Two authors (UO and AR) reviewed the titles and abstracts from the database search. Full texts were retrieved for articles that met the inclusion criteria and for those that could not be rejected with certainty. Two authors (UO and AR, with an agreement rate of 94.7%) independently screened the full texts of eligible articles. Disagreements (on 3 of the 56 articles) were resolved through discussion with a third reviewer (AH). Figure 1 shows a PRISMA flowchart for the study selection process.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of included studies.

Reading, Data Extraction, and Quality Appraisal
Two authors (UO and AR) closely read and re-read the included studies to ensure close familiarity with the work. Data extraction was performed across the full primary study (by UO and AR) [36] and carried out using a customized data extraction form, including the study and author details, method of intervention delivery, population data, inclusion criteria, and original quotes and/or concepts developed by the authors of primary studies (within their original context). Both authors worked independently before comparing their work; disagreements were
resolved through discussion with a third reviewer (AH) where necessary. Quality appraisal was conducted independently by UO and AR using the Critical Appraisal Skills Programme (CASP) questions to understand qualitative research [37]. No papers were excluded on the grounds of quality.

**Analysis and Interpretive Synthesis**

Meta-ethnographic approaches were applied to this review, as determined by the 7 phases of meta-ethnography by Noblit and Hare [31]: (1) getting started, (2) deciding what is relevant to the initial interest, (3) reading the studies, (4) determining how studies are related, (5) translating the studies into one another, (6) synthesizing translations, and (7) expressing the synthesis.

The findings (concepts and metaphors) from the primary studies were compared to determine how they are related. Noblit and Hare [31] suggested that phase 5, where findings are translated into one another, follows something like “one case is like another, except that...”. This phase of a meta-ethnographic approach is termed “reciprocal translation,” and it enables the development of themes and subthemes for interpretive synthesis [31,33]. According to this, we developed 4 overarching themes (or third-order constructs) and subsequent subthemes that were consistent with the original results but also extended beyond them.

When translating the studies into one another to develop themes (and subthemes), we arranged each paper chronologically and compared the themes from paper 1 with those of paper 2, then those of paper 2 with those of paper 3, and so on. As we compared each study, we grouped similar themes and continually reviewed and refined them until they were coherent and distinctive. Two reviewers (UO and AR) were involved in the study translation at all times; however, if agreement was not reached between these, discussions with a third author (AH) helped to establish a consensus.

To adhere to recommendations for conducting meta-ethnographies, we used the term “theme” to describe the third-order construct and subthemes to describe third-order construct subthemes [36]. The development of these overarching themes enables meta-ethnographies to delve further into a topic as compared with a traditional systematic review and contribute new insights to the literature [32].

We report on the overall effectiveness of digital health technologies to support behavioral change in patients undergoing surgery through 4 established themes: (1) motivational support, (2) patient engagement with interventions, (3) the facilitation of peer networking, and (4) intervention specificity to meet patients’ individual needs.

**Results**

**Search Results**

A total of 316 citations were retrieved from the database searches. A total of 5 additional records were identified through gray literature and searching references manually from relevant studies. Following the removal of duplicates (n=112), 204 papers were screened, of which 148 were excluded based on their titles and abstracts. A total of 56 full-text papers were assessed for eligibility; 38 of these were excluded due to reasons detailed in the PRISMA flowchart in Figure 1. The remaining 18 studies were included in this meta-ethnographic systematic review; of these, 68% (n=13) were qualitative and 32% (n=7) were mixed methods studies.

**Study Characteristics**

All 18 included papers were published between 2013 and 2019. The study was conducted in 8 different countries: United States (n=6) [38-43], United Kingdom (n=3) [44-46], Canada (n=3) [47-49], Australia (n=2) [50,51], Ireland (n=1) [52], Norway (n=1) [53], South Korea (n=1) [54], and China (n=1) [55].

The 18 studies covered 3 different surgery types: bariatric (n=2, 11%), cancer (n=13, 72%), and orthopedic (n=3, 17%) surgeries. Further study characteristics, including the method of intervention delivery and original themes extracted from the study, are detailed in Multimedia Appendix 1 [35,37-55].

A total of 3 main intervention delivery methods were identified in the 18 included studies. These included internet-based interventions (eg, emails, e-platforms, virtual reality, tele-rehabilitation) [38,40,42,44,46,48,49,53,54], mobile phone–based interventions (eg, text messages, smartphone apps) [39,45,55], and wearable interventions (eg, activity trackers) [43,47,50-52]. Only 1 study reported the use of a combination of 2 intervention methods (dual approach), including wearable- and phone-based interventions [41].

**Study Quality**

Multimedia Appendix 1 contains details of the quality appraisal conducted using the CASP tool for qualitative studies. Of the included studies, Shaffer et al [38], Phillips et al [39], Alberts et al [40], and Argent et al [52] were identified as having the highest quality.

**Findings: Reporting Outcomes, Synthesizing Translations, and Developing Themes and Subthemes**

Multimedia Appendix 1 presents the metaphors and patients’ perspectives from each of the included studies. Reciprocal translation and refutation of these concepts enabled the development of 4 overarching themes and subthemes for this meta-ethnography; they are outlined in Figure 2. The 4 overarching themes and subthemes appear to be key in understanding and determining the effectiveness of digital and mobile health interventions to support behavior change in patients undergoing surgery.
The qualitative data synthesis can be found in Multimedia Appendix 1, with each table representing one of the 4 overarching themes. These tables showcase examples of direct quotations (first-order constructs) from study participants, the authors’ interpretations of the original findings from the included studies (second-order constructs), and our interpretation (third-order constructs) and subthemes.

**Providing Motivational Support**

**Personal Responsibility and Motivation**

Certain features of digital and mobile health technologies increased patients’ self-awareness and motivation for physical activity. Patients reported that wearable activity trackers (termed wearables) made them more aware of the importance of physical activity and helped them monitor their sedentary behavior levels, which acted as a source of motivation to engage with positive behavior change [43,47,51]. Self-regulatory features of the wearables, including goal setting and performance feedback, facilitated personal fulfillment and gave orthopedic and cancer surgical patients a sense of control and accomplishment [50-52,54]:

*Seeing your progress, I think is very important. Seeing measurable progress, whether it’s in calories burned, or minutes, or meeting a percentage of your goal [39]. set goals, like mid-week if I wanna hit 150 [minutes] I should be at half that […] and the application is on my phone and I can see what I’ve done […] so it’s really easy to track how well you’re doing or how well you’re not doing [47].*

Patients perceived feedback and text messages as methods of encouragement, motivation, and support [39]. Gell et al [41] noted that health coaching, when offered alongside daily wearable use, provided patients undergoing cancer with an increased sense of self-importance, encouraging the maintenance of physical activity:

*If you get to say 8000 [steps] in a day, you’re motivated to do those extra 2000 because you’re so close. It’s like “Why would I stop now?” I might as well keep going [50].*

However, findings reported the potential for this to shift to fear of failure with nonadherence, where prompts or reminders could turn into negative judgments [47]:

*for now, I don’t wanna [sic] be judged or evaluated or anything else… and then that will change…It’s just a case of you get tired of [judgment]*

**Connectivity to Health Care Professionals**

Patients undergoing bariatric surgery reported an increased feeling of accountability and responsibility to adhere to treatment plans when they were being monitored through digital or mobile health technologies [53,56]. Cancer and orthopedic surgical patients reported benefits of enhanced connectivity with members of their clinical team, including the provision of
timely and personalized feedback [46,55] and the availability of instant communication for information-seeking needs [48,55]. A lower threshold for information seeking via digital technologies was reported by patients undergoing bariatric surgery, with sensitive questions being asked more readily [53]. Das and Faxvaag [53] evaluated the impact of an online forum on interactions between health care professionals and patients undergoing bariatric surgery. The authors recognized that the connectivity provided an easier access to evidence-based advice as well as offered a convenient and geographically independent platform to promote patient engagement [55]:

I could ask questions through the app regarding my medical condition. I could upload the lab results through your program. Then I received corresponding advice from experts. I felt followed up. When I knew more about my medical condition, I felt more likely to gain control of my life. I live far away from the hospital and I have no doctor close to me. When I had questions about my medical condition, I could not find the answer in the internet. Then I asked questions through the app. Aha, the professor or expert responded.

Although this increased connectivity with health care professionals was reported to be beneficial in supporting postoperative recovery, patients undergoing cancer still felt that technologies should not replace traditional face-to-face appointments with clinicians. Concerns were raised by this cohort, with patients reporting that they may miss out on vital interactions, such as displays of empathy, which come from face-to-face communication.

**Addressing Patient Engagement**

**Usability**

Simplicity and ease of use were identified as prerequisites for effective engagement with digital and mobile health technologies in cancer and bariatric studies [39,40,42,43,47,48,52]. Patients in these studies reported the importance of feeling relaxed and at ease while using technology [40]. It is important to avoid complex or difficult interventions that may decrease a user’s enjoyment [54]:

Well it was very simple. It was straightforward. It wasn’t complicated...like going through chemo you have kind of a brain scramble and...just the simplest things you can’t wrap your brain around sometimes [40].

I would say the most important thing is the ease of use, the simplicity of it, because if it’s cumbersome I will not use it [39].

Some participants undergoing varied cancer surgeries encountered technical difficulties while operating and synchronizing devices, which affected their rates of engagement [43,50,55]:

Largely, I’m not wearing it because it doesn’t interact with my computer very easily...why bother? I just go use my manual step counter [43].

In studies evaluating wearable technologies, *wearability* was deemed important with references to comfort and style improving user engagement before and after cancer and orthopedic surgery [50-52]:

I didn’t like wearing it at night. I didn’t feel comfortable [50].

I had the Polar first [...] I thought it was quite heavy and quite clunky but then I had the two Garmins and in the end I decided that was my favourite even though it was heavier [50].

**Reliability**

The reliability of digital and mobile health technologies also affected engagement; patients recognized inaccuracies, which resulted in a lack of trust in the interventions and poor adherence to postoperative physical activity guidance [43,51,55]:

It seemed to register less activity than I felt I actually did because it was only measuring steps, and I was doing more than steps. I was lifting. I was bending. I was twisting. I was doing all that other sort of stuff [43].

The app sometimes was unstable. It didn’t work when I tried to open it. I contacted with someone in the hospital and reinstalled the app. Then I could log in. However, after a period of time, I couldn’t open the app again. Finally, I gave up using your program. I haven’t log in for the recent month 55.

**Accessibility**

The accessibility that digital and mobile health technologies offer was perceived as beneficial by all surgical cohorts, particularly if participants were geographically, economically, or functionally isolated [40,42,48]. Digital interventions reduced the time and cost of travel to clinics, an advantage over facility-based interventions [40,48]:

I really like it (telerehabilitation). I found it fantastic...you know, just the fact of not having to travel when we are in pain (...) I adored it [48].

Well, definitely the availability of it to anybody, no matter where you live. I know we work with a lot of rural people and after they’re done here, they don’t want to travel for more therapy or whatever, so something that they can do at home [40].

**Facilitating Peer Networking**

**Educational Development**

By building a peer network, digital and mobile health technologies provide patients undergoing enhanced access to knowledge and support and, as a result, can motivate health behavior changes to improve surgical outcomes. Informational support delivered by peers was perceived as useful and relatable by patients undergoing bariatric and cancer surgeries. Patient satisfaction and reassurance were reported from the sharing of personal anecdotes and advice after bariatric surgery [49]. Strategies addressing preoperative concerns and the challenges of adhering to surgery guidelines were also shared [42,49,53]:
In addition to informational support, digital and mobile health technologies and online forums provided emotional support to patients. Studies referred to the benefits of patients undergoing cancer communicating with others who have had the same surgical procedures or experience with the same disease-related condition [40,42,50]. Peer interactions have helped patients overcome feelings of loneliness and improved individual mental well-being [40,45,55]. In preoperative peer forums, encouraging messages have motivated patients undergoing cancer surgery and bariatric surgery to lose weight and adhere to physical activity and dietary guidelines before surgery [40,42,45,49,50,55]:

You know that you’re not alone, but when your feelings are validated just by reading someone’s story, I mean that is everything [40]. It is so important to get in touch with people who went through the same thing as you have. […] I think that if an app for cancer survivors had a forum on it as a part of the application to motivate each other, that would be amazing [45].

I feel better to talk to someone who is in similar situations. Cancer is not a good thing. If I always think about breast cancer alone at home, it is so easy for me to feel bad. I didn’t feel alone when I talked with peers through your program [55].

Meeting Patients’ Individual Needs

Timing of the Intervention

According to patients undergoing surgical cancer, initiating and tailoring the content of a digital or mobile intervention appears to be essential to determine its effectiveness to motivate behavior change. Two papers discussed the optimal time to start an intervention within a surgical journey; some patients undergoing cancer suggested initiation should be during the preoperative period to enable preparedness and understanding of processes [42], whereas others favored postoperative provision [38]:

I wish I would have had something like this when I was first diagnosed... I can see this tool being useful in answering questions that have not come to mind [38].

I had more trouble with sleep issues early on at diagnosis and in between surgeries, so it would have been helpful for me to have enrolled in the program earlier [42].

This cohort reported a preference to start with interventions once adjuvant chemotherapy was completed, citing treatment burden and side effects as factors for disengagement at this time. Immediate postoperative issues, such as fatigue, were also noted to impact early engagement rates [45]. However, some patients appreciated low-effort strategies during the surgical journey to manage symptoms and improve relaxation [38]:

The very end of your treatment when you finished your chemo and...the doctor says “Ok, see you in six months.” That would be the time to offer it. “Cause you feel so unwarned [sic].”

Interestingly, there was a general agreement among cancer patients that the best time to begin an intervention is “when you recognise that you have a problem ... and that you want help.”

Tailoring According to the Disease

Participants with surgical cancer also expressed a desire for intervention tailoring according to their changing physical and psychological health needs [38,39,42,45,47,50,55], focusing on information on their disease and surgical type [39,42,55]. Puszkiwicz et al [45] noted preferences for individualization of digital interventions according to patient lifestyles rather than a disease on the whole:

The issues I might have as a colorectal cancer survivor are very different from the ones than someone who had breast cancer or prostate cancer. Anyone with any condition could use this program, which is beneficial, but it could be more beneficial [...] more tailored to the type of cancer or disease you had, to your lifestyle and fitness goals. I think it could be more fine-tuned to your circumstances, lifestyle, then that would be really helpful.

In the virtual reality–based rehabilitation study, participants expressed positive views on the personalized task difficulty, where the varied level of difficulties helped them to choose the exercise program according to their needs, and subsequently increased their satisfaction with the intervention [45].

Patient Recommendations

Participants across all 3 surgical cohorts suggested design and technical improvements for the future development of digital and mobile interventions. Although these varied depending on the delivery method, a user-centered design was identified as a key solution to enhance and maintain engagement and to motivate behavior changes [39]:

I think that it needs to be aimed towards survivors. That would be the first component. There’s a lot on the Internet that gives you a lot of exercises but it’s not aimed towards survivors.
Patient-reported design improvements for wearables included higher accuracy of the devices [39,50] different aesthetics (such as the tone of the prompt and color scheme) [47,50,51] and personal goal setting [50]:

So I’ll give you a case. I filled my laundry, and it’s logged I walked 2,000 steps. I did not walk 2,000 steps 43.

I’d get a little vibration to say let’s go do 250 steps, it was much more polite than MOVE 51.

I like that the colour scheme was NOT pink! 48

In online forums for patients undergoing bariatric surgery or cancer surgery, fear of self-disclosure was a recognized barrier that affected user engagement. Full anonymity would make it easier to share sensitive issues and ask difficult questions [49,55]:

On other forums, even though you don’t have your name, with a nickname, you can find out who the person is anyway. You have to be very careful if you want to be anonymous 53.

Participants also suggested adding search tools to locate information and save time [55], as well as the inclusion of diet recommendations and/or self-monitored food intake [55]:

The program can be improved by adding search engine in the Learning forum. If I search for “nausea” then all the knowledge related to nausea will come out. Search engine will help save my time 55.

We are in a dilemma on what we should eat. The apps can provide detailed information on food choice, the time of food intake, the cooking methods, etc...Such practical information would be very helpful.

Older users appeared more likely to experience usability issues with interventions [55]. To overcome this, patients reported preferences for open access so that family members or caregivers can offer support [55]:

I was overwhelmed by the information each time I opened it.

Some people, like me, 40 or 50 years old. Well, this group believe the apps is a little bit troublesome. They feel challenged to use the new technology... If this program can be available for their family members, such as their son or daughter, it would be helpful.

Many women with breast cancer come from the countryside. They are illiterate, or they cannot read and speak Mandarin... if you can open the program to other family members who can read and convey the knowledge to the women, they would also benefit.

Discussion

Principal Findings

To our knowledge, this is the first meta-ethnographic systematic review examining the effectiveness of digital and mobile technologies to support health behavior change in patients undergoing elective surgery. Using reciprocal translation, our findings indicate 4 themes that appear to be key in determining intervention effectiveness to support health behavior change in patients undergoing surgery: (1) providing motivational support, (2) addressing patient engagement, (3) facilitating peer networking, and (4) meeting individualized patient needs. Future studies could use these findings to inform future design frameworks for specific surgical cohorts while embracing digital transformations in health care.

Limitations

Although meta-ethnographies offer an opportunity to synthesize findings to develop new or deeper understandings on a subject, the process is largely interpretive [31]; other conclusions from the same included studies may be possible but still equally as valid. It is also important to note that the focus of this meta-ethnography was solely elective cancer, bariatric, and orthopedic surgeries, and as such, the meaning of our findings may not be generalizable for acute surgeries or other specialties.

Comparisons With Previous Work

Digital and mobile technologies act as a catalyst to engage with healthy behaviors, such as loss of weight, improved dietary intake, and increased physical activity levels. Messages of positive reinforcement were viewed as useful, particularly when tailored to an individual’s surgical type and readiness to make behavioral change. Existing literature suggests that individualized goal setting helps combat sedentary behavior [57-59]; personalized feedback and messages of encouragement provide a sense of accomplishment [25,39]; and visual tracking of step count has been reported as motivational [50,58]. Recent contributions to the health behavior change literature have cited the importance of empowered patient-centered strategies and use of self-regulation [60] and self-determination theoretical frameworks [61,62] to improve patient motivation. Digital technologies underpinned by behavior change theory can promote a proactive and holistic strategy to influence behavior change in a modern health care system such as the UK National Health Service [21].

In the context of patients undergoing surgical cancer, internet-delivered cognitive behavioral therapy (ICBT) was associated with numerous benefits [40,44]. Following digital intervention usage, there have been improvements related to fatigue, sleep [63], depression [64], and psychological distress [65]. In addition, our findings suggest that ICBT can also educate participants around various coping strategies to manage fears of treatment and disease recurrence [40].

Technologies enabling connectivity to health care professionals have been positively acknowledged. Two-way telemedicine consultations, emails, and text message discussions facilitated improved information delivery, real-time goal setting, psychosocial outcomes, and decision making [66-68]. Participants felt motivated, reassured, and encouraged to adhere to postoperative advice through remote monitoring. Having access to health care professionals behind a screen also helped patients overcome their personal barriers and raise unmet needs beyond routine clinical questioning [53,67]. From the perspective of clinicians, digital and mobile health technologies provided them with a means to monitor patient progress, which
enabled individualized advice to be given to reinforce beneficial behavior change [43,69].

Despite the benefits of digitally enabled communication, it is worth considering social norms with patient-professional relationships [70]. For some, the continuity of face-to-face appointments is essential to provide empathetic interaction and social support [70,71]. Empathy, rapport, and compassion through nonverbal behavior and body language is difficult to establish when communicating digitally. Despite this, Kairy et al [48] reported close relationships and trust between the therapist and patients when communicating via telerehabilitation. Perhaps, complementing traditional face-to-face appointments with digital health interventions could be a way to maintain patient-professional relationships.

Usability has been reported as a key determinant to induce and maintain health behavior change, where interventions should be easy to use as well as aesthetically and visually appealing. Patient preferences should be taken into account when it comes to the design and tailoring of interventions [50,72,73]. It is worth considering ways to overcome digital health literacy barriers to further promote usability and engagement. Additional technical support might be beneficial when targeting older adult populations to increase their engagement and thus better support health behavior change [50,74].

One reported advantage of digital interventions is the accessibility they offer [29,51,75]. Postoperative breast cancer survivors living in rural settings experienced greater depressive symptoms compared with those with shorter commutes owing to the long travel distances required to access health services [76,77]. Where telerehabilitation was implemented for postoperative orthopedic follow-ups, participants reported improved continuity of care with the same physician and improved ability to control the timing of appointments and intensity of the rehabilitation service [78].

In addition to bridging access to health services, digital and mobile health technologies are being increasingly used as networking and peer-support tools. Patients undergoing similar procedures or diagnosed with similar conditions are able to communicate and share personal experiences and coping strategies with others [53]. Peer support and behavior change have been previously reported in elective care [50,79-82], where increased social support and decreased patient isolation are associated with postsurgical success [81,83]. Although digital technologies offer opportunities to interact with peers on an educational level, concerns have been raised about the accuracy and credibility of shared information [79,84-86]. Health care professionals should caution patients when interpreting discussions on forums or online groups, given the potential detriments that may arise from following inaccurate information [53,86,87].

The optimal time point in the surgical pathway to initiate digital and mobile technologies remains uncertain, with findings suggesting that this may vary depending on the type of surgical group. Despite this, what remains clear is the potential benefit of capitalizing on a teachable moment to empower and educate patients about the underlying benefits of health behavior changes [88-90]. Evidence suggests that preoperative interventions based on education of lifestyle changes are significantly more effective in managing postoperative complications and patient expectations [91].

Our research has synthesized numerous design considerations that should be examined when producing future interventions to support patients undergoing surgery. It was found that internet-based interventions may benefit from adding a search tool to locate target information [38], the comfort of wearable technologies should be addressed [43,50], and negative connotations with using the color pink for patients undergoing cancer builds on the cancer culture divide [92]. The possible benefits of incorporating open-access features within interventions were also discussed. Previous research has shown that opening care access, to include relatives or caregivers, provided patients undergoing an increased sense of pre- and postoperative support [93-95]. This approach has strengthened bonds with family members, improved patient experience, resulted in effective engagement with digital interventions, and therefore supported superior outcomes in lifestyle changes [96-98]. This review synthesizes existing research to gain a deeper understanding of the ways in which digital tools can support elective surgical cohorts and identify key design features that support elective surgical patients to change their health behaviors, and thus have a greater impact on postoperative health. Considering the rapidly progressive nature of digital health interventions and digital assistive technology research, cocreation of a person-centered digital support network may help surgical patient cohorts to benefit from pre- and postoperative behavior changes on both a short- and long-term basis [19,99].

Conclusions

This meta-ethnographic synthesis developed 4 key themes that are important in determining the success of technologies to support behavior change. Our novel findings have the potential to influence the future design of patient-centered digital and mobile health technologies. This study demonstrates the important role of digital tools in the elective surgical pathway; not only can they help to motivate physical behavior change, such as improved activity levels and dietary intake, but they can also successfully provide psychological support. By synthesizing patient-informed suggestions, we have identified key areas for improvement, both to meet the general desires of patients undergoing surgery and to meet more specialized surgery-specific needs throughout the perioperative pathway. In particular, digital technologies should optimize the inclusion of tailored content specific to individual patients, with the inclusion of self-regulatory features such as goal setting to provide structured and individualized support. We believe that there is a significant rationale for involving patients in the cocreation of digital health technologies to enhance engagement, better support behavior change, and improve overall surgical outcomes for patients.
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Abstract

Background: Patients with spinal cord injury (SCI) usually present with different motor impairments, including a deterioration of upper limb motor function (ULMF), that limit their performance of activities of daily living and reduce their quality of life. Virtual reality (VR) is being used in neurological rehabilitation for the assessment and treatment of the physical impairments of this condition.

Objective: A systematic review and meta-analysis was conducted to evaluate the effectiveness of VR on ULMF in patients with SCI compared with conventional physical therapy.

Methods: The search was performed from October to December 2019 in Embase, Web of Science, Cumulative Index to Nursing and Allied Health Literature (CINAHL), Scopus, Medline, Physiotherapy Evidence Database (PEDro), PubMed, and Cochrane Central Register of Controlled Trials. The inclusion criteria of selected studies were as follows: (1) comprised adults with SCI, (2) included an intervention with VR, (3) compared VR intervention with conventional physical therapy, (4) reported outcomes related to ULMF, and (5) was a controlled clinical trial. The Cochrane Collaboration’s tool was used to evaluate the risk of bias. The RevMan 5.3 statistical software was used to obtain the meta-analysis according to the standardized mean difference (SMD) and 95% CIs.

Results: Six articles were included in this systematic review. Four of them contributed information to the meta-analysis. A total of 105 subjects were analyzed. All of the studies used semi-immersive or nonimmersive VR systems. The statistical analysis showed nonsignificant results for the Nine-Hole Peg Test (SMD –0.93, 95% CI –1.95 to 0.09), muscle balance test (SMD –0.27, 95% CI –0.82 to 0.27), Motricity Index (SMD 0.16, 95% CI −0.37 to 0.68), Jebsen-Taylor Hand Function Test (JTHFT) subtests (writing, SMD –0.10, 95% CI –4.01 to 3.82; simulated page turning, SMD –0.99, 95% CI –2.01 to 0.02; simulated feeding, SMD –0.64, 95% CI –1.61 to 0.32; stacking checkers, SMD 0.99, 95% CI –0.02 to 2.00; picking up large light objects, SMD –0.42, 95% CI –1.37 to 0.54; and picking up large heavy objects, SMD 0.52, 95% CI –0.44 to 1.49), range of motion of shoulder abduction/adduction (SMD –0.23, 95% CI –1.48 to 1.03), shoulder flexion/extension (SMD 0.56, 95% CI –1.24 to 2.36), elbow flexion (SMD –0.36, 95% CI –1.14 to 0.42), elbow extension (SMD –0.21, 95% CI –0.99 to 0.57), wrist extension (SMD 1.44, 95% CI –2.19 to 5.06), and elbow supination (SMD –0.18, 95% CI –1.80 to 1.44). Favorable results were found for the JTHFT subtest picking up small common objects (SMD –1.33, 95% CI –2.42 to –0.24).
Conclusions: The current evidence for VR interventions to improve ULMF in patients with SCI is limited. Future studies employing immersive systems to identify the key aspects that increase the clinical impact of VR interventions are needed, as well as research to prove the benefits of the use of VR in the rehabilitation of patients with SCI in the clinical setting.

(JMIR Mhealth Uhealth 2020;8(12):e22537) doi:10.2196/22537
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Introduction
The global estimate of the spinal cord injury (SCI) prevalence is 223 to 755 per million people and the worldwide incidence is 10.4 to 83 per million people per year [1]. SCI produces a high impact on the health care system and society [2]. Patients with SCI usually present with different motor impairments, including a deterioration of upper limb motor function (ULMF), causing an important limitation in the performance of activities of daily living and a loss of quality of life [2,3].

Neurological rehabilitation benefits from virtual reality (VR), which is being used for the assessment and treatment of physical and cognitive impairments, for pain management, and even to acquire surgical skills [4]. This technology is becoming more portable, immersive, and vivid, making it more suitable for a wider range of clinical applications [5]. VR systems allow the creation of virtual environments that can be used to practice, under controlled conditions, different activities that could be hazardous in a real-world setting [6]. Different characteristics such as difficulty, intensity, exposure duration, and feedback can be adjusted to provide personalized experiences [7]. Furthermore, VR and interactive video gaming are presented as a motivational therapy that could increase patient adherence to treatment [8,9]. VR-based interventions are usually provided by commercial devices such as Nintendo Wii [10], PlayStation [11], and Xbox Kinect [12], among others. According to the level of immersion, VR systems can be divided into immersive, semi-immersive, or nonimmersive systems. Immersive systems provide a full integration into the virtual environment that is delivered through head-mounted displays and VR caves. Semi-immersive and nonimmersive systems consist of displaying the environment through a screen and these systems are usually used in video game consoles. Furthermore, VR systems can be combined with different devices such as gloves, electrical stimulation devices, and exoskeletons [13].

Several studies on the use of VR interventions have been carried out in different neurological disorders, such as stroke [14-17], cerebral palsy [18,19], Parkinson disease [20,21], and multiple sclerosis [22-24]. Nevertheless, the odds of a successful recovery are different for each disease, so the results obtained by VR interventions could be different as well. Specifically, patients with SCI usually suffer from significant participation restrictions [25], so the physical treatment should be focused on keeping the residual functionality after SCI [26].

SCI occurs with greater frequency at the cervical and thoracic levels than at lumbosacral levels. Patients with cervical and thoracic SCI can suffer loss of arm and hand function and consequently reduce significantly their autonomy and independence. However, small improvements in arm and hand function could improve the performance of the activities of daily living, independence, and quality of life, and thus recovering ULMF in patients with cervical and thoracic levels of SCI is a primary challenge [3]. In this sense, the scientific evidence through systematic reviews and meta-analyses on the potential use of VR systems to recover ULMF in patients with SCI is limited. de Araújo et al [27] stated that VR therapy could be used to improve motor function. A structured review performed by Yeo et al [28] concluded that VR therapy provides benefits on balance and posture. Conversely, a recent meta-analysis published by our group [29] suggested that VR interventions may not be effective to improve the functional performance after SCI. Nevertheless, the previous reviews were not restricted specifically to the assessment of ULMF. We hypothesize that VR therapy could stimulate patients’ attention and motivation, making the intervention more effective than conventional physical therapy (CPT). Therefore, the main objective of this systematic review and meta-analysis was to evaluate the effectiveness of VR interventions in the recovery of ULMF in patients with SCI.

Methods
Search Strategy
The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [30] were followed to perform this systematic review. The search protocol was registered in the International Prospective Register of Systematic Reviews (PROSPERO) database (CRD 42018093855). The literature search was performed between October and December 2019 in the following electronic databases: Embase, Web of Science, Cumulative Index to Nursing and Allied Health Literature (CINAHL), Scopus, Medline, Physiotherapy Evidence Database (PEDro), PubMed, and Cochrane Central Register of Controlled Trials (CENTRAL). The following descriptor terms combined with Boolean operators were employed: (“spinal cord injuries” OR “spinal cord injury” OR “quadriplegia” OR “paraplegia” OR “tetraplegia”) AND (“virtual reality exposure therapy” OR “virtual reality” OR “augmented reality” OR “virtual systems” OR “video games” OR “videogame” OR “exergaming” OR “exergames” OR “commercial games” OR “play-based therapy”). Medical Subject Headings (MeSH) descriptors were used in PubMed database: “virtual reality exposure therapy,” “virtual reality,” “spinal cord injuries,” and “video games.” The search was filtered to include full-text clinical trials papers. No date or language filters were applied.

http://mhealth.jmir.org/2020/12/e22537/
Selection Criteria
The Population, Intervention, Comparison, Outcomes and Study (PICOS) design model was used to establish the article inclusion criteria: (1) population: adults with SCI; (2) intervention: VR interventions; (3) comparison: adults with SCI performing CPT; (4) outcome: outcomes specifically related to ULMF, such as muscle strength, range of motion (ROM), dexterity, grasp and pinch force, and hand function; and (5) study design: controlled clinical trials. Articles of studies which included participants with SCI and other pathologies but did not provide the outcome data for each specific population were excluded.

Study Selection Process and Data Extraction
The literature search was carried out by combining keywords in the scientific databases mentioned above and duplicated articles were excluded. Next, titles and abstracts were reviewed, and we excluded those articles that did not meet the established inclusion criteria. The remaining articles were analyzed strictly and were finally included in the systematic review. Two reviewers (ADM-R and MDR) took part independently in the study selection process, review, and systematic data extraction. A third reviewer (DLA) took part in achieving consensus in cases of dispute. The following data were extracted from the studies: (1) author and date of publication; (2) number and age of participants, levels of injury, and mean time post onset; (3) and characteristics of the interventions (intervention types in each group, outcome measures, measuring instrument) and results.

Tools for Assessing the Risk of Bias of the Studies
The Cochrane Collaboration’s tool [31] and Review Manager (RevMan) software (version 5.3; The Nordic Cochrane Centre, The Cochrane Collaboration, 2014), which includes a description and evaluation of each item by means of a bias table, were used to assess the risk of bias. After assessing the risk of bias of each study, the studies were categorized as “low risk,” “high risk,” or “unclear risk.” Two reviewers carried out the assessment independently. In cases of doubt, the final decision was determined through discussion including a third reviewer.

Statistical Analysis
The meta-analysis compared CPT with VR interventions. The studies were divided into subgroups based on the measuring instrument that was used in the study. If more than one instrument was used in the same study, we included the study in more than one subgroup. The differences in the effect size (postintervention minus preintervention) between the groups were analyzed in terms of the standardized mean difference. The confidence level was set at 95% (significance at \( P < 0.05 \)). Results are shown along with 95% CIs.

The chi-square test and the \( I^2 \) statistic (percentage of variation across studies that is due to heterogeneity) were used to test the homogeneity, using a fixed-effect model in the case of homogeneity and a random-effects model otherwise.

The analyses were performed using RevMan 5.3 software, and the results are presented in tables and forest plots.

Results
A total of 279 potentially relevant articles were retrieved after the selection process, as shown in Figure 1. A total of 6 studies were included in the systematic review. Four of them were included in the meta-analysis for statistical comparison.
Assessment of the Risk of Bias of the Studies Included in the Review

Regarding the risk of bias of the studies included in this review, the studies conducted by Kowalczewski et al [32], Dimbwadyo-Terrer et al [3], and Prasad et al [33] presented the lowest risk of bias, as shown in Figure 2. Furthermore, concerning the risk of bias among the studies analyzed, the lowest biases were found in the selective reporting (0%) and the incomplete outcome data (0%). The highest value (85.5%) was found in the allocation concealment, as shown in Figure 3.
Figure 2. Risk of bias of the studies included in the systematic review. The green circle (+) indicates low risk of bias, the yellow circle (?) unclear risk of bias, and the red circle (-) high risk of bias.

<table>
<thead>
<tr>
<th>Study</th>
<th>Random sequence generation (selection bias)</th>
<th>Allocation concealment (selection bias)</th>
<th>Blinding of participants and personnel (performance bias)</th>
<th>Blinding of outcome assessment (detection bias)</th>
<th>Incomplete outcome data (attrition bias)</th>
<th>Selective reporting (reporting bias)</th>
<th>Other bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimbwadyo-Terrer et al, 2013</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Dimbwadyo-Terrer et al, 2016 (a)</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Dimbwadyo-Terrer et al, 2016 (b)</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Gil-Agudo et al, 2012</td>
<td>+</td>
<td>-</td>
<td>?</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Kowalczewski et al, 2011</td>
<td>+</td>
<td>-</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Prasad et al, 2018</td>
<td>+</td>
<td>-</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
</tbody>
</table>
Data Extraction

A total of 103 subjects (control group, n=46; intervention group, n=57) took part in the different studies. A study by Dimbwadyo-Terrer et al [3] had the highest number of participants (n=31) and a different study by Dimbwadyo-Terrer et al [34] had the lowest sample size (n=9). The mean age of the participants ranged from 23.7 years [33] to 54.3 years [34].

Concerning the neurological level of injury, 4 studies [3,8,32,35] included participants with American Spinal Injury Association Impairment Scale (AIS) grades A-B injuries, while 2 studies [33,34] included participants with AIS grades A-D injuries. The main characteristics of the participants are shown in Table 1.

Table 1. Main characteristics of the participants in each study.

<table>
<thead>
<tr>
<th>Study reference</th>
<th>Participants, n</th>
<th>Total</th>
<th>CG&lt;sup&gt;a&lt;/sup&gt;</th>
<th>IG&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Age (years), mean (SD)</th>
<th>AIS&lt;sup&gt;c&lt;/sup&gt; grade</th>
<th>Level of injury</th>
<th>Mean time after disease onset (months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[32]</td>
<td>13</td>
<td>7</td>
<td>6</td>
<td>Overall: 35.9 (11.9)</td>
<td>A-B</td>
<td>C5-C7</td>
<td>Overall: 9.0</td>
<td></td>
</tr>
<tr>
<td>[8]</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>CG: 49.0 (6.1)</td>
<td>A-B</td>
<td>C5-C8</td>
<td>IG: 4.2</td>
<td></td>
</tr>
<tr>
<td>[35]</td>
<td>18</td>
<td>6</td>
<td>12</td>
<td>IG: 36.2 (10.4)</td>
<td>A-B</td>
<td>C5-C8</td>
<td>IG: 6.6</td>
<td></td>
</tr>
<tr>
<td>[34]</td>
<td>9</td>
<td>3</td>
<td>6</td>
<td>IG: 34.5 (13.7)</td>
<td>A-D</td>
<td>T1-T6</td>
<td>IG: 4.3</td>
<td></td>
</tr>
<tr>
<td>[33]</td>
<td>22</td>
<td>10</td>
<td>12</td>
<td>IG: 44.2 (22.9)</td>
<td>A-D</td>
<td>C5-C8</td>
<td>IG: 5.8</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>C: control group.<br><sup>b</sup>I: intervention group.<br><sup>c</sup>AIS: American Spinal Injury Association Impairment Scale.

Concerning the intervention protocols, the VR therapy was applied to the intervention groups via different technological devices while the comparison group performed CPT. The longest total duration of intervention and the highest intensity were achieved by Kowalczewski et al [32] (5 times/week for 6 weeks). In addition, the longest session duration (60 minutes) was achieved by Kowalczewski et al [32] and Prasad et al [33]. Conversely, the shortest intervention time and lowest intensity were achieved by Dimbwadyo-Terrer et al [34], who only performed 4 sessions (2 times/week for 2 weeks).

VR therapy was provided through different devices, such as the Rehabilitation Joystick for Computerized Exercise (ReJoyce) VR system (Saebo Inc) [32], Toyra system (National Paraplegics Hospital of Toledo and Rafael del Pino Foundation) [3,8,35], Nintendo Wii [33], and a mesh data glove [34]. All of the devices used to provide VR therapy were categorized into semi-immersive and nonimmersive VR types. The ReJoyce VR
system consists of a workstation where patients can play games shown on a screen through a segmented, jointed, spring-loaded arm. The Toyra system was used in 3 studies [3,8,35]. It reproduces the patient movements in real time through an avatar displayed on the screen, and patients can interact with different objects in the virtual environment [8]. Prasad et al [33] used the Nintendo Wii video game console. Finally, the study by Dimbwadyo-Terrer et al [34] used a data glove to interact with the virtual environment, allowing patients to manipulate virtual objects in real time.

Regarding the different deficits treated, all of the studies analyzed the effects of the VR intervention on ULMF. Moreover, the authors focused their interventions on improving upper limb ROM [8,32,35], upper limb strength [8], upper limb dexterity [33], grasp and pinch force [32], and functional performance [3,8,33-35]. Most studies reported no significant effects on the different outcomes analyzed. Only the study of Kowalczewska et al [32] showed benefits on all of the outcomes. Gil-Agudo et al [8] showed significant results on stacked checked subtest of the Jebsen-Taylor Hand Function Test (JTHFT) [36], and Dimbwadyo-Terrer et al [3] got significant benefits for muscle strength measured by the muscle balance test [37]. Table 2 shows the main characteristics of the different interventions performed by the different studies.
Table 2. Main characteristics of the interventions.

<table>
<thead>
<tr>
<th>Study</th>
<th>Group interventions</th>
<th>Intensity</th>
<th>Session duration</th>
<th>Intervention duration</th>
<th>Outcomes</th>
<th>Measuring instrument</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>[32]</td>
<td>CG: CPT&lt;sup&gt;b&lt;/sup&gt;; IG: ReJoyce VR&lt;sup&gt;d&lt;/sup&gt;</td>
<td>5 x/wk&lt;sup&gt;e&lt;/sup&gt;</td>
<td>60 min&lt;sup&gt;f&lt;/sup&gt;</td>
<td>6 wks&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Upper limb motor function, ROM&lt;sup&gt;h&lt;/sup&gt;, functional tasks, grasp, and pinch forces</td>
<td>ARAT&lt;sup&gt;i&lt;/sup&gt;, Re-Joyce automated hand function test</td>
<td>All outcomes showed statistically significant differences and clinically important improvements for IG.</td>
</tr>
<tr>
<td>[8]</td>
<td>CG: CPT; IG: Toyra VR system</td>
<td>3 x/wk</td>
<td>30 min</td>
<td>5 wks</td>
<td>Upper limb ROM, motor function and strength, and functional performance</td>
<td>NHPT&lt;sup&gt;j&lt;/sup&gt;, JTHFT&lt;sup&gt;k&lt;/sup&gt;, MI&lt;sup&gt;l&lt;/sup&gt;, BI&lt;sup&gt;m&lt;/sup&gt;, FIM&lt;sup&gt;n&lt;/sup&gt;, SCIM&lt;sup&gt;o&lt;/sup&gt;</td>
<td>No significant differences were found between groups after intervention, except for JTHFT stacking checkers subtest (P=0.008).</td>
</tr>
<tr>
<td>[35]</td>
<td>CG: CPT; IG: Toyra VR system</td>
<td>4 x/wk</td>
<td>ND&lt;sup&gt;p&lt;/sup&gt;</td>
<td>3 wks</td>
<td>Upper limb ROM and motor function, and functional performance</td>
<td>MI, MB&lt;sup&gt;q&lt;/sup&gt;, FIM, SCIM</td>
<td>No significant differences were found between groups after intervention.</td>
</tr>
<tr>
<td>[3]</td>
<td>CG: CPT; IG: Toyra VR system</td>
<td>3 x/wk</td>
<td>30 min</td>
<td>5 wks</td>
<td>Upper limb motor function and functional performance</td>
<td>MB, MI, FIM, SCIM, BI</td>
<td>No significant differences were found between groups after intervention. At follow-up, only MB was statistically improved (P=0.04).</td>
</tr>
<tr>
<td>[34]</td>
<td>CG: CPT; IG: VR system + CiberTouch data glove</td>
<td>2 x/wk</td>
<td>30 min</td>
<td>2 wks</td>
<td>Upper limb motor function and functional performance</td>
<td>NHPT, JTHFT, MB, SCIM</td>
<td>No significant differences were found between groups after intervention.</td>
</tr>
<tr>
<td>[33]</td>
<td>CG: CPT; IG: Nintendo Wii</td>
<td>3 x/wk</td>
<td>60 min</td>
<td>4 wks</td>
<td>Upper limb dexterity and motor function, and functional performance</td>
<td>CUE&lt;sup&gt;r&lt;/sup&gt;, BBT&lt;sup&gt;s&lt;/sup&gt;, SCIM, WHOQOL-BREF&lt;sup&gt;t&lt;/sup&gt;</td>
<td>No significant differences were found between groups after intervention.</td>
</tr>
</tbody>
</table>

<sup>a</sup>CG: control group.
<sup>b</sup>CPT: conventional physical therapy.
<sup>c</sup>IG: intervention group.
<sup>d</sup>VR: virtual reality.
<sup>e</sup>x/wk: times/week.
<sup>f</sup>min: minutes.
<sup>g</sup>wks: weeks.
<sup>h</sup>ROM: range of motion.
<sup>i</sup>ARAT: Action Research Arm Test.
<sup>j</sup>NHPT: Nine-Hole Peg Test.
<sup>k</sup>JTHFT: Jebsen-Taylor Hand Function Test.
<sup>l</sup>MI: Motricity Index.
<sup>m</sup>BI: Barthel Index.
<sup>n</sup>FIM: Functional Independence Measure.
<sup>o</sup>SCIM: Spinal Cord Independence Measure.
<sup>p</sup>ND: not described.
<sup>q</sup>MB: muscle balance.
<sup>r</sup>CUE: Capabilities of Upper Extremity.
<sup>s</sup>BBT: Box and Block Test.
<sup>t</sup>WHOQOL-BREF: World Health Organization Quality of Life Scale, Abbreviated Version.

**Instruments of Measurement Used in the Meta-Analysis**

Different scales and tests were used in the studies to assess ULMF. The Nine-Hole Peg Test (NHPT) involves placing and removing pegs into 9 holes, and scores are based on the time taken to complete the activity. This scale is commonly used to measure fine manual dexterity [38]. Muscle balance (MB) tests are used to rate muscle strength, assigning a grade from 0 to 5 according to the strength of the muscle to face the gravity or the force applied by the examiner [37]. The Motricity Index (MI) measures the range and strength of active movements and each movement is rated on a point scale from 0 to 100 [39]. The JTHFT assesses the time (in seconds) spent to perform different tasks related to hand functioning, which are commonly used in activities of daily living, and it comprises 7 subtests (writing,
simulated page turning, picking up small common objects, simulated feeding, stacking checkers, picking up large light objects, and picking up large heavy objects) [36]. Finally, ROM tests consist of measuring joint mobility using a goniometer [40]. A total of 4 studies were included in the meta-analysis.

Two studies [8,34] used the NHPT to analyze ULMF. According to the $I^2$ statistic, 0% of variation across studies was due to heterogeneity. This homogeneity was confirmed by the chi-square test ($P=0.41$). A fixed-effect model was fitted. The study by Gil-Agudo et al [8] obtained the best results. We observed that VR therapy turned out to be more effective than CPT. However, the overall result of this meta-analysis was not conclusive, as shown in Figure 4.

Three studies [3,34,35] analyzed the effects of VR interventions using the results obtained from the MB test. In this group, $I^2=56\%$, although the chi-square test ($P=0.10$) showed homogeneity, and a fixed-effect model was fitted. Favorable results for VR interventions were obtained in the study by Dimbwadyo-Terrer et al [34]. However, none of these results were statistically significant. The overall result of this meta-analysis was not conclusive, as shown in Figure 5.

Three studies [3,8,35] used the MI to assess ULMF. As with the studies that used the NHPT to analyze ULMF, 0% of the variation across studies was due to heterogeneity ($I^2=0\%$), and the chi-square test confirmed that finding ($P=0.89$). A fixed-effect model was fitted. All the studies showed favorable results for VR interventions. However, none of these results were statistically significant. The overall result of this meta-analysis was not conclusive, as shown in Figure 6.

Finally, the ROM was measured in 2 of the studies [8,35]. None of the subgroups in this meta-analysis led to conclusive results, as shown in Figure 8.

The JHFT was used to measure the ULMF in two studies [8,34]. The results suggested statistically significant results for VR interventions in the “picking up small common objects” subgroup. The overall result for the remaining subgroups was not conclusive (Figure 7).
Figure 7. Forest plot for upper limb motor function measured by the Jebsen-Taylor Hand Function Test. The green blocks indicate the weight assigned to the study, the horizontal line depicts the CI, and the black rhombus shows the overall result. IV: inverse variance; Std: standard.
Discussion

Principal Findings

The present research aimed to use meta-analysis to evaluate the effectiveness of VR versus CPT on ULMF in patients with SCI. Six controlled trials were included in the systematic review and 4 of them were included in the meta-analysis. A total of 105 participants were involved in the different studies. In view of our results, we can conclude that there is not enough evidence that VR interventions are more effective than CPT in helping patients to recover ULMF after SCI.

These results match with those obtained in our previous meta-analysis [29] on functional performance recovery in patients with SCI. Six controlled trials were included in the systematic review and 4 of them were included in the meta-analysis. A total of 105 participants were involved in the different studies. In view of our results, we can conclude that there is not enough evidence that VR interventions are more effective than CPT in helping patients to recover ULMF after SCI.

Concerning the characteristics of participants, the injury severity was measured by AIS grades. Most studies [3,8,32,35] included participants with AIS grades A-B, while 2 studies [33,34] match with those of Yeo et al [28] and de Araújo et al [27], who reported positive effects of VR interventions on motor function, but the reviews were not restricted specifically to assess ULMF. We suggest that the inconclusive results on ULMF revealed in the present review could have been affected by the type of VR devices used in the interventions. All of the studies performed the VR interventions through semi-immersive or nonimmersive systems, where a computer or video game console displayed the virtual environment through a screen [41]. None of the studies used immersive VR devices, which could provoke more task-focused attention than semi-immersive and nonimmersive devices [42]. Additionally, other heterogeneous factors could have influenced the results obtained, such as different tasks being performed in the VR sessions, different protocols being used for VR interventions and CPT, different session and program durations, and the participants’ characteristics. Therefore, it would be desirable to unify protocols in order to clarify which factors of VR interventions may be more appropriate to achieve the intended effects.
included AIS grades A-D. Regarding the levels of injury, most studies [3,8,32,33,35] included patients with cervical levels of injury. Although several positive effects were found in patients with AIS A-B grades and cervical levels, we cannot conclude that the recovery of ULMF is related to the level of injury. Regarding the different effects obtained in the studies, of the 6 studies included in the present review, only the study by Kowalewski et al [32] showed significant improvements in ULMF, ROM, functional tasks, grasp, and pinch forces. These improvements might have been seen in the study because the intervention had the longest total duration and a higher intensity (60 minutes, 5 times/week for 6 weeks).

Although VR systems have the potential to provide precise measurement of motor outcomes, provide direct feedback and safe environments [13,43], and increase patient motivation and treatment adherence [8] in clinical settings, we did not find differences between VR interventions and CPT in improving ULMF in patients with SCI. According to Morone et al [44], further research is needed in order to develop accurate user guidelines before VR systems are ready for market, to develop immersive VR systems based on personalized neurological characteristics optimizing motor learning processes [45], to implement adequate training to health care professionals [46], and to integrate this technology into neurological rehabilitation [47].

Limitations and Recommendations for Future Research

Some limitations of the study should be mentioned. The results provided by the present review should be viewed with caution because of the limited number of controlled trials analyzed. Another limitation was the small sample size used in the studies and the different injury levels of the patients. Thus, we encourage authors to use large sample sizes and to include an appropriate number of subjects in stratified groups in order to know which factors of the participants’ characteristics are influencing the results. Nevertheless, these patients are usually treated in neurological institutions or centers and it is difficult to get large sample sizes. Thus, most studies include convenience samples, resulting in potential selection biases [48]. Furthermore, the heterogeneous protocols used in terms of VR devices employed, program and session durations, and CPT protocols used could affect the results obtained in this review.

In this sense, we encourage researchers to perform randomized controlled trials with higher methodological quality using larger sample sizes, and to unify VR intervention protocols in order to identify the key aspects of VR interventions that have the greatest impact on ULMF recovery after SCI. In addition, because task-focused attention is stimulated more with immersive VR devices than with semi-immersive and nonimmersive devices [42] and no positive results on ULMF were obtained using semi-immersive and nonimmersive VR devices in the studies analyzed in this review, we encourage researchers to use immersive VR devices in their future clinical trials. Finally, we urge researchers to analyze the effectiveness of the application of different CPT techniques in patients with SCI in order to provide further evidence for this topic.

Conclusions

Although the use of VR devices has expanded in neurological rehabilitation, the current evidence for using VR interventions to improve ULMF in patients with SCI is limited. Specifically, our results showed that VR may not be more effective than CPT in ULMF recovery. This may be explained by the fact that all the studies used semi-immersive and nonimmersive devices, and these devices require less task-focused attention than immersive VR devices. No solid conclusions can be drawn concerning the relationship between injury levels and severity and the effects of VR interventions.

In view of our results, it is necessary to conduct clinical trials with a high methodological quality, using larger sample sizes, and to unify VR intervention protocols in order to identify the key aspects that increase the clinical impact of VR interventions in neurological rehabilitation. Further research is needed to provide evidence for the application of VR devices to facilitate ULMF recovery in patients with SCI.
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Abstract

Background: Duchenne muscular dystrophy is a serious and progressive disease affecting one in 3500-6000 live male births. The use of new virtual reality technologies has revolutionized the world of youth rehabilitation.

Objective: We performed a systematic review to study the effectiveness of the use of virtual reality systems applied in the rehabilitation of the upper limbs of individuals with Duchenne muscular dystrophy.

Methods: Between June 2018 and September 2019, we carried out a series of searches in 5 scientific databases: (1) PubMed, (2) Web of Science, (3) Scopus, (4) The Cochrane Library, and (5) MEDLINE via EBSCO. Two evaluators independently conducted the searches following the PRISMA recommendations for systematic reviews for articles. Two independent evaluators collated the results. Article quality was determined using the PEDro scale.

Results: A total of 7 clinical trials were included in the final review. These studies used new technologies as tools for physiotherapeutic rehabilitation of the upper limbs of patients with Duchenne muscular dystrophy. Collectively, the studies showed improvement in functionality, quality of life, and motivation with the use of virtual reality technologies in the rehabilitation of upper limbs of individuals with Duchenne muscular dystrophy.

Conclusions: The treatment of neuromuscular diseases has changed in recent years, from palliative symptom management to preventive methods for capacity building. The use of virtual reality is beginning to be necessary in the treatment of progressive diseases involving movement difficulties, as it provides freedom and facilitates the improvement of results in capacity training. Given that new technologies are increasingly accessible, rehabilitation and physiotherapy programs can use these technologies more frequently, and virtual reality environments can be used to improve task performance, which is essential for people with disabilities. Ultimately, virtual reality can be a great tool for physiotherapy and can be used for Duchenne muscular dystrophy rehabilitation programs to improve patient performance during training.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42018102548; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=102548

(JMIR Mhealth Uhealth 2020;8(12):e21576) doi:10.2196/21576
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Introduction

Duchenne muscular dystrophy is caused by a mutation in the gene that produces dystrophin, which is responsible for maintaining muscle properties. Duchenne muscular dystrophy is a rare disease with an incidence of 1 in 3500-6000 live male births [1]. The lack of dystrophin leads to a progressive degeneration of muscle fibers, which then become connective tissue and fat [2]. Currently, this disease has no cure. The main symptoms are muscle weakness, which progressively leads to a loss of function and independence, and, in advanced stages of the disease, a compromised respiratory system [3]. Functional tests are performed during medical assessments of children with Duchenne muscular dystrophy [4]. The Motor Function Measurement test is used to measure patients’ conditions before and after virtual task training [5]. Due to its analytical simplicity, the Vignos scale is also used to evaluate functionality and overall muscle performance in neuromuscular diseases. The Egen Scale Klassification was specially developed to measure the degree of functional impairment in daily living activities experienced by those with Duchenne muscular dystrophy [5].

Over time, there have been numerous guides for interprofessional action for affected individuals and their families [2]. Various technologies are used to provide patients and professionals with reliable forms of evaluation and effective treatments [4]. For instance, the use of virtual reality during treatment can provide a fun environment for patients [5,6]. Virtual reality may use multiple devices such as glasses, game consoles, immersion systems, applications for tablets and smartphones, gloves, exoskeletons, tele-rehabilitation systems, and more [7,8]. Virtual environments can involve representations of the users (ie, avatars), communication skills, the construction of or interaction with 3D objects, and the illusion of space [8]. From the combination of the concepts of virtual reality and rehabilitation, the concept of virtual rehabilitation has emerged, a term initially coined by Thalmann and Burdea [6]. Simulations are defined as learning contexts that attempt to imitate real-life situations [7]. Games should be designed to improve learning and promote autonomy [7].

The World Health Organization defines mHealth as the practice of medicine and public health supported by mobile devices such as mobile phones, patient monitoring devices, digital personal assistants, and other wireless devices [9]. Technology, like virtual reality, is used in health care settings to encourage therapists to adapt physical exercises in order to encourage patient participation [10]. New technologies enable the creation of virtual environments that capture patients’ attention by showing them interactive systems based on physical therapy exercises [11]. In this context, patients are continually challenged by constantly changing tasks, which elicit more active participation in the requested exercises and can potentially improve the intended results, thus accelerating the recovery process [6]. For example, training with commercial video games is used to help children with motor problems [12,13]. In recent years, virtual development has focused on robotic therapy (eg, the use of technology involving an exoskeleton) to improve distal movements in the hands [14,15].

Although no systematic review has been performed in children with Duchenne muscular dystrophy, a systematic review of the effectiveness of virtual reality in the manual function of children with cerebral palsy demonstrated little evidence of effectiveness [16]. Compared to those with cerebral palsy, patients with Duchenne muscular dystrophy retain musculature strength of the upper extremities for longer than they do in the lower extremities, especially in the distal muscles [17]. In those with cerebral palsy, distal muscles required for fine motor movements are the most affected in cases of hemiparesis and tetraparesis [16].

Virtual reality games in individuals with Duchenne muscular dystrophy who have considerable and progressive loss of movement could help to create safe rehabilitative environments in which to improve responsiveness or regulate treatment strategies [18]. The objective of this systematic review is to verify the effectiveness of virtual reality physiotherapy treatments in the rehabilitation of the upper limbs in individuals with Duchenne muscular dystrophy.

Methods

Search Strategy

This systematic review is registered in PROSPERO with the code CRD42018102548. We used the most important evaluation items for systematic reviews and meta-analysis guides. We carried out a series of searches following PRISMA [19] recommendations for systematic reviews in 5 scientific databases: (1) PubMed, (2) Web of Science, (3) Scopus, (4) The Cochrane Library, and (5) MEDLINE via EBSCO. The searches were carried out between June 2018 and September 2019.

Complete articles in English or Spanish were required. The following keywords from the Medical Subject Headings tree were used for the search: physical therapy, physiotherapy, upper limb, VR, new technologies, Duchenne, Duchenne muscular dystrophy, physical therapy modalities, virtual reality, and virtual reality exposure therapy. See Figure 1 for a complete list of the search strategy and terms used.
Study Objective

The research question was: “Is the use of virtual reality in rehabilitation of the upper limbs effective in children with Duchenne muscular dystrophy?”

The following was derived using the PICO model [19]:

- **P** (patient): individuals with Duchenne muscular dystrophy.
- **I** (intervention): physical therapy with virtual reality.
- **C** (comparison): traditional physiotherapy.
- **O** (outcomes or results): effectiveness of use. Patient’s status.

Eligibility Criteria

When searching the databases, a series of filters were chosen to limit the searches and select the articles. These were:

- Articles published between 2000 and 2019 inclusive (to ensure the relevance of the material).
- Articles whose subject of study were human.
- Randomized clinical trials.
- Articles written in English or Spanish.
- Studies based on physiotherapy applied with new technologies, including interventions with virtual reality, virtual games, and applications on tablets or smartphones.
Data Extraction and Analysis

After searching different keywords in the aforementioned list of databases and sorting articles by title and summary, relevant articles were identified for complete reading, duplicate articles were eliminated, and the inclusion and exclusion criteria were applied to the sample of definitive data (Figure 1).

Methodological Quality Assessment

We evaluated the methodological quality and internal validity of the studies using the PEDro scale. The PEDro scale (0-10) is based on the Delphi list developed by Verhagen et al [20]. Two independent evaluators (RMV and RBB) used the PEDro checklist to score each study. A study with a score of 4-5 was considered poor or acceptable, where a score below 4 was considered to indicate low methodological quality. Studies with a score below 6 were considered as having low or level 1 evidence, where a study with a score of 6-8 was considered good and a study with a score of 9-10 was considered excellent.

Results

Study Selection and PEDro Assessment

A total of 43 articles were identified for review. Duplicate articles were removed, leaving a total of 32 articles. Twelve of these were excluded as they were considered irrelevant. A total of 20 articles were screened and assessed for eligibility after reading the full text. Thirteen articles were excluded during the eligibility assessment phase: 8 because they showed an incorrect concept, 2 because they did not show the full text, 1 because it did not focus on Duchenne muscular dystrophy subjects, 1 due to incorrect context, and 1 because it did not display upper limb rehabilitation in the variables. The final complete quality assessment included 7 articles.

After deleting duplicates, 32 articles were identified through the keyword search, 20 of which were selected for screening and assessed for eligibility. After a full-text reading, only 7 were included in the qualitative analysis (Figure 1).

The 7 selected studies were published between 2009 and 2019. Of the 7 studies, 6 were carried out in Brazil and 1 in the Netherlands. Using the PEDro scale, 3 studies received a score of 7 and 1 received a score of 8. These studies were considered “good.” Two studies received a score of 6 and 1 study received a score of 5. These studies were considered “acceptable.” Criteria and scoring are depicted in Table 1.

<table>
<thead>
<tr>
<th>Study</th>
<th>Eligibility criteria</th>
<th>Randomized</th>
<th>Allocation concealed</th>
<th>Baseline comparability</th>
<th>Subject blinding</th>
<th>Therapist blinding</th>
<th>Evaluator blinding</th>
<th>Adequate follow-up</th>
<th>Intention-to-treat analysis</th>
<th>Between-group comparisons</th>
<th>Specific measurements and variability</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>De Freitas et al [17]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>7</td>
</tr>
<tr>
<td>Massetti et al [22]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>8</td>
</tr>
<tr>
<td>Correa et al [18]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>7</td>
</tr>
<tr>
<td>Malheiros et al [24]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>6</td>
</tr>
<tr>
<td>Quadrado et al [23]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
</tr>
<tr>
<td>Heuntick et al [21]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>6</td>
</tr>
<tr>
<td>Capellini et al [5]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>6</td>
</tr>
<tr>
<td>De Freitas et al [17]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>7</td>
</tr>
</tbody>
</table>

Assessment of Study Design

Collectively, the studies enrolled individuals with Duchenne muscular dystrophy aged 5 to 34 years. Individuals with Duchenne muscular dystrophy were ambulatory or wheelchair-dependent. Control groups included those with typical development. The number of individuals in the intervention groups varied. The largest included 60 participants [17], and the smallest included 19 [21]. Only 2 studies compared 2 groups of individuals with Duchenne muscular dystrophy during the intervention and control periods [21,22].

Total study length ranged from 1 day to 20 weeks. Heuntick et al [21] reported training with the virtual reality task for 20 weeks at home. Correa et al [18] reported 12 cumulative days of weekly intervention. Five studies measured the time it took participants to complete tasks they had been assigned in each of the following 3 phases: (1) acquisition, (2) retention, and (3) transfer [5,17,22-24]. These 5 studies agreed with the number of attempts in each phase, with attempts being higher in the acquisition phase (20-30 trials) than retention phase (5 trials) and transfer phase (5 trials).

The most commonly used variable was Motor Function Measurement, which measures limb functionality in 3 dimensions. The scores of Dimension 1 (D1: standing and transfer), Dimension 2 (D2: axial and proximal limb), and Dimension 3 (D3: distal limb) can predict functionality.
improvements [5,17,24]. However, some of the authors whose articles were selected for review do not believe that the Motor Function Measurement score is predictive of improvement, but instead believe that the time to complete the tasks assigned in each phase is predictive of improvement [22,23]. The relation between performance and Motor Function Measurement-D1 indicates that the use of virtual technology like smartphones is partly reliant on the muscles responsible for standing and transfer, as these muscles allow the head to look at the screen [5]. The dependent variable reported in studies to compare between phases is the movement time or time to perform [5,22-24]. Only one study included a motivation scale (Likert Scale) [18], and only one included a quality of life variable (Kidscreen-52) [21].

Virtual reality games can be simple, allowing individuals to adapt quickly and perform the tasks without problems [24]. Games used in the studies included in the review included musical games, virtual ball mazes, catching cubes, or labyrinths. Study participants used a variety of devices or virtual interfaces such as computers, webcams, touch screens, Kinect sensors, Leap Motion interfaces, simulated sounds, video consoles (like PlayStation II), and smartphones [5,17,18,21-24]. De Freitas et al [17] compared different interfaces with or without physical contact.

**Study Outcomes**

Complete summaries of the included studies and their respective intervention details are presented in Table 2 and Table 3.

Study outcomes showed that the grade of motivation improved when using virtual devices [18]. Furthermore, a better performance was seen with a smartphone if a previous learning phase was used [5]. Improvements in the quality of life and elbow extension were seen if training with virtual reality games was performed at home [21].

Although Quadrado et al [23] found that conducting a timed task in a virtual environment facilitated real-life completion of that same task for individuals with Duchenne muscular dystrophy, Massetti et al [22] found no transference of learning between environments when comparing real-life and virtual tasks. Finally, individuals with Duchenne muscular dystrophy showed better performance when using interfaces without contact (like Leap Motion and Kinect) compared to touch screen interfaces [17]. No adverse effects of the use of virtual reality were described in the studies included in our review.
<table>
<thead>
<tr>
<th>Author, country</th>
<th>Population</th>
<th>Results</th>
<th>Statistical effect</th>
</tr>
</thead>
</table>
| Correa et al (2009) [18], Brazil | 16 individuals with DMD\(^1\), 17-24 years old. | • In satisfaction surveys, both patients and therapists found intervention with GenVirtual beneficial.  
• Positive effects for patients with movement restriction. | The level of motivation using GenVirtual was greater (54%) compared to those not using the system (40%). |
| Capelini et al (2017) [5], Brazil | IG\(^2\)=50 individuals with DMD; CG\(^3\)=50 typically developing individuals, 10-34 years old. | • IG showed better performance within a short-term motor learning protocol with smartphones.  
• The score of MFM\(^4\) in standing position and transfers and the first attempt in the acquisition phase predicted the degree of learning. | Acquisition: IG=7.7-6.3 seconds; CG=4.9-4.1 seconds.  
Retention: IG=6.3 seconds; CG=4.1 seconds.  
Transfer phase 2: IG retention=6.4 seconds; transfer phase 2=7.6 seconds. |
| Heuntinck et al (2018) [21], Brazil | IG=9 typically developing, ambulatory individuals; CG=10 wheelchair dependent individuals with DMD. | • Elbow extension increased in the IG and decreased in the CG. The CG was not assisted by a coach, while the IG was.  
• Elbow dimension=-0.6.  
• Kidscreen showed a better quality of life. | IG SD=22.1  
Dynamometer elbow extension: IG SD=1.8, \(P=.018\); CG SD=1.6, \(P=.038\)  
Performance of the upper limb (transfer phase 0-transfer phase 2) |
| Massetti et al (2018) [22], Netherlands | 22 DMD individuals divided in two groups of 11. Group A started with virtual task; group B started with a real task. | • All participants decreased the movement time from the first to the last block of acquisition, more who started with the virtual task. In both virtual and real tasks, motor learning could be inferred by the short-term retention and transfer task (with increasing distance of the target). There was no transference of learning between environments.  
• Only the performance on acquisition phase predicted the degree of learning. MFM\(^5\) punctuation did not. | Real task in acquisition phase: movement time=746ms.  
Virtual task in acquisition phase: movement time=1011ms. |
| Quadrado et al (2017) [23], Brazil | IG=32 individuals with DMD; CG=32 typically developing individuals, 12-32 years old (mean=18 years). | • Acquisition phase: for two groups the tendency was late. Absolute timing error was larger in IG group than in the CG. Only absolute timing error in the acquisition phase predicted the amount of learning; age and MFM did not.  
• Transfer phase: for both the CG and IG, completion of real-life tasks did not improve completion of virtual tasks. However, training in the virtual environment did improve real-life task completion. | Absolute timing error  
IG 1st attempt media (movement time=255 milliseconds)  
Last attempt (movement time=156 milliseconds)  
CG (movement time=245 milliseconds) larger than IG.  
Final acquisition  
(movement time=156 milliseconds)  
Variable timing error transfer phase (movement time=369 milliseconds)  
Final acquisition (movement time=132 milliseconds) |
| Malheiros et al (2015) [24], Brazil | IG=42 individuals with DMD; CG=42 typically developing individuals, 5 to 18 years old. | • Acquisition phase: a significant decrease was found in movement time between the first and last acquisition block, but only for the IG.  
• Movement time: first acquisition=8.4 seconds; last acquisition=5.7 seconds.  
• In the transfer phase movement time increased from retention to transfer: IG=5.7-6.6 seconds; CG 3.3-4.0 seconds. | Movement time during the transfer phase was shorter than during the first acquisition in the IG.  
Significant effects were found for number of attempts but not for interface type. |
<table>
<thead>
<tr>
<th>Author, country</th>
<th>Population</th>
<th>Results</th>
<th>Statistical effect</th>
</tr>
</thead>
</table>
| De Freitas et al (2019) [17], Brazil | IG=60 male individuals with DMD; CG=60 typically developing male individuals. 9-34 years old. Divided with cross sectional design in three groups of 20 each one. | - Acquisition phase: significant effects were found for attempt but not for the device used.  
- Both groups increased the number of balls touched from first to last attempt.  
- IG performance in all interfaces was worse in Touch Screen than Kinect and Leap Motion.  
- CG had better performance for touch screen.  
- Age did not influence the learning effects for the gaming task.  
- Mean score in MFM in standing position and transfers was approximately 15%.  
- Punctuation in Vignos score and MFM in axial and proximal limb motor function predicted the improvement of performance in IG individuals. | Acquisition phase  
- First attempt (M=E=70), last attempt (M=78), IG (M=57), CG (M=91).  
- Touch Screen: CG: M=105; IG: M=50  
- Leap Motion: CG: M=86; IG: M=62  
- Kinect: CG: M=81; IG: M=54  
Retention Phase (R)  
- IG in Leap Motion. Last attempt (M=67)–retention (M=81).  
- CG: retention (M=112)–transfer phase 1 (M=76).  
- IG: retention (M=81)–transfer phase 1 (M=59). |

aDMD: Duchenne muscular dystrophy.  
bIG: intervention group.  
cCG: control group.  
dMFM: Motor Function Measurement.  
eM: median number of balls collected.
<table>
<thead>
<tr>
<th>Author, Country</th>
<th>Measurement instruments</th>
<th>Device/task</th>
<th>Virtual reality game intervention</th>
<th>Duration of study</th>
</tr>
</thead>
</table>
| Correa et al (2009) [18], Brazil | • Likert Scale: motivation scale.  
• User measures: ease of use, exercise effect, and satisfaction.  
• Therapeutic measures: practicability of equipment and degree of patient’s motivation. | GenVirtual: a virtual reality–based game that simulates the sounds of musical instruments. | Elbow and wrist extension to play 3-dimensional colored cubes that simulate sounds of musical instruments. | 30 minutes of intervention given on a weekly basis with a total of 12 sessions. |
| Capelini et al (2017) [5], Brazil | • Vignos Scale  
• Egen Klassification Scale  
• MFM in dimension 1 (standing position and transfers), dimension 2 (axial and proximal limb motor function), and dimension 3 (distal limb motor function).  
• Dependent variable: movement time in seconds. | • Smartphone: Nokia 500  
• Game: Marble maze classic (Labyrinth) | Individuals have to direct a virtual ball through a path maze and reach the final target in the shortest time possible. Different paths were used. Three phases were used: (1) acquisition, (2) retention, (3) transfer, which was divided into transfer phase 1, transfer phase 2, and transfer phase 3. | The authors did not describe the duration of the study. |
| Heuntinck et al (2018) [21], Brazil | • Principal measurement was performance of the upper limb.  
• MFM in dimension 3 (distal limb motor function).  
• Kidscreen-52 (quality of life).  
• Muscle strength: hand held  
• Dynamometer  
• Maximum voluntary isometric contractions  
• Vignos Scale | • Play station II with Eyetoy using a dynamic arm support.  
• Gainboy (Gravity compensation of 100% in horizontal plane) | • Performance of virtual reality games with dynamic arm support (Gainboy).  
• Individuals were trained at home and supervised by a coach. | 5 weekly sessions of 15 minutes for a total of 20 weeks. |
| Massetti et al (2018) [22], Netherlands | • MFM  
• Time to perform in milliseconds. | Kinect Sensor  
MoVer software which allowed the creation of different tasks, during which participants perform functional movements. | An avatar interacts with the object. The object was represented as a red cube, and the participants received visual feedback with the image of their body movement in the virtual environment. Three phases were used: (1) acquisition, (2) retention, (3) transfer, which was divided into transfer phase 1, transfer phase 2, and transfer phase 3. | 2 weeks. |
| Quadrado et al (2017) [23], Brazil | • MFM  
• Constant timing error in milliseconds.  
• Absolute timing error in milliseconds.  
• Variable timing error in milliseconds. | A webcam recorded a marker on the table next to the computer keyboard. Software superimposed virtual objects over images of the real world with a webcam. 10 3-dimensional cubes were displayed on a monitor. | The participant had to press the space bar on a keyboard to reach the cube or make a hand gesture with no physical contact at the exact moment the cube turned green. Three phases were used: (1) acquisition, (2) retention, (3) transfer, which was divided into transfer phase 1, transfer phase 2, and transfer phase 3. | The authors did not describe the duration of the study. |
| Malheiro et al (2015) [24], Brazil | • MFM in dimension 1 (standing position and transfers), dimension 2 (axial and proximal limb motor function), and dimension 3 (distal limb motor function).  
• Age of individual  
• Time to performance | Computer maze task. Following a path on the computer screen in the shortest possible time. The authors designed one maze for the acquisition phase and another maze for the transfer phase. | Participants executed a computer maze task; all participants performed the acquisition (20 attempts) and retention (5 attempts) phases, repeating the same maze. A different maze was used to verify transfer performance (5 attempts as well). | The authors did not describe the duration of the study. |
Discussion

Virtual reality technologies have been used in the study of upper limb rehabilitation in recent years and for various conditions such as strokes, cerebral palsy, and neuromuscular diseases. Shin et al [15] found that virtual reality improved treatment outcomes for the distal upper extremity, including motor impairment, hand function, and quality of life in stroke survivors. Jannink et al [13] found that the Eye Toy tool had potential to improve arm function in children with cerebral palsy. De Freitas et al [17] found that those with Duchenne muscular dystrophy benefitted from the use of virtual technologies.

Methods and Population Classification

The evaluation of study participants’ functionality and overall muscle performance was mostly done using psychosocial variables and scores obtained using the Vignos Scale [17,21]. The Motor Function Measure Scale was also used by the majority of authors chosen for the review [17,21,22,24]. Although those with Duchenne muscular dystrophy can benefit from the use of virtual reality technologies, the technologies in question should be selected carefully and with mind to participants’ unique abilities and needs [17,22]. The studies reviewed agree on the importance of choosing a suitable task for individuals with Duchenne muscular dystrophy due to the generalized weakness that these individuals experience, especially in the upper limbs at the level of the forearm and in the antigravity muscles of the shoulder and elbow in advanced stages [17,23]. For this reason, the pattern of movement required by a task will determine the difficulty of that task [5,17,23]. Many studies found that patients with greater muscle weakness and loss of functionality had lower speeds of movement and worse performance during assigned tasks [5,17].

According to Massetti et al [22], De Freitas et al [17] found that individuals with Duchenne muscular dystrophy exhibited better responses in virtual environments than in the real world or when using touch interfaces. On the other hand, there was no relationship between performance of virtual reality tasks and general functionality (Motor Function Measurement-total), nor between performance of virtual reality tasks and functionality of the hands (Motor Function Measurement-D3) [5,17,23]. However, these results are based on a previous study in which training did not significantly improve performance of the upper limb (performance of upper limb=3.4). This training consisted of playing PlayStation II games for 20 weeks, which challenged participants to move their upper limbs with the help of a dynamic arm support (Gainboy) that compensated for gravity [21].

The studies of Heuntick et al [21] and Massetti et al [22] compared individuals with Duchenne muscular dystrophy in both the experimental and control groups. The other 5 studies included in our review compared a Duchenne muscular dystrophy group with a typical development control group [5,17,18,23,24]. The Duchenne muscular dystrophy groups always recorded a slower result and had lower scores (time to perform) in the acquisition phases [5,18,23,24].

Metrics and Results

Regarding the metrics used and results obtained, De Freitas et al [17] reported that age did not influence participants’ functionality improvements or their ability to complete virtual tasks, even with the muscle deterioration caused by the progress of the disease.

The authors of the 7 papers we reviewed debated the influence of the Motor Function Measurement variable. De Freitas et al [17] did not find a relation for Motor Function Measurement-D1 in the performance of the task, while Capelini et al [5] did find a connection when using a smartphone. This may be why individuals in the Capelini et al study had a lower mean Motor Function Measurement-D1 score than individuals in the De Freitas et al study (De Freitas et al=12%, Capelini et al=15%) [5,17]. De Freitas et al [17] also reported that participants with more severe motor impairment and fewer motor skills in the proximal musculature (which corresponds to a higher score in Vignos and a lower score in Motor Function Measurement-D2) exhibited a greater capacity to complete homework, and learning was greater. This is, in part, because the score with which the participants started was also lower and, therefore, the range of improvement after training was broader.

Quadrado et al [23] performed a transfer phase with a change in velocity, and only Quadrado et al measured the time of the
task. Massetti et al [22] used the variable “time to perform” in the same phases as Malheiros et al [24]. However, Massetti et al used a crossover model with Duchenne muscular dystrophy patients whereas Malheiros et al had an unaffected control group.

In relation to the transfer of tasks, the results of the study by Quadrado et al [23] show that the realization of the task in a virtual environment facilitated the transfer to the real environment, but that the difficulty of the task must be adjusted to be more difficult in the virtual environment in order to facilitate the transfer to the real environment. This may be attributed to the fact that the space-time organization of the virtual task is different from the real one, reducing performance in the virtual environment [22,23]. Massetti et al [22] states that there is no transfer between environments due to the difference in the complexity of tasks. For example, while Quadrado et al [23] required only the movement of the hand to press a key, Massetti et al [22] required the entire upper limb to hit real and virtual cubes. Heuntick et al [21] supported the idea that if the training is transferred from a virtual environment, the effectiveness may be greater than standard exercises with low resistance, which are normally used to work muscles in isolation rather than general movements aimed at functionality.

Limitations
The variability of the samples in the studies and the differences between the registered variables made it impossible to carry out a meta-analysis to complete the review. The correlation between the type of task assigned to the participants and the participants’ cognitive demand was not measured, nor was the correlation between the type of task and the participants’ quality of movement [5,22,24]. The preparation of the environment or the accuracy of the devices was not specified and may have caused measurement errors [24,25]. The amount of audio-visual stimulus in some cases caused anxiety and did not produce the desired effects in low mobility individuals compared to conventional treatments [18]. The wide range of devices used makes it difficult to compare the results of the studies. The only similar devices were smartphones [5] and computer keyboards [24]; tasks at the motor level were completely different. If we introduce virtual reality as a tool that helps with user motivation and improves the users’ quality of life, these variables should be used in all studies [18,21]. Finally, A great limitation in the use of virtual reality systems is their cost, making it impossible for all users to access.

Future Directions
The application of virtual reality must go beyond measuring the time for task completion and speed of movement. We must provide studies with specific respiratory and cardiac variables that provide data concerning the metabolic effort during and after exercise and the protection of cardiac activity during exercise. Therapy times and intensities should be defined in individuals with high fatigue and difficulty breathing [26]. Virtual reality can be a great tool for physiotherapy in individuals with Duchenne muscular dystrophy.

Improvement should be measured at different levels in the upper limbs, as well as the proximal level and stabilizing muscles and at the distal and fine motor level [15]. In the Shin et al [15] study, the authors reported benefits at the distal and proximal level when they only expected to find benefits at the distal level, as reported by Capelini et al [5].

Conclusions
The treatment of neuromuscular diseases has changed in recent years, from palliative symptom management to preventive methods for capacity building. The use of new technologies such as virtual reality may be necessary in the treatment of progressive diseases involving movement difficulties, as virtual reality technologies can provide freedom and improve capacity training results. Given that new technologies are increasingly accessible, rehabilitation and physiotherapy programs more frequently employ virtual reality environments to improve task performance and promote the transfer of this practice to daily life in the real world, which is essential for people with disabilities. Ultimately, virtual reality can be used for Duchenne muscular dystrophy rehabilitation programs to improve individuals’ training performance.
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Abstract

Background: Mobile health apps are used to improve the quality of health care. These apps are changing the current scenario in health care, and their numbers are increasing.

Objective: We wanted to perform an analysis of the current status of mobile health technologies and apps for medical emergencies. We aimed to synthesize the existing body of knowledge to provide relevant insights for this topic. Moreover, we wanted to identify common threads and gaps to support new challenging, interesting, and relevant research directions.

Methods: We reviewed the main relevant papers and apps available in the literature. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) methodology was used in this review. The search criteria were adopted using systematic methods to select papers and apps. On one hand, a bibliographic review was carried out in different search databases to collect papers related to each application in the health emergency field using defined criteria. On the other hand, a review of mobile apps in two virtual storage platforms (Google Play Store and Apple App Store) was carried out. The Google Play Store and Apple App Store are related to the Android and iOS operating systems, respectively.

Results: In the literature review, 28 papers in the field of medical emergency were included. These studies were collected and selected according to established criteria. Moreover, we proposed a taxonomy using six groups of applications. In total, 324 mobile apps were found, with 192 identified in the Google Play Store and 132 identified in the Apple App Store.

Conclusions: We found that all apps in the Google Play Store were free, and 73 apps in the Apple App Store were paid, with the price ranging from US $0.89 to US $5.99. Moreover, 39% (11/28) of the included studies were related to warning systems for emergency services and 21% (6/28) were associated with disaster management apps.

(JMIR Mhealth Uhealth 2020;8(12):e18513) doi:10.2196/18513
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Introduction

Internet and mobile computing technologies have changed people’s lifestyle. With regard to mobile devices in health, mobile devices, such as personal digital assistant devices (PDAs), smartphones, and tablets, have been widely adopted by medical professionals. These devices are quickly becoming some of the main instruments for accessing clinical information, especially for young health professionals and students [1]. Several medical resources are available on the digital distribution platforms of mobile apps (Google Play Store and Apple App Store) for Android and iOS operating systems [2].
According to the World Health Organization, the development of apps for the health domain is directly or indirectly intended to maintain or improve healthy behaviors, quality of life, and people’s well-being [3].

Mobile health (mHealth) refers to the practice of medicine and public health. Robert Istepanian mentioned “the emerging use of mobile communications and network technologies for health” [4]. The field of mHealth has become a subbranch of eHealth, which has to do with the use of information and communication technologies, such as computers, mobile phones, GPS, and patient monitors for health and information services. mHealth includes the use of mobile devices in the collection, delivery, and access of health information by professionals, researchers, and patients. It is an emerging and rapidly developing field, which plays a vital role in the transformation of health care to increase its quality and efficiency.

On one hand, mobile apps are specifically aimed at helping people in their own health and wellness management. On the other hand, numerous mobile apps aim to assist health care providers as tools to improve and facilitate the provision of patient care [5]. According to a recent 2019 report on global mHealth, the market can be segmented based on the following: (1) equipment/connected medical devices, (2) mHealth services, and (3) mHealth apps [6].

The main objective of this paper was to present a systematic review that addresses the study of mobile apps for health emergencies. Furthermore, this paper presents the mobile apps available for the Android and iOS operating systems [7-11]. The main contribution is synthesis of the existing body of knowledge to provide relevant insights and to identify common threads and gaps to support new challenging, interesting, and relevant research directions.

In summary, mobile apps in the health sector are continually growing, and soon, they will be able to change the concept of medicine [7]. These apps will allow patients to access their health information, have small consultations for specific issues without consulting a professional, and locate emergency services. They will also help monitor chronic patients, increase safety in taking medication, and help network with people in the same situation. Moreover, professionals have access to specific information and tools to create new relationships with patients. Prehospital medical care starts from the occurrence of the event, involves transfer, and ends at admission to the welfare institution. Moreover, it always has to be offered by a health care professional. Consequently, we consider these apps as medical emergency apps.

A search for the term “medical emergency apps” in mHealth does not provide results. All reports and studies are focused on mHealth and do not distinguish between the different branches into which this technology can be divided. Therefore, we found a lack of interest in this important domain that can improve prehospital care for patients with the use of new technologies.

The use of mobile apps can facilitate the exchange of information between health professionals in the case of a possible health emergency. Consequently, this analysis has two focuses. First, we review the current status in the literature. Second, we review the mobile apps available in the main virtual stores. Currently, owing to the proliferation of mobile apps in this domain, it is necessary to evaluate their importance to promote health care.

Following the selection of relevant studies, a statistical analysis was carried out. The results have been discussed to analyze the main contributions of each publication. Finally, the most important findings have been reported.

**Methods**

**Overview**

In this section, the methodology used in this study is defined. The search process for information extraction from the available apps in the field of health emergencies is also reported. Our study focused first on the available literature and second on the available apps in the field of health emergency.

**Literature Review**

The procedure for the selection of articles was the same as that followed in other previous work [8]. The articles are analyzed by reading the title and abstract to identify the most relevant papers. The number of scientific publications is very high. Therefore, we followed a protocol that allowed us to synthesize the most relevant information. Two relevant protocols for systematic reviews are Quality of Reporting of Meta-Analysis (QUOROM) [9] and Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [10].

On one hand, QUOROM focuses on the presentation of a meta-analysis of randomized clinical trials and includes checklists for authors, reviewers, and editors of biomedical journals, as well as a diagram of the flow that describes the whole process. On the other hand, the PRISMA protocol is an extension of QUOROM with more pedagogical purposes accompanying the checklist with extensive documentation that justifies a series of check items. Furthermore, PRISMA is applicable to all types of systematic reviews and is not limited to a meta-analysis of clinical trials. This type of protocol was introduced with the idea that clinical trial publications follow the type of standards set by each protocol, and thus, works of this type will be standardized.

Therefore, this study adopted the PRISMA methodology. This process is divided into the following four phases:

- **Identification:** The title is considered in the choice.
- **Selection:** The summary for the choice of the paper is taken into account.
- **Eligibility:** The content is taken into account for the choice.
- **Inclusion:** We finally obtain the papers with the highest potential content.

The PRISMA protocol starts with the identification phase. In this stage, we used specified keywords to identify the relevant papers in several databases. Using these series of papers, we performed a set of steps to finally obtain the papers with which we carried out our review.

The search engines on which we obtained the different papers for the analysis were as follows: IEEE Xplore, Science Direct,
PubMed, Web of Science, and Google Scholar. These databases were used since they cover the majority of papers that are within the scope of this review and include the most relevant sources. Moreover, the above-mentioned databases have been used in several systematic review papers on mHealth [8,11,12]. The papers were selected and screened by two different reviewers. Moreover, all the selected papers were included with the common agreement of all the authors.

The logic and keywords used to conduct this review were as follows: “emergency” AND “app,” “emergency” AND “mHealth,” “emergency” AND “eHealth,” and “eEmergency.”

We focused on review papers and research papers, excluding other results that these search engines offer, such as book chapters, patents, conference summaries, and news. The search was carried out starting from the year 2009, considering the papers published for 10 years until the end of 2019. The search and selection of papers were conducted during March 2020.

Review papers were included since they collect information from the most relevant sources. These papers provide clear and concise insights, which were used to carry out our analysis. Concerning the dates of publication, this systematic review considered the previous 10 years. This review only included papers in the English language because it is the universal language par excellence (Lingua Franca).

After the identification process, the papers were ordered according to relevance. Moreover, the identification process followed the PRISMA protocol that can be represented in a flow chart. Figure 1 presents the section process of a particular search engine through which the search was performed and for choosing a particular search string or logic.

After the identification process, the obtained papers from a different database were examined to find duplicates. Thereafter, we conducted the selection phase. The section state started with the exclusion of papers by reading the title and abstract. The eligibility phase included reading the full text of the remaining papers obtained in the selection phase. Finally, in the inclusion phase, the final number of papers included in the review were defined. This entire process is presented in Figure 2. In total, we found 28 relevant papers that met the search criteria and respected the exclusion criteria.

Figure 1. Flow diagram for the identification phase.
Review of the Apps Available in Mobile Market Stores

After reviewing the available literature, a review of the mobile apps and websites available was conducted.

On one hand, the Google Play Store and Apple App Store were used to search for mobile apps, since they are the two app stores that have more apps. On the other hand, Google Chrome was used to perform a webpage search on eHealth. The search process on available mobile apps was conducted during March 2020.

The methodology used for this second part was very similar to the flow chart in Figure 3. The following keywords were defined to try to obtain all possible results for this analysis: "emergency" OR "emergencia," "eEmergency," "safety" OR "seguridad," "alert" OR "alerta," "disaster" OR "desastre," "SOS," "112," and "blood donation" OR "donación de sangre."

In addition, the language and country used by the different mobile apps were not taken into account. The criterion followed to choose mobile apps in terms of content was to analyze the information offered by each search engine about the app. If the app corresponded to the field of health emergency (whether designed to help health care staff or the patient), it was considered in our study.

Figure 3 presents the chart that was followed in the process of selecting the different mobile apps in our study.
**Results**

**Overview**
This section presents first an analysis of the results obtained in the literature review and second an analysis of the available mobile apps.

The number of results obtained per year after the analysis and selection conducted by the authors is presented in Table 1. The findings have been categorized according to the year of publication and the number of obtained results.

The distribution of the number of papers selected after the systematic review according to the year is presented in Table 2. The studies analyzed in this systematic review were distributed from 2013 to 2019, and most of the results (n=8) involved 2017.

Table 3 presents the title, the date of publication, and the summary of the main contributions of each paper included in the systematic review [13-40].

**Table 1.** Distribution of publications per year before applying the selection criteria.

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>21,782</td>
</tr>
<tr>
<td>2010</td>
<td>24,995</td>
</tr>
<tr>
<td>2011</td>
<td>29,327</td>
</tr>
<tr>
<td>2012</td>
<td>33,234</td>
</tr>
<tr>
<td>2013</td>
<td>37,770</td>
</tr>
<tr>
<td>2014</td>
<td>44,582</td>
</tr>
<tr>
<td>2015</td>
<td>51,111</td>
</tr>
<tr>
<td>2016</td>
<td>56,082</td>
</tr>
<tr>
<td>2017</td>
<td>63,540</td>
</tr>
<tr>
<td>2018</td>
<td>67,289</td>
</tr>
<tr>
<td>2019</td>
<td>54,735</td>
</tr>
</tbody>
</table>
Table 2. Distribution of publications per year after applying the methodology.

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>0</td>
</tr>
<tr>
<td>2010</td>
<td>0</td>
</tr>
<tr>
<td>2011</td>
<td>0</td>
</tr>
<tr>
<td>2012</td>
<td>0</td>
</tr>
<tr>
<td>2013</td>
<td>1</td>
</tr>
<tr>
<td>2014</td>
<td>3</td>
</tr>
<tr>
<td>2015</td>
<td>3</td>
</tr>
<tr>
<td>2016</td>
<td>4</td>
</tr>
<tr>
<td>2017</td>
<td>8</td>
</tr>
<tr>
<td>2018</td>
<td>7</td>
</tr>
<tr>
<td>2019</td>
<td>2</td>
</tr>
</tbody>
</table>
### Table 3. Main contributions of each paper included.

<table>
<thead>
<tr>
<th>Title</th>
<th>Year</th>
<th>Main contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prehospital emergency notification system [14]</td>
<td>2016</td>
<td>Proposal of a mobile app that allows emergency services to provide the hospital with information about the severity of a victim.</td>
</tr>
<tr>
<td>Vehicle-Assist Resilient Information and Network System for Disaster Management [15]</td>
<td>2017</td>
<td>Development of a network for disaster management that will be used if the internet is not available and which is made up of possible drones that collect information from a mobile app and send it to geo-distributed servers.</td>
</tr>
<tr>
<td>MHealth based ubiquitous fall detection for elderly [16]</td>
<td>2017</td>
<td>Development of a prototype based on an accelerometer sensor for the detection of falls in the elderly. This prototype uses a mobile app to send an alert to emergency services in case of a fall.</td>
</tr>
<tr>
<td>STLS: Smart traffic lights system for emergency response vehicles [17]</td>
<td>2019</td>
<td>Android app for monitoring the traffic network of a city to allow emergency vehicles to circulate without conflicts.</td>
</tr>
<tr>
<td>State of the Earthquake Field Disaster Investigation Information Service System [18]</td>
<td>2019</td>
<td>Disaster notification system to inform the inhabitants of a country about the arrival of an earthquake to better manage this type of disaster.</td>
</tr>
<tr>
<td>SaveMe: A crime deterrent personal safety android app with a Bluetooth connected hardware switch [21]</td>
<td>2019</td>
<td>Switch connected to a smartphone via Bluetooth that can be pressed for warning about danger to the emergency contact of the victim.</td>
</tr>
<tr>
<td>Click away emergency aid scheme by means of intelligent situation assessment [22]</td>
<td>2018</td>
<td>Development of a mobile app to help people access emergency services easily.</td>
</tr>
<tr>
<td>Blood donation and life saver app [23]</td>
<td>2018</td>
<td>App for the search of a blood donor with specific characteristics. Obtain possible donors through geolocation and send them an alert message.</td>
</tr>
<tr>
<td>An effective support system of emergency medical services with tablet computers [25]</td>
<td>2015</td>
<td>Study for the evaluation of a system of tablets installed in emergency vehicles to shorten service times and thus improve prehospital medical care.</td>
</tr>
<tr>
<td>An Integrated mHealth and Vehicular Sensor Based Alarm System Emergency Alarm Notification System for Long Distance Drivers using Smart Devices and Cloud Networks [26]</td>
<td>2019</td>
<td>App for monitoring the vital signs of professionals who are dedicated to covering long distances on roads to avoid possible traffic accidents.</td>
</tr>
<tr>
<td>Intelligent crash detection and emergency communication system for two-wheelers [27]</td>
<td>2019</td>
<td>Accident detection system for two-wheeled vehicles that warn the driver of critical points where an accident can occur through the use of machine learning technology.</td>
</tr>
<tr>
<td>Integration of Emergency Web App for Accessing the Emergency Services by Mobile Phones [28]</td>
<td>2013</td>
<td>App for emergency management that can notify emergency services through a smartphone.</td>
</tr>
<tr>
<td>Instantaneous feedback pedometer with emergency GPS tracker [29]</td>
<td>2019</td>
<td>App for notifying emergency services in case of sudden heart failure among people who play sports.</td>
</tr>
<tr>
<td>iEMS1669: An innovative Med Alert App for Thai Emergency Medical System [31]</td>
<td>2017</td>
<td>App to provide a medical alert to emergency services, family, and friends.</td>
</tr>
<tr>
<td>Facilitating the collection and dissemination of patient care information for emergency medical personnel [32]</td>
<td>2016</td>
<td>System for sending information from emergency technicians to the hospital to notify about the patient’s situation and improve prehospital medical care.</td>
</tr>
<tr>
<td>Indoor Localization for Evacuation Management in Emergency Scenarios [33]</td>
<td>2018</td>
<td>System formed by an app and a central monitoring system for the correct evacuation of a building.</td>
</tr>
<tr>
<td>An Analysis of WhatsApp Usage for Communication Between Consulting and Emergency Physicians [34]</td>
<td>2016</td>
<td>Study on the use of WhatsApp for communication between the administration of consultations and emergency doctors.</td>
</tr>
</tbody>
</table>
Main contributions

<table>
<thead>
<tr>
<th>Title</th>
<th>Year</th>
<th>Main contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>A triggering mechanism for end-to-end IoT eHealth system with connected ambulance vehicles [35]</td>
<td>2018</td>
<td>User monitoring system (generally designed for the elderly) to notify an ambulance in case of emergency.</td>
</tr>
<tr>
<td>A mobile-based emergency reporting application for the Philippine National Police Emergency Hotline 911: A case for the development of 911 [37]</td>
<td>2018</td>
<td>App for the Philippine National Police to accelerate the response time with the collection of user data.</td>
</tr>
<tr>
<td>DETSApp: An App for Disaster Event Tweets Summarization using Images Posted on Twitter [38]</td>
<td>2018</td>
<td>App to summarize a disaster by compiling a Twitter post.</td>
</tr>
<tr>
<td>Design and development of a crowdsourcing mobile app for disaster response [39]</td>
<td>2017</td>
<td>App to disseminate geographic information in case of an emergency.</td>
</tr>
</tbody>
</table>

Results for the Google Play Store

The results obtained for the Android operating system were analyzed. The categorization of apps provided by the Google Play Store is presented in Table 4.

Table 4. Categorization of apps for Android.

<table>
<thead>
<tr>
<th>Categorization</th>
<th>Number of apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health and Wellness</td>
<td>56</td>
</tr>
<tr>
<td>Medicine</td>
<td>48</td>
</tr>
<tr>
<td>Communication</td>
<td>17</td>
</tr>
<tr>
<td>Tools</td>
<td>17</td>
</tr>
<tr>
<td>Social</td>
<td>15</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>10</td>
</tr>
<tr>
<td>Travel and Guides</td>
<td>6</td>
</tr>
<tr>
<td>Education</td>
<td>5</td>
</tr>
<tr>
<td>Business</td>
<td>5</td>
</tr>
<tr>
<td>News and Magazines</td>
<td>5</td>
</tr>
<tr>
<td>Productivity</td>
<td>4</td>
</tr>
<tr>
<td>Maps and Navigation</td>
<td>3</td>
</tr>
<tr>
<td>Entertainment</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5. Categorization of apps by filter for Android.

<table>
<thead>
<tr>
<th>Categorization</th>
<th>Number of apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood donation OR donación de sangre</td>
<td>73</td>
</tr>
<tr>
<td>Emergency OR emergencia</td>
<td>51</td>
</tr>
<tr>
<td>SOS</td>
<td>24</td>
</tr>
<tr>
<td>112</td>
<td>11</td>
</tr>
<tr>
<td>Alert OR alerta</td>
<td>11</td>
</tr>
<tr>
<td>Safety OR seguridad</td>
<td>11</td>
</tr>
<tr>
<td>eEmergency</td>
<td>8</td>
</tr>
<tr>
<td>Disaster OR desastre</td>
<td>3</td>
</tr>
</tbody>
</table>
**Results for the Apple App Store**

The results obtained for the iOS mobile operating system were analyzed. The categorization of apps provided by the Apple App Store is presented in Table 6. The results of the apps obtained for iOS according to the filter used in the search conducted are presented in Table 7.

**Table 6. Categorization of apps for iOS.**

<table>
<thead>
<tr>
<th>Categorization</th>
<th>Number of apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicine</td>
<td>20</td>
</tr>
<tr>
<td>Tools</td>
<td>19</td>
</tr>
<tr>
<td>Health and Wellness</td>
<td>17</td>
</tr>
<tr>
<td>Travel and Guides</td>
<td>17</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>16</td>
</tr>
<tr>
<td>Maps and Navigation</td>
<td>10</td>
</tr>
<tr>
<td>Business</td>
<td>9</td>
</tr>
<tr>
<td>News and Magazines</td>
<td>9</td>
</tr>
<tr>
<td>Education</td>
<td>6</td>
</tr>
<tr>
<td>Productivity</td>
<td>4</td>
</tr>
<tr>
<td>Entertainment</td>
<td>3</td>
</tr>
<tr>
<td>Communication</td>
<td>1</td>
</tr>
<tr>
<td>Social</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 7. Categorization of apps by filter for iOS.**

<table>
<thead>
<tr>
<th>Categorization</th>
<th>Number of apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergency OR emergencia</td>
<td>38</td>
</tr>
<tr>
<td>SOS</td>
<td>32</td>
</tr>
<tr>
<td>Alert OR alerta</td>
<td>23</td>
</tr>
<tr>
<td>112</td>
<td>13</td>
</tr>
<tr>
<td>Safety OR seguridad</td>
<td>12</td>
</tr>
<tr>
<td>Disaster OR desastre</td>
<td>7</td>
</tr>
<tr>
<td>Blood donation OR donación de sangre</td>
<td>6</td>
</tr>
<tr>
<td>eEmergency</td>
<td>1</td>
</tr>
</tbody>
</table>

**Comparison of the Results**

Comparison of the categorization of the apps on each platform (Google Play Store and Apple App Store) was conducted, and the findings are presented in Table 8.

The results of all apps obtained according to the filter used are presented in Table 9.

In total, 192 selected mobile apps with potential content were obtained from the Google Play Store, while 132 were obtained from the Apple App Store.

On the Android operating system, the most number of results were obtained in the Health and Wellness, and Medicine categories. Out of the 192 apps obtained, 56 apps belonged to the Health and Wellness category. Moreover, 48 apps belonged to the Medicine category. However, on the iOS operating system, in the Apple App Store, we found a more equitable distribution of the number of apps when considering the category. Out of 132 apps, 20 belonged to the category of Medicine, 19 belonged to the category of Tools, 17 belonged to the categories of Health and Wellness, and Travel and Guides, and 16 belonged to the category of Lifestyle.

In total, 73 and 51 apps were obtained from the Google Play Store using the filters “blood donation” OR “donación de sangre” and “emergency” OR “emergencia,” respectively. For the Apple App Store, 38, 32, and 23 mobile apps were obtained with the filters “emergency” OR “emergencia,” “SOS,” and “alert” OR “alerta,” respectively.

Out of 324 apps, 73 and 68 were from the Health and Wellness, and Medicine categories, respectively.

Finally, regarding the categorization according to the filter applied in the search, the three filters through which more apps with potential content were obtained included “emergency” OR “emergencia,” “blood donation” OR “donación de sangre,” and “SOS,” with 89, 79, and 56 results, respectively.
Regarding the price of apps, we found that all identified apps available in the Google Play Store were free. However, 59 mobile apps in the Apple App Store were paid, with the price ranging from US $0.89 to US $5.99. The price of apps is relevant to their use since it can be a critical limitation to their use by people with economic issues.

In total, 79% (22/28) of studies were found in the IEEE Xplore database. Moreover, 17% (5/28) of the studies were selected from Google Scholar and 4% (1/28) from ScienceDirect. Finally, an analysis of the filters used in the search process has been conducted.

According to the filters applied in the search engines, 79% (22/28) of papers resulted from the “emergency” AND “app” filter and 17% (5/28) resulted from the “emergency” AND “mHealth” filter. Moreover, 4% (1/28) of the papers resulted from the “emergency” AND “eHealth” filter. The “eEmergency” filter did not return relevant results.

### Table 8. Categorization of apps (Android and iOS).

<table>
<thead>
<tr>
<th>Categorization</th>
<th>Number of apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health and Wellness</td>
<td>73</td>
</tr>
<tr>
<td>Medicine</td>
<td>68</td>
</tr>
<tr>
<td>Tools</td>
<td>36</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>26</td>
</tr>
<tr>
<td>Travel and Guides</td>
<td>23</td>
</tr>
<tr>
<td>Communication</td>
<td>18</td>
</tr>
<tr>
<td>Social</td>
<td>16</td>
</tr>
<tr>
<td>Business</td>
<td>14</td>
</tr>
<tr>
<td>News and Magazines</td>
<td>14</td>
</tr>
<tr>
<td>Maps and Navigation</td>
<td>13</td>
</tr>
<tr>
<td>Education</td>
<td>11</td>
</tr>
<tr>
<td>Productivity</td>
<td>8</td>
</tr>
<tr>
<td>Entertainment</td>
<td>4</td>
</tr>
</tbody>
</table>

### Table 9. Categorization of apps by filter (Android and iOS).

<table>
<thead>
<tr>
<th>Categorization</th>
<th>Number of apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergency OR emergencia</td>
<td>89</td>
</tr>
<tr>
<td>Blood donation OR donación de sangre</td>
<td>79</td>
</tr>
<tr>
<td>SOS</td>
<td>56</td>
</tr>
<tr>
<td>Alert OR alerta</td>
<td>34</td>
</tr>
<tr>
<td>112</td>
<td>24</td>
</tr>
<tr>
<td>Safety OR seguridad</td>
<td>23</td>
</tr>
<tr>
<td>Disaster OR desastre</td>
<td>10</td>
</tr>
<tr>
<td>eEmergency</td>
<td>9</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

The 28 obtained papers were categorized by the authors into the following six different groups: (1) prehospital medical care; (2) apps for disaster management; (3) warning systems for emergency services and medical services; (4) automobile circulation control; (5) communication between medical staff; and (6) apps for blood donation. The classification of the analyzed studies is presented in Table 10.

Warning systems for emergency services and medical services led, with 39% (11/28) of the obtained publications. These systems are usually apps in which medical services are notified with the press of a button. Followed by this, we have the group of apps for disaster management, owing to the problems that exist with different natural disasters in Eastern countries (6/28 [21%] of the obtained publications). These two groups had a higher percentage than the rest of the groups. Communication between medical staff is critical for the success of emergency care services. Effective and efficient methods of communication involving health care staff play major roles in improving global health care services. Apps for blood donation are also critical, since in emergency scenarios, the availability of the correct blood type for a patient is crucial for the recovery process.
Prehospital care should be highlighted to include prehospital medical care methods, as well as automobile circulation control for the circulation of medical vehicles since it directly influences an improvement in prehospital medical care by improving the time it takes for a medical vehicle to care for patients.

mHealth has great potential, as it can provide citizens with the necessary means to manage their health and stay healthy longer. Consequently, people can improve the quality of health care and patient comfort, and help health professionals in their work.

The search for mHealth solutions can contribute to the development of modern, efficient, and sustainable health systems. It is also expected to reduce costly visits to the hospital, help citizens to take charge of their state of health and well-being, and promote health focused on prevention rather than cure. Furthermore, it is an excellent opportunity for the flourishing app sector and entrepreneurs.

This literature review mentioned the relevant usage of mobile apps in the health emergency domain. In addition, this paper stated the need to investigate the realization of more studies on prehospital care. Recent studies are focused on mHealth technology, and they leave aside the different branches that may arise from this technology.

Wearable devices are becoming increasingly relevant not only in applications in the health sector, but also in global mobile telecommunication. The applications can be notified through a mobile device, such as a smartphone or tablet and a wearable device.

Considering the extensive inclusion of 5G technology, mobile communication technology can be assumed to be experiencing a breakthrough, since we can send more information in seconds and with less energy consumption. In addition, the network coverage offered by mobile communication technologies can help to reach remote areas such as mountains. Moreover, at present, mobile networks offer high data transfer rates, which enable remote surgery tasks. Finally, given the increase in the use of mobile devices worldwide, we found a large number of apps.

There was greater availability of apps for Android than for iOS. Furthermore, Android apps were free compared with iOS apps (73/132 [55.5%] were paid). Considering the large number of apps found in the category of Medicine in this study, we can conclude that mobile apps are mainly introduced in this area. Moreover, the category of Health and Wellness involved even more mobile apps. Even though mobile technology has increased, there is much growth in the field of health emergencies and mHealth.

After the completion of this work, three essential aspects are planned as future lines of research. Owing to the tremendous digital transformation experienced by both industry and society, they increasingly require the use of a highly organized infrastructure on the network, that is, on the internet, and the loading or unloading of large amounts of data, which, in the case of health, is of utmost importance. Therefore, the three most relevant technologies that will be increasingly relevant owing to both the demand for cloud services and large volumes of data, and the search for the solvency of vulnerabilities in data management are cybersecurity, big data, and cloud computing.

In addition, wearable devices are a critical matter of study in the mHealth app space. Finally, internet of things and smart sensor communication are becoming increasingly widespread and are crucial for enhanced telemedicine.

### Table 10. Distribution of the studies per category.

<table>
<thead>
<tr>
<th>Category</th>
<th>References</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Prehospital medical care</td>
<td>[14,26,32]</td>
<td>3</td>
</tr>
<tr>
<td>II. Apps for disaster management</td>
<td>[15,18,31,33,38,39]</td>
<td>6</td>
</tr>
<tr>
<td>III. Warning systems for emergency and medical services</td>
<td>[13,16,17,21,22,28-30,35-37]</td>
<td>11</td>
</tr>
<tr>
<td>IV. Automobile circulation control</td>
<td>[27,40]</td>
<td>2</td>
</tr>
<tr>
<td>V. Communication between medical staff</td>
<td>[19,25,34]</td>
<td>3</td>
</tr>
<tr>
<td>VI. Apps for blood donation</td>
<td>[20,23,24]</td>
<td>3</td>
</tr>
</tbody>
</table>

### Conclusion

We conducted an analysis of the current status of mHealth technologies and apps for medical emergencies. The PRISMA methodology was used in this review. First, the available literature of the previous 10 years (2009-2019) was analyzed. Second, a review of mobile apps in the two common virtual storage platforms (Google Play Store and Apple App Store) was carried out. The Google Play Store and Apple App Store are for the Android and iOS operating systems, respectively.

In total, 28 papers in the field of medical emergencies were included. These studies were categorized into six different groups. Overall, 39% (11/28) of the included studies were related to warning systems for emergency services and 21% (6/28) were associated with disaster management apps.

In total, 324 mobile apps were found, with 59.3% (n=192) identified in the Google Play Store and 40.7% (n=132) identified in the Apple App Store. All identified mobile apps in the Google Play Store were free, and in the Apple App Store, 55.5% (73/132) of the identified apps were paid, with the price ranging from US $0.89 to US $5.99.

http://mhealth.jmir.org/2020/12/e18513/
Acknowledgments

This research has been partially supported by the European Commission and the Ministry of Industry, Energy and Tourism under the project AAL-20125036 named “Wetake Care: ICT-based Solution for (Self-) Management of Daily Living.”

Conflicts of Interest

None declared.

References


16. Bhati N. MHealth based ubiquitous fall detection for elderly people. 2017 Presented at: 8th International Conference on Computing, Communication and Networking Technologies (iCCCNT); July 3-5, 2017; Delhi, India. [doi: 10.1109/iCCCN2017.8204033]


Abbreviations

mHealth: mobile health
PDA: personal digital assistant device
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
QUOROM: Quality of Reporting of Meta-Analyses
Review

Mobile Health Strategies to Tackle Skin Neglected Tropical Diseases With Recommendations From Innovative Experiences: Systematic Review

Carme Carrion1,2,3, MSc, PhD; Noemí Robles1,2,3, PhD; Oriol Sola-Morales4, MD, PhD; Marta Aymerich1,2, MD, PhD, MPH; Jose Antonio Ruiz Postigo5, MD, PhD

1eHealth Lab Research Group, School of Health Sciences, Universitat Oberta de Catalunya, Barcelona, Spain
2eHealth Center, Universitat Oberta de Catalunya, Barcelona, Spain
3Red de Investigación en Servicios Sanitarios en Enfermedades Crónicas (REDISSEC), Barcelona, Spain
4Health Innovation Technology Transfer, Barcelona, Catalonia, Spain
5Prevention, Treatment and Care Unit, Department of Control of Neglected Tropical Diseases, World Health Organization, Geneve, Switzerland

Corresponding Author:
Carme Carrion, MSc, PhD
eHealth Lab Research Group
School of Health Sciences
Universitat Oberta de Catalunya
Rambla Poble Nou 156
Barcelona, 08035
Spain
Phone: 34 1 416 340 3200
Email: mcarrionr@uoc.edu

Abstract

Background: Neglected tropical diseases (NTDs) represent a diverse group of 20 communicable diseases that occur in tropical and subtropical areas in 149 countries, affecting over 1 billion people and costing developing economies billions of dollars every year. Within these diseases, those that present lesions on the skin surface are classified as skin NTDs (sNTDs). Mobile health interventions are currently being used worldwide to manage skin diseases and can be a good strategy in the epidemiological and clinical management of sNTDs.

Objective: We aimed to analyze existing evidence about mobile health interventions to control and manage sNTDs in low- and middle-income countries (LMICs) and make recommendations for what should be considered in future interventions.

Methods: A systematic review was conducted of the MEDLINE, Embase, and Scopus databases over 10 years up to April 30, 2020. All types of clinical studies were considered. Data were synthesized into evidence tables. Apps were selected through a comprehensive systematic search in the Google Play Store and Apple App Store conducted between March 20 and April 15, 2020.

Results: From 133 potentially relevant publications, 13 studies met our criteria (9.8%). These analyzed eight different interventions (three SMS text messaging interventions and five app interventions). Six of the 13 (46%) studies were community-based cross-sectional studies intended to epidemiologically map a specific disease, mainly lymphatic filariasis, but also cutaneous leishmaniasis, leprosy, and NTDs, as well as sNTDs in general. Most of the studies were considered to have a high (5/13, 39%) or moderate (4/13, 31%) risk of bias. Fifteen apps were identified in the Google Play Store, of which three were also in the Apple App Store. Most of the apps (11/15, 73%) were targeted at health care professionals, with only four targeted at patients. The apps focused on scabies (3/15, 20%), lymphatic filariasis (3/15, 20%), cutaneous leishmaniasis (1/15, 7%), leprosy (1/15, 7%), yaws and Buruli ulcer (1/15, 7%), tropical diseases including more than one sNTD (3/15, 20%), and NTDs including sNTDs (2/15, 13%). Only 1 (7%) app focused on the clinical management of sNTDs.

Conclusions: All mobile health interventions that were identified face technological, legal, final user, and organizational issues. There was a remarkable heterogeneity among studies, and the majority had methodological limitations that leave considerable room for improvement. Based on existing evidence, eight recommendations have been made for future interventions.
KEYWORDS
mHealth; mobile health; neglected tropical diseases; skin neglected tropical diseases; apps; SMS text messaging; low- and middle-income countries

Introduction

According to the World Health Organization (WHO), neglected tropical diseases (NTDs) represent a diverse group of 20 communicable diseases that occur in tropical and subtropical conditions in 149 countries, affecting over 1 billion people and costing developing economies billions of dollars every year [1]. These diseases include protozoal, bacterial, helminth, and viral infections [2] that cause vast suffering, stigma, and disability, and frequently lead to death [3]. As a result, NTDs trap impoverished people in a cycle of poverty and disease. Collectively, NTDs are among the most devastating of communicable diseases in terms of not only the global health burden (26.1 million disability-adjusted life-years) [3], but also the impact on development and overall economic productivity in low- and middle-income countries (LMICs).

The WHO has further categorized NTDs that primarily present as lesions on the skin (lumps or swelling, ulcers, swollen limbs, and patches on the face or body) into the skin NTD (sNTD) group. This includes Buruli ulcers, cutaneous leishmaniasis, post-kala-azar dermal leishmaniasis, leprosy, lymphatic filariasis (lymphoedema and hydrocele), mycetoma, onchocerciasis, fungal infections, scabies, and yaws. sNTDs not only cause considerable disability and stigma, but also exacerbate poverty [4-6]. The integration of mapping, surveillance, clinical diagnosis, and management has only been achieved in a limited range of settings and disease groupings [7]. Unfortunately, there has been relatively little investment in laboratory research, epidemiology, diagnostic tools, and management strategies to control tropical skin diseases. Visual examination provides an opportunity to screen people in communities or children in schools to identify multiple conditions in a single visit. This common approach to skin diseases justifies the integrated delivery of health care interventions to both increase cost-effectiveness and expand coverage [8,9].

Various innovative methods have been used to enhance the clinical management and epidemiological surveillance of, among others, skin and infectious diseases worldwide. These include, but are not limited to, technological methods such as telemedicine, artificial intelligence, and mobile health (mHealth) [10]. mHealth has been proven to be a promising tool to improve the diagnosis and treatment of several diseases such as skin cancer [11]. Telemedicine interventions have been implemented to perform teleconsultation and to improve the diagnosis and treatment of several diseases in countries with poor resources, and they have been proven to be effective in achieving its goal [12,13]. Teledermatological interventions, consisting of real-time videoconferencing or asynchronous transition of images between different dermatologists or between patients and clinicians, have been used for some years. Numerous studies have been published describing the potential of teledermatology in low-income settings, such as the review performed by Médecins Sans Frontières to assess the tele-expertise system it had implemented to improve access to specialized clinical support for its field health workers [14]. These interventions are not yet scaled up, and although trials seem to confirm they are effective, they show some limitations that should be considered, such as the need for both a dermatologist available on demand and a stable and strong internet connection [15]. Artificial intelligence also holds promise in the diagnosis of skin conditions to a good degree of accuracy [16] and selecting the best treatment for a specific infectious disease [17]. However, these techniques are still under development and not yet available for implementation in the clinical management of sNTDs [18].

The WHO Global Observatory for eHealth defines mHealth as “medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants, and other wireless devices” [19]. The prevention and management of chronic diseases through mHealth strategies has increased over recent years, mainly in high-income countries. However, there is still a lack of evidence for its efficacy, effectiveness, and safety [20]. Attempts have been made to improve the effective surveillance and control of infectious disease outbreaks [21], but very few interventions have been implemented in LMICs where sNTDs are endemic.

Given the high number of smartphone users worldwide (around 3 billion) [22] and the high penetration of smartphones in groups with low socioeconomic status, health-related mobile apps provide an opportunity to overcome traditional barriers to the control and clinical management of sNTDs in LMICs [23,24]. Nevertheless, the vast increase in low-cost health-related apps that are not regulated by health care policymakers raises important areas of concern, including quality, usability, and the need to educate consumers regarding the potentially beneficial (or harmful) content of apps [25]. Currently, of the over 325,000 health-related apps available [26], over 500 are skin related, with 90 providing self-surveillance and diagnosis [27]. Evaluation of six apps for skin cancer diagnosis has been conducted in high-income countries with discouraging results [28], and content analysis of 123 apps demonstrated that all were in need of improvement [29].

Therefore, it is clear that research on implementing mHealth strategies is required to improve the epidemiological surveillance and clinical management of sNTDs in LMICs. The main objective of this article is to analyze existing evidence about mHealth interventions to control and manage sNTDs in LMICs and make recommendations of what should be considered in future interventions.
Methods

Systematic Review

Information Sources

Searches were conducted in the following databases: MEDLINE, Embase, and Scopus. This was complemented with a manual search of references in key journal archives. All published articles in the 10 years up to April 30, 2020, were considered with no restrictions on language. The reference lists of all selected studies were cross-checked for additional reports. A flow diagram of papers selected has been reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [30] (Figure 1).

Figure 1. PRISMA flow diagram of the selection of papers for inclusion in the review. NTD: neglected tropical disease.

Search Strategy

The search strategy included both controlled vocabulary and free-text terms. The terms were smartphone, neglected tropical diseases, Buruli ulcer, fungal disease, leishmaniasis, leprosy, lymphatic filariasis, lymphoedema, mycetoma, onchocerciasis, scabies, yaws, mHealth, SMS, and apps (Multimedia Appendix 1). 

Eligibility Criteria

The criteria for inclusion were reporting on mHealth diagnoses, treatment, epidemiological surveillance, and prevention of sNTDs. All trial designs, regardless of risk of bias, were considered eligible. Animal studies were excluded. Letters, editorials, protocols, and reviews were not included.

Study Selection and Data Collection Process

All identified references were imported into Mendeley (v1.18), and duplicate references were eliminated. Articles that met the inclusion criteria were full-text reviewed by two independent reviewers. Any disagreements were resolved by a third reviewer. Study features and outcomes were entered into a database specifically designed for this review. Risk of bias was assessed...
according to Scottish Intercollegiate Guidelines Network (SIGN) codes for study assessment [31].

**App Selection**

**Search Strategy**

Apps were identified through a comprehensive systematic search of the Google Play Store and Apple App Store between March 20 and April 15, 2020, using 14 search terms in English and Spanish across all store categories (Multimedia Appendix 1).

**Screening Procedure**

Each term was searched separately in both app stores, with two researchers performing identical independent searches. Information in the app store description for each result was reviewed. The inclusion criteria were as follows: (1) the purpose should be diagnosis, treatment, prevention, patient empowerment, health literacy, or epidemiological surveillance; (2) the main disease should be one of the 10 sNTDs; and (3) the app should be available in English or Spanish. Apps were excluded if they did not have a clear focus on the epidemiological or clinical management of sNTDs and focused on other issues, such as conferences, atlases of skin diseases, and a general approach to tropical diseases. Apps that met the eligibility criteria were selected and their URLs were saved. After the independent search, the two researchers compared the lists of apps they identified as eligible and performed analyses. Light and early versions of the apps were excluded in favor of full late versions.

**Data Collection**

Information and features were extracted from app store descriptions and available screenshots. In cases where not enough information was provided, the apps were downloaded, installed, and tested in smartphones running Android or iOS operating system.

**Results**

**Selection of Studies**

A total of 133 potentially relevant publications were identified as eligible. After screening the titles and abstracts, 20 out of 133 (15.00%) were accepted for full-text review. Out of these 20, 7 (35%) were excluded for not meeting the inclusion criteria. They focused on diseases other than sNTDs (n=3), used interventions without any mHealth element (n=1), or were reviews or book chapters (n=3). After peer-review, 13 articles were included in this nonquantitative review (Figure 1).

The main characteristics of the 13 studies included are detailed in Table 1. Studies appear in chronological order and then alphabetical order of the first author. The studies were highly heterogeneous in their design, resulting from their heterogeneous objectives. Six (46%) studies [32-37] were reported to be community-based cross-sectional studies with the main objective of epidemiologically mapping a specific disease based on its clinical symptoms. Four out of 13 (31%) studies had different designs as follows: a mixed-methods approach to define challenges to be considered [38]; different implementation scenarios for a specific mHealth intervention [39]; the sustainability of an intervention [40]; and the process of developing a specific mHealth tool or assessing its usability [10,38]. One trial was a cross-sectional study analyzing the accuracy of a new diagnosis strategy [41], and another was a prospective cohort study testing the efficacy of an mHealth strategy in training health care workers [42]. There was only one controlled nonrandomized study to test the effectiveness of an intervention [43]. Most of the studies had a high (5/13, 39%) or moderate (4/13, 31%) risk of bias according to SIGN quality criteria. Only three of the included studies were considered to have a low risk of bias [33,35,37].

Most of the studies (n=8) were focused on lymphatic filariasis alone or together with podocooniosis or onchocerciasis. These define strategies to estimate the prevalence of the diseases or the most common clinical manifestations (hydrocele or lymphoedema). There was one study about NTDs in general [40] and one about sNTDs [10]. Only two studies focused on sNTDs other than lymphatic filariasis. Of these, one was on cutaneous leishmaniasis [38] and one was on leprosy [43]. All studies were conducted in LMICs where sNTDs are endemic, mainly Africa (n=7). Two study areas were in the American continent, and all others were in Africa and Asia. The studies took place in the following 13 different countries: Tanzania (n=4), Ethiopia (n=3), Bangladesh (n=2), Malawi (n=2), Brazil (n=1), Bolivia (n=1), Colombia (n=1), Ghana (n=1), Indonesia (n=1), Nepal (n=1), Nigeria (n=1), Mozambique (n=1), and Peru (n=1). Seven of the studies analyzed interventions in both rural and urban areas, four in rural areas only, and two in urban areas.
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<table>
<thead>
<tr>
<th>Reference</th>
<th>Study design</th>
<th>Study population</th>
<th>NTD</th>
<th>Tool</th>
<th>Objective</th>
<th>Intervention</th>
<th>Outcomes</th>
<th>Risk of bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sime 2014 [32]</td>
<td>Community-based cross-sectional study</td>
<td>Ethiopia (659 districts) n=129,959 Urban and rural areas</td>
<td>LF</td>
<td>LINKS system</td>
<td>To perform integrated mapping of the two diseases</td>
<td>Immuno chromatographic card tests of blood samples to detect circulating <em>Wuchereria bancrofti</em>. Data collection through questionnaires on a smartphone (GPS function included), and data sent to a cloud server for analysis.</td>
<td>Real-time data collection. Prevalence of lymphoedema (n=8,110) and <em>Wuchereria bancrofti</em> (n=139). Budget halved with smartphone-based data collection.</td>
<td>Moderate Selection bias</td>
</tr>
<tr>
<td>Luz 2015 [40]</td>
<td>Mixed-methods qualitative study</td>
<td>Southwestern Amazon region (Brazil, Perú, and Bolivia) n=47 (15 medical doctors, 15 researchers, 13 nurses, and four staff) Rural area</td>
<td>NTD</td>
<td>Nu-case</td>
<td>To explore the sustainability of the intervention</td>
<td>Design of Nu-case prototype. Surveys, questionnaires, sketching, and storyboarding to define actors, tasks, needs, and possible design.</td>
<td>High perceived potential of Nu-case in diagnosis, disease monitoring and surveillance, medical records, case notification, and medical research. Low perceived potential in health care management, assisting diagnosis for HCPs other than medical doctors, and HCP training tools.</td>
<td>High Clustered data analysis with a very small sample size.</td>
</tr>
<tr>
<td>Stanton 2015 [33]</td>
<td>Community-based cross-sectional survey</td>
<td>Malawi (Chikwawa district) n=107,331 Ghana (Ahanta West district) n=45,402 Rural area</td>
<td>LF</td>
<td>Measure SMS</td>
<td>To map clinical manifestation of LF (LE and HYC)</td>
<td>Health workers collect data in a traditional paper-based survey and then send an SMS (two tier) or directly send an SMS (one tier) to a central smartphone connected to a cloud server.</td>
<td>Ghana: prevalence of 17.7 (LE) and 33.0 (HYC) per 10,000. Malawi: prevalence of 76.9 (LE) and 70.5 (HYC) per 10,000. 17% of SMS messages in Malawi and 16% in Ghana contained an error (41% were easy to solve).</td>
<td>Low Methodological details</td>
</tr>
<tr>
<td>Mableson 2017 [39]</td>
<td>Implementation study</td>
<td>Ethiopia, Malawi, Tanzania, Nepal, and Bangladesh n=22 million people Urban and rural areas</td>
<td>LF</td>
<td>Measure SMS-morbidity</td>
<td>To define implementation scenarios for LF mapping</td>
<td>Four potential implementation reporting scenarios: (1) urban, high-endemic setting, two tier (2) rural, high-endemic setting, one tier (3) rural, high-endemic setting, two tier (4) urban and rural, low-endemic setting, one tier</td>
<td>Four potential implementation reporting scenarios: (1) urban, high-endemic setting, two tier (2) rural, high-endemic setting, one tier (3) rural, high-endemic setting, two tier (4) urban and rural, low-endemic setting, one tier</td>
<td>High Methodological details</td>
</tr>
<tr>
<td>Mwingira 2017 [34]</td>
<td>Community-based cross-sectional survey</td>
<td>Tanzania (Mtwara Municipal Council) n=108,299 Mainly urban areas</td>
<td>LF</td>
<td>SMS through the GeoPoll platform</td>
<td>To estimate prevalences of HYC and LE</td>
<td>Interactive survey via SMS to randomized selected users.</td>
<td>Response ratio of 15.2%; n=492 (78% male); mean age 20.1 (SD 6.5) years LE signs = 22.2% (95% CI 17.4-24.8) HYC signs = 20.6% (95% CI 16.6-25.0)</td>
<td>High Self-reported data</td>
</tr>
</tbody>
</table>

Note: NTD = Neglected Tropical Diseases, LF = lymphatic filariasis, HYC = lymphedema, LE = lymphoedema, HCPs = Health Care Providers, HSAs = Health System Actors, CHWs = Community Health Workers.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Study design</th>
<th>Study population</th>
<th>NTD&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Tool</th>
<th>Objective</th>
<th>Intervention</th>
<th>Outcomes</th>
<th>Risk of bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mwingira 2017 [35]</td>
<td>Community-based cross-sectional survey</td>
<td>Tanzania (Dar es Salaam) n=5 million Urban area</td>
<td>LF</td>
<td>Measure SMS-morbidity tool</td>
<td>To locate LF patients and estimate prevalence</td>
<td>SMS survey in a three-phase intervention: paper-based data collection checked by a supervisor and sent by SMS to a local server. Data checked and sent to a cloud-based server.</td>
<td>Prevalence of 133.6 per 10,000; n=6.889. Less than 20% of SMS messages had formatting errors. More than 95% of SMS messages were sent to the cloud server.</td>
<td>Low Some implementation challenges</td>
</tr>
<tr>
<td>Pedram 2017 [41]</td>
<td>Cross-sectional study</td>
<td>Control (n=77) and infected (n=313) Various countries in Africa, Asia, and America Rural and urban areas</td>
<td>LF and ONC&lt;sup&gt;3&lt;/sup&gt;</td>
<td>Smartphone-based microscope</td>
<td>To assess the accuracy of a new diagnostic test</td>
<td>All samples tested with the new test including a portable smartphone-based microscope.</td>
<td>Sensitivity of 71% and specificity around 100% for all tested species.</td>
<td>Moderate Information bias</td>
</tr>
<tr>
<td>Karim 2018 [36]</td>
<td>Community-based cross-sectional survey</td>
<td>Bangladesh (high and low endemic districts) n=65 million people at risk Rural and urban areas</td>
<td>LF</td>
<td>Measure SMS</td>
<td>To determine HYC and LE prevalence and develop clinical risk maps for targeted interventions</td>
<td>Paper-based census, active case findings, and summary data per patient sent through the system to a central database. In low endemic districts, case findings via health facility data and confirmed by mHealth&lt;sup&gt;3&lt;/sup&gt; trained professionals sending SMS.</td>
<td>Prevalence of 125.4 per 100,000 in high-endemic districts and 2.4 per 100,000 in low-endemic districts.</td>
<td>Moderate Different methods used mHealth strategy not fully described and validated</td>
</tr>
<tr>
<td>Martin-dale 2018 [37]</td>
<td>Community-based cross-sectional study</td>
<td>Ethiopia (two districts: Hawella Tula and Besa) n=460,722 Rural area</td>
<td>LF and PDC</td>
<td>Measure SMS-morbidity tool</td>
<td>To pilot feasibility and utility for an integrated mapping of the two diseases</td>
<td>Survey conducted by health extension workers (n=59). Clinical cases reported by paper-based standard forms and by SMS.</td>
<td>Paper-based cases reported (n=2.377) SMS method cases reported (n=2.372) P value of .94 Prevalence of 64 per 10,000. Cost saving (13.7%) with the SMS method.</td>
<td>Low Potential information bias in the real condition</td>
</tr>
<tr>
<td>Mieras 2018 [10]</td>
<td>Development and pilot study</td>
<td>HCP in Nigeria and in Mozambique Rural and urban areas</td>
<td>sNTDs</td>
<td>SkinApp</td>
<td>To support HCP in the early diagnosis of sNTDs in low resource settings</td>
<td>Development of SkinApp with 29 diseases included (six sNTDs) and assessment of user friendliness (semi-structured interviews and focus groups). Implementation study</td>
<td>SkinApp is considered a good decision support system.</td>
<td>High No methodological details</td>
</tr>
<tr>
<td>Navarro 2018 [38]</td>
<td>Consensus report</td>
<td>Colombia (Tumaco) Rural area</td>
<td>CL&lt;sup&gt;1&lt;/sup&gt;</td>
<td>Guarial App</td>
<td>To define challenges and requisites of mHealth tools</td>
<td>Development of Guarial App to be adopted by volunteer community workers for diagnosis and mapping of patients with CL.</td>
<td>Key aspects are: -Sociotechnical context -Systems analysis -Human-centered design</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Akoko 2019 [42]</td>
<td>Prospective cohort study</td>
<td>Tanzania (Mtwara and Lindi regions) Rural and urban areas</td>
<td>HYC</td>
<td>WhatsApp platform</td>
<td>To test the efficacy of a mobile platform as an adjunct in supervision and support for non-surgical clinicians when practicing hydrocelectomies</td>
<td>Didactic and practical training conducted by two experts. Photographs shared through the WhatsApp platform for group discussion, final approval of surgery, on table and postoperative complications.</td>
<td>Fifteen NPCs&lt;sup&gt;4&lt;/sup&gt; trained and able to perform 1337 hydrocelectomies in 1250 patients. Mean procedure duration of 50.2 min (SD 0.24) Complication rate &lt;2.16%</td>
<td>Moderate Small sample of NPCs Selection bias</td>
</tr>
</tbody>
</table>
Elements Included in the mHealth Interventions

Only eight different mHealth interventions were identified (Table 2). Three were based on sending SMS text messages between health workers and a central web system [33-35,37,39,41,43]. Text messaging is an easy technology to use and, as these studies show, is useful for motivating patients to complete treatments. Health care services can be equipped with systems providing automated text message reminders for disease control [43]. The Measure SMS and Measure SMS-morbidity strategies have been tested and implemented in several different contexts. The ability to view and assess the quality of patient identification data in real time is a great asset. Enabling information on morbidity burden to be known almost instantaneously, as opposed to having to wait for the collation and digitization of paper forms, also facilitates more efficient provision of necessary care [35].
Table 2. Elements and challenges described in the mobile health interventions of the selected studies.

<table>
<thead>
<tr>
<th>Tool Name</th>
<th>Elements included</th>
<th>Challenges identified</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>e-Leprosy framework</td>
<td>+</td>
<td>Cost-benefit analysis</td>
<td>Rachmani 2019 [43]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Need for a comprehensive strategy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perceived usefulness of the technology</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perceived ease of use of the technology</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>No internet connection in remote rural areas</td>
<td></td>
</tr>
<tr>
<td>GeoPoll and SMS</td>
<td>+</td>
<td>No challenges identified in the study</td>
<td>Mwingira 2017 [34]</td>
</tr>
<tr>
<td>Guaral App</td>
<td>−</td>
<td>Sociotechnical context</td>
<td>Navarro 2018 [38]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Human-centered design</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Iterative design</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Usability</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Technical concerns</td>
<td></td>
</tr>
<tr>
<td>LINKS system</td>
<td>−</td>
<td>Data ownership</td>
<td>Sime 2014 [32]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lack of technical expertise</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cost of smartphones</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>HCP\textsuperscript{a} perceptions about digital data collection</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Batteries running out of charge</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lack of network</td>
<td></td>
</tr>
<tr>
<td>Measure SMS and Measure SMS-morbidity</td>
<td>+</td>
<td>Data accuracy</td>
<td>Stanton 2015 [33]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HCP training</td>
<td>Karim 2019 [36]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Technological barriers</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Availability of mobile phones</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cost</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor network coverage</td>
<td>Mablesen 2017 [39]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Battery supply</td>
<td>Mwingira 2017 [35]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Feasibility</td>
<td>Martindale 2018 [37]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Health system structure and organizational change</td>
<td></td>
</tr>
<tr>
<td>Nu-case</td>
<td>−</td>
<td>Heterogeneity of linguistic cultural backgrounds</td>
<td>Luz 2015 [40]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Potential legal issues</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Network signal coverage</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Durability and battery life</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Image and data quality</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Empowerment of local health workers</td>
<td></td>
</tr>
<tr>
<td>SkinApp</td>
<td>−</td>
<td>Technical requirements</td>
<td>Mieras 2018 [10]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cost</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Need of context-specific adaptation (language, culture, and epidemiological situation)</td>
<td></td>
</tr>
<tr>
<td>WhatsApp</td>
<td>−</td>
<td>Data privacy</td>
<td>Akoko 2019 [42]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Highly time consuming</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Work required on mentor and mentee relationship</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet connection requirement</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}HCP: health care professional.

Five interventions were conducted through apps and cloud servers. One utilized the commercially available WhatsApp app [42], and the others used either very simple ad-hoc developed apps able to collect data and send to a server [32] or apps that included a wider range of elements and took a more comprehensive approach, for example, Guaral App [38], Nu-case [40], and SkinApp [10]. Only Guaral App and SkinApp are available from the app stores (Table 3).
Table 3. Characteristics of apps for skin neglected tropical diseases available from app stores in alphabetical order.

<table>
<thead>
<tr>
<th>Name (date last updated)</th>
<th>Marketplace (number of downloads)</th>
<th>Objective</th>
<th>Target user</th>
<th>Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>EndNTDs App (October 2017)</td>
<td>Google Play Store (+100)</td>
<td>To create a community of champions who are at the forefront in the fight against NTDs(^b) in Zimbabwe, Africa, and globally</td>
<td>HCP(^b)</td>
<td>NTDs (including skin NTDs)</td>
</tr>
<tr>
<td>Gualar RPC (February 2020)</td>
<td>Google Play Store (+10)</td>
<td>To improve early diagnosis</td>
<td>HCP</td>
<td>CL(^c)</td>
</tr>
<tr>
<td>Lepra Reaction Basic management guide (October 2017)</td>
<td>Google Play Store (+100)</td>
<td>To conduct classification and quantification of severity to plan for appropriate clinical management</td>
<td>HCP</td>
<td>Leprosy</td>
</tr>
<tr>
<td>LymEX (July 2019 Google Play Store and January 2020 Apple App Store)</td>
<td>Google Play Store (+50); Apple App Store</td>
<td>To improve self-care</td>
<td>Patients</td>
<td>Lymphoedema</td>
</tr>
<tr>
<td>LymVol (September 2019)</td>
<td>Google Play Store (+10)</td>
<td>To measure and calculate limb volume of those affected by edema</td>
<td>HCP</td>
<td>Lymphoedema</td>
</tr>
<tr>
<td>Recognize Hydrocele disease (September 2019)</td>
<td>Google Play Store (+500)</td>
<td>To improve information about causes, treatment, and complications</td>
<td>Patients</td>
<td>Hydrocele</td>
</tr>
<tr>
<td>Recognize scabies (September 2019)</td>
<td>Google Play Store (+100)</td>
<td>To improve knowledge about the disease</td>
<td>Patients</td>
<td>Scabies</td>
</tr>
<tr>
<td>Scabies disease (December 2017)</td>
<td>Google Play Store (+500)</td>
<td>To improve clinical management of the disease</td>
<td>HCP</td>
<td>Scabies</td>
</tr>
<tr>
<td>Scabies Disease: Treatment (October 2019)</td>
<td>Google Play Store (+100)</td>
<td>To manage symptoms and treatment</td>
<td>Patients</td>
<td>Scabies</td>
</tr>
<tr>
<td>SkinApp (October 2019)</td>
<td>Google Play Store (+10); Apple App Store</td>
<td>To act as a diagnostic tool and source of information on signs, symptoms, and therapy</td>
<td>HCP</td>
<td>NTD- and HIV-related skin diseases</td>
</tr>
<tr>
<td>Skin NTDs App (July 2020)</td>
<td>Google Play Store (+60); Apple App Store</td>
<td>To diagnose and identify signs and symptoms of sNTDs through their visible characteristics</td>
<td>HCP</td>
<td>Skin NTDs</td>
</tr>
<tr>
<td>Task Force Tropical Data (August 2016)</td>
<td>Google Play Store (+1000)</td>
<td>To collect data</td>
<td>Task Force for Global Health members</td>
<td>NTDs (including skin NTDs)</td>
</tr>
<tr>
<td>Tropical Diseases (August 2019)</td>
<td>Google Play Store (+1000)</td>
<td>To provide a detailed overview of the etiology, pathophysiology, epidemiology, diagnosis, and treatment of tropical diseases</td>
<td>HCP</td>
<td>TDs(^d) including CL, BU(^e), and leprosy</td>
</tr>
<tr>
<td>Tropical Diseases (December 2019)</td>
<td>Google Play Store (+100)</td>
<td>To provide a detailed overview of the cause, diagnosis, prognosis, risk factors, prevention, and treatment of the stated diseases</td>
<td>HCP</td>
<td>TDs including CL, BU, and leprosy</td>
</tr>
<tr>
<td>WIDP (January 2020)</td>
<td>Google Play Store (+10)</td>
<td>To control the epidemiological situation</td>
<td>HCP and WHO(^f) staff</td>
<td>Yaws and BU</td>
</tr>
</tbody>
</table>

\(^a\)NTD: neglected tropical disease.  
\(^b\)HCP: health care professional.  
\(^c\)CL: cutaneous leishmaniasis.  
\(^d\)TD: tropical disease.  
\(^e\)BU: Buruli ulcer.  
\(^f\)WHO: World Health Organization.

Results showed that mHealth strategies do achieve their primary goals, but many challenges require consideration. Both SMS and app interventions face (1) technological, (2) legal, (3) final user, and (4) organizational issues (Table 2) as follows:
In addition, eight different mHealth interventions were identified, of which three were based on texting by SMS and five were conducted through apps and cloud servers. Moreover, we acknowledged 15 apps available in app stores. Most of the apps (11/15, 73%) were targeted at health care professionals, with only four targeted at patients. Results showed that mHealth strategies do achieve their primary goals, but many challenges require consideration. All mHealth interventions face technological, legal, final user, and organizational issues.

The disease most targeted in mHealth interventions for sNTDs is lymphatic filariasis. The Global Program to Eliminate Lymphatic Filariasis as a public health problem was launched in 2000, and the global elimination goal of 2020 established in 2012 was probably a key factor in driving the Ministry of Health, the WHO, and implementing partners to scale up surveillance and morbidity management activities for this disease. There is an urgent need for a rapid and adaptable tool to gather patient estimates in order for national programs to appropriately forecast, plan, and deliver a basic package of care to those suffering from the disabling and debilitating clinical manifestations of lymphatic filariasis in an affordable manner [39]. Three of the apps on the market address scabies, but as no trials have been identified, there is a lack of existing evidence about mHealth interventions to manage this disease. Other sNTDs, such as cutaneous leishmaniasis and leprosy, have been managed with pilot interventions through mHealth strategies.

It is interesting to note that a number of trials and apps are focused on an integrated approach to the various sNTDs. The most recent app developed by WHO aims to provide support for diagnosis by using an automated algorithm to provide potential conditions from the selection of sNTD signs and symptoms.

The provision of health care services to populations in remote regions, often dispersed over large geographical areas, has long been considered a challenging issue from the perspective of health systems management [44]. Telemedicine approaches have been employed in some places for remote assistance for diagnosis and treatment, with a degree of success [45], but neglected diseases, and therefore sNTDs, require more than the usual functionality of telemedicine systems [40]. mHealth interventions in high-income countries are focused on apps, but as sNTDs mainly affect populations with low resources in LMICs, most of the interventions tested so far were based on SMS text messaging, and only a few app strategies have been attempted. Using text messages to change patient behavior and achieve targeted health outcomes also requires a comprehensive strategy but demands fewer resources. Studies in Indonesia have addressed the apparent difficulties in leprosy control programs and how a health information system could assist, and concluded that SMS text messaging and web-based applications could be good strategies for implementing continuous monitoring and recording of patients [43]. The advantage of SMS is “internet-less” connectivity, and it allows fast transmission of surveillance data, whereas store-and-forward teledermatology represents an ideal approach to assess skin lesions and provide long-distance support to individual diagnosis because images are shared and can be assessed. The cost-effectiveness of store-and-forward teledermatology increases when patients are

---

**Selection of Apps**

Fifteen apps were identified in the Google Play Store, with three of these also available in the Apple App Store. Most of the apps (11/15, 73%) were targeted at health care professionals, with only four targeted at patients. The number of app downloads can be taken as a proxy indicator of use. However, while Google Play Store comprehensively provides this information, the Apple App Store provides it to the app developer only. Google Play Store data revealed that only two of the apps had more than 1000 downloads. These were Task Force Tropical Data, which is mainly used to collect data, and Tropical Diseases, which focuses on various tropical diseases but only provides information on three sNTDs (Buruli ulcer, cutaneous leishmaniasis, and leprosy). Most of the apps have recently been updated or uploaded, with only four not updated over the last 12 months. The apps addressed scabies (3/15, 20%), lymphatic filariasis (3/15, 20%), cutaneous leishmaniasis (1/15, 7%), leprosy (1/15, 7%), yaws and Buruli ulcer (1/15, 7%), tropical diseases including more than one sNTDs (3/15, 20%), and sNTDs including sNTDs (2/15, 13%). Only 1 (7%) app was related to the clinical management of sNTDs (Table 3).

**Discussion**

**Principal Findings**

We reviewed the literature on the evidence for mobile apps and have providing a set of recommendations for the future development and implementation of such tools. Our review pinpointed 13 studies dealing with mobile health interventions for managing sNTDs in LMICs. A descriptive evidence synthesis showed that most of the studies had a high or moderate risk of bias according to SIGN quality criteria, and only three were considered to have a low risk of bias. Only two studies focused on sNTDs other than lymphatic filariasis, one focused on cutaneous leishmaniasis, and one focused on leprosy.
required to travel farther distances to access dermatology services. SMS and store-and-forward teledermatology are complementary and contribute to improve the epidemiological and clinical management of sNTDs.

By bringing essential central health services closer to peripheral areas, innovative technological methods like telemedicine, mHealth apps, and SMS text messages can help to bridge the gap between the burden of skin diseases and the lack of capable staff in resource-poor settings [10]. mHealth interventions enable rapid data collection, easy monitoring and supervision of data reporting, better management of sNTDs, and efficient provision of necessary care. They also appear to be lower cost strategies than paper-based forms that require more human and financial resources. The four studies that conducted cost analyses [33,35-37] did not have sufficient robust data, but all concluded that mHealth interventions are less costly than paper-based epidemiological mapping. By managing and taking full ownership of data and the implementation process, local teams will be empowered, and the establishment of valuable data management and health surveillance capacities within the local team and at the country level will empower national health systems [35].

**Recommendations Based on the Existing Evidence**

Based on evidence presented in the studies identified in this systematic review, the following eight recommendations will enable sNTD mHealth-based interventions to move forward from innovation to implementation:

1. No one should be left behind. Patients from all regions must be targeted to benefit from the proposed interventions. This requires translation of the tools into several languages. At least into Portuguese and Spanish in the Americas, and English, French, and Portuguese in Africa.

2. Users must be empowered. Final users of the interventions (health care professionals and/or patients) should receive sufficient training to improve their digital literacy and make appropriate use of the tools.

3. Complexity must be addressed. The adoption of digital health technology is a complicated process that needs to be thoroughly considered before and during implementation.

4. Utility and simplicity must be perceived. Health care professionals, patients, and healthy citizens should grasp the utility and user friendliness of the proposed technology, in order for these two elements to become enablers and not barriers.

5. Technological requirements must be considered from the very outset. The availability of smartphones and potential problems with electricity or internet networks must be addressed as part of a comprehensive strategy with a specific aim.

6. A long-term mHealth platform must be put in place. The success of an mHealth intervention depends on the existence of an mHealth platform to not only facilitate adoption of the tool, but also guarantee sustained effective use.

7. Two-tiered processes are required for improvement. In the first stages of implementing an mHealth intervention, it is important to have two-tiered processes to refine and optimize the process in an iterative way.

8. The tool must respond to needs. Interventions are embedded in a specific health service; therefore, additional tools must be considered according to the need.

**Limitations**

One of the main limitations of this review is publication bias. References from other sources, such as conferences and meetings, have not been included. Although the number of scientific journals that publish mHealth-related articles has increased in recent years, there is a lot of grey literature surrounding this field that we may have missed. Moreover, the heterogeneity of interventions and populations has made it difficult to synthesize results, and consequently, findings need to be considered with caution. Most studies in this review were conducted in East Africa, and the total number of countries represents 9% of those with NTDs worldwide. This limits the extrapolation of the results.

**Conclusions**

The potential for mHealth interventions to improve the epidemiological and clinical management of sNTDs is yet to be reached. There are very few good quality studies and tools, and most of these have methodological limitations, leaving considerable room for improvement. The majority of sNTDs are not addressed by any mHealth tool. This research has enabled us to identify eight recommendations for the future development and implementation of mHealth interventions for managing sNTDs in LMICs.
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Abstract

Background: Smart home and telemonitoring technologies have often been suggested to assist health care workers in supporting older people to age in place. However, there is limited research examining diverse information needs of different groups of health care workers and their access to appropriate information technologies.

Objective: The aim of this study was to investigate the issues associated with using technologies that connect older people to their health care providers to support aging in place and enhance older people’s health and well-being.

Methods: Seven focus group discussions were conducted comprising 44 health care professionals who provided clinic-based or in-home services to community-dwelling older people. Participants were asked about their information needs and how technology could help them support older people to age in place. The recordings of the sessions were transcribed and thematically analyzed.

Results: The perspectives varied between the respondents who worked in primary care clinics and those who worked in community-based services. Three overarching themes were identified. The first theme was “access to technology and systems,” which examined the different levels of technology in use and the problems that various groups of health care professionals had in accessing information about their patients. Primary care professionals had access to good internal information systems but they experienced poor integration with other health care providers. The community-based teams had poor access to technology. The second theme was “collecting and sharing of information,” which focused on how technology might be used to provide them with more information about their patients. Primary care teams were interested in telemonitoring for specific clinical indicators but they wanted the information to be preprocessed. Community-based teams were more concerned about gaining information on the patients’ social environment. The third theme was that all respondents identified similar “barriers to uptake”: cost and funding issues, usability of systems by older people, and information security and privacy concerns.

Conclusions: The participants perceived the potential benefits of technologies, but they were concerned that the information they received should be preprocessed and integrated with current information systems and tailored to the older people’s unique and changing situations. Several management and governance issues were identified, which needed to be resolved to enable the widespread integration of these technologies into the health care system. The disconnected nature of the current information architecture means that there is no clear way for sensor data from telemonitoring and smart home devices to be integrated with other patient information. Furthermore, cost, privacy, security, and usability barriers also need to be resolved. This study highlights the importance and the complexity of management and governance of systems to collect and disseminate such information. Further research into the requirements of all stakeholder groups and how the information can be processed and disseminated is required.

(JMIR Mhealth Uhealth 2020;8(12):e24157) doi:10.2196/24157
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Introduction

Like in other developed nations, life expectancy in New Zealand is increasing, which is resulting in an aging population [1]. It is estimated that the proportion of the New Zealand population aged 65 years and older will increase to 21%-26% in 2043 and 24%-33% in 2068 [2]. As older people have higher rates of chronic conditions and disabilities that require regular support [3], this can place an increased demand on health care services. An option favored by policymakers [4] and older people [5] is to support individuals to remain in their own homes for longer and avoid residential care, which is known as “aging in place.”

Various technologies have been used to support older people as they age in place, including home-monitoring devices [6], purpose-built smart homes [7], intelligent cognitive assistants [8], and web-based health information resources [9]. However, many technologies have the limitation of only treating 1 condition in isolation, rather than the older person as a whole, who may be dealing with a range of health issues and receiving services from a range of formal health care providers.

Many older people also rely on informal support networks of friends, neighbors, and family members who provide ongoing practical and emotional support such as personal care, household work assistance, company, and emotional assistance. Such informal support networks would also benefit from access to information from these support technologies; Fischer et al [10] reports the following about informal support networks, “Tools for the elderly should consider the whole care network and take into account who will be using the tool, who has access to what information, and how these factors may change over time.”

This paper presents some of the findings from an exploratory project that investigates how technologies that connect older people to their informal and formal support networks could assist aging in place and enhance older people’s health and well-being. In the initial phase of the project, we explored the requirements of the many stakeholder groups involved; in the second phase, these requirements informed the design of prototype technology [11], which has been used and evaluated by older people and their informal support networks [12]. Stakeholder requirements were identified in 3 ways; in each case, issues of information governance were found to be very important. First, we solicited the perspectives of experts in telemedicine and health informatics by organizing a workshop [13]; this research highlighted the importance of data integration, security, and control. Second, we conducted in-depth interviews with older people and their self-identified informal support networks [14]: these interviews emphasized the importance of information security and access controls. Finally, in this paper, we present the findings related to the needs of the formal support network from 7 focus groups, which consisted of 44 health care professionals working with community-dwelling older people. The focus groups explored the types and sources of patient-related information the various groups needed to support their work, how they accessed the information, and how telemedicine or smart home technologies might provide them with additional useful information about their patients. The findings of this study highlight the different resources and information requirements of the many stakeholder groups who may be involved, thereby showing that information governance issues are important.

The work reported here adds to the scholarly body of knowledge by examining the various and differing information requirements and technological capabilities of different groups of health care professionals who could benefit from using home-monitoring technologies to support the health of older people living in their own homes. The qualitative nature of the research means that care should be taken when generalizing the findings beyond the study locations; however, this study is valuable because it highlights the need to address issues of information access and governance, which have been largely neglected in related health informatics research to date.

Methods

Focus Groups

Seven face-to-face focus groups were conducted with participants employed at health care organizations that provide support for older people. The focus groups were conducted at the respective organizations where the participants were employed during normal working hours. On average, each focus group lasted for 1 hour. The study procedures were approved by the Massey University Human Ethics Committee (SAO 16/65).

Recruitment

Participants were recruited through purposive convenience sampling, which aimed to gather a range of contrasting perspectives. We contacted a range of health care organizations that provide various support services for older people in the Manawatū region in New Zealand, requesting their cooperation and that information about the study be distributed to staff. The focus groups were voluntary, and interested participants chose to attend and participate. They did not receive financial incentives for participation; 44 participants took part in the study. They were predominantly women and their average age was 46.6 years. Further information about the focus groups is outlined in Table 1.

Focus groups 1 to 4 were composed of employees of the local public health system. These different professional teams, physiotherapists, occupational therapists, social workers, and nurses were based at the local hospital but provided services to community-dwelling patients in their homes. Primarily, they provide ongoing services to people who have been discharged from the hospital and to clients who have been referred from primary care practices. Each of the other 3 focus groups consisted of team members from primary care practices, which were based in clinics within the community. These groups...
primarily provide services at their clinics with limited community-based services. The sample size was appropriate because while there was some variation in the perspectives between the hospital-based teams and the primary care teams, there were repeated commonalities across the focus groups, whereby researchers deemed that data saturation was met.

Table 1. Composition of the focus groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Focus group 1 (n=6)</th>
<th>Focus group 2 (n=6)</th>
<th>Focus group 3 (n=5)</th>
<th>Focus group 4 (n=5)</th>
<th>Focus group 5 (n=8)</th>
<th>Focus group 6 (n=9)</th>
<th>Focus group 7 (n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organization type</td>
<td>Public health system</td>
<td>Public health system</td>
<td>Public health system</td>
<td>Public health system</td>
<td>Primary care practice</td>
<td>Primary care practice</td>
<td>Primary care practice</td>
</tr>
<tr>
<td>Participants’ occupations</td>
<td>3 physiotherapists</td>
<td>6 social workers</td>
<td>5 social workers</td>
<td>5 nurses</td>
<td>1 general practitioner</td>
<td>2 general practitioner</td>
<td>1 social worker</td>
</tr>
<tr>
<td></td>
<td>2 occupational therapists</td>
<td></td>
<td></td>
<td></td>
<td>4 nurses</td>
<td></td>
<td>2 geriatricians</td>
</tr>
<tr>
<td></td>
<td>1 clinical coordinator</td>
<td></td>
<td></td>
<td></td>
<td>1 clinical director</td>
<td></td>
<td>1 social worker</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1 business manager</td>
<td></td>
<td>1 clerk</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1 clerk</td>
<td></td>
<td>2 directors</td>
</tr>
</tbody>
</table>

**Focus Group Design and Content**

Focus groups were used because they are an efficient method for obtaining data from multiple participants [15], and they can stimulate in-depth discussion around key ideas [16]. The flexible nature of the focus groups means that researchers can probe and clarify meanings that may be implied or unclear [17]. Conducting focus groups involves the negotiation of complex power and social dynamics between the researcher and participants and within the participant group in response to the research setting and wider context [18]. For instance, within health organizations, there are likely to be existing hierarchical and professional structures. Although this can never be entirely overcome in a focus group setting, we tried to address this by listening to what was being said, by whom, and under what conditions, and asking and probing for different participants to share their opinions.

Focus group questions were developed to address the project’s purpose and increase consistency across sessions. The development of these questions was guided by a workshop conducted with participants attending a health informatics conference [13], which provided another lens of the research procedures to help reduce an unconscious bias in the research design. Each focus group began with the distribution of participant information sheets and consent forms, followed by an introduction about the project and the use of home-monitoring technology and communication technologies connecting older people to their informal and formal support networks to assist aging in place. Participants were then asked about their information needs, what information should be collected and transferred, who should receive this information, as well as the potential ethical concerns.

**Analysis**

The focus groups were transcribed and thematically analyzed [19] inductively in NVivo Version 11.0 (QSR International). Owing to the nature of the focus groups, individual participants were not identified. Thematic analysis is widely used within the social and health sciences [20] as a tool to examine “repeated patterns of meaning” [18] or as a way of identifying and making sense of commonalities within data sets [19]. The coding and theme development were inductive, using an iterative process that involved reading and rereading the data sets to establish initial codes that covered the key ideas discussed and then combining similar codes under the themes. Following this process, the themes were reviewed alongside the original data set as a way of checking that the data set was correctly represented and that important data were not missed. The analysis was undertaken by a primary researcher, which was discussed within the research team throughout the analysis and cross-checked by a second researcher.

**Results**

**Overview of the Findings**

The New Zealand public health care system has a bifurcated structure and complex funding structures, which complicates the sharing of information systems and of patient information. The government funds health care on a regional basis through several district health boards, which directly run their local hospital-based services and some community services that are based at the hospital, such as those delivered by the members of focus groups 1-4. The services that are delivered directly by the district health boards are totally tax-payer funded and free at point of care. The delivery of local primary care services is essentially outsourced by the district health boards to several independent primary care practices, such as those observed in focus groups 5-7. Most of the services they provide are heavily subsidized by the district health boards but most patients are required to make some additional payment for the services they receive. The primary care practices each operate their own sophisticated patient management systems.

The analysis of the focus groups identified 3 overarching themes: (1) access to technology and systems, (2) collecting and sharing of information, and (3) barriers to uptake. Each theme has several subthemes, which are summarized in Table 2 and described below. An important observation from our analysis of the different focus groups is the contrast in the facilities and the perspectives between the members of the teams.
working in the community within the public health system and those of the primary care teams.

Table 2. Summary of the major themes and perspectives of the respondent groups.

<table>
<thead>
<tr>
<th>Themes, subthemes</th>
<th>Perspectives Hospital-based teams, focus groups 1-4</th>
<th>Primary care teams, focus groups 5-7</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Access to technology and systems</strong></td>
<td>Multiple fragmented systems, paper-based notes</td>
<td>Good integrated internal system</td>
</tr>
<tr>
<td>Technologies used</td>
<td>No access to primary care systems, no mobile access to systems</td>
<td>Poor integration with hospital systems</td>
</tr>
<tr>
<td>Major limitations</td>
<td>Monitoring of falls highly desirable, little desire for clinical monitoring</td>
<td>Monitoring of falls highly desirable, interest in telemonitoring specific clinical indicators, but preprocessing of data required</td>
</tr>
<tr>
<td><strong>Collecting and sharing of information</strong></td>
<td>Information on background and social environment</td>
<td>Less interest in social information</td>
</tr>
<tr>
<td>Additional information required</td>
<td>Monitoring of falls highly desirable, little desire for clinical monitoring</td>
<td>Monitoring of falls highly desirable, interest in telemonitoring specific clinical indicators, but preprocessing of data required</td>
</tr>
<tr>
<td>Interest in telemonitoring</td>
<td>Monitoring of falls highly desirable, little desire for clinical monitoring</td>
<td>Monitoring of falls highly desirable, interest in telemonitoring specific clinical indicators, but preprocessing of data required</td>
</tr>
<tr>
<td><strong>Barriers to uptake</strong></td>
<td>Concerns about dexterity requirements and cognitive decline of patients</td>
<td>Concerns about dexterity requirements and cognitive decline of patients</td>
</tr>
<tr>
<td>Usability</td>
<td>Concerns about system funding and cost to patients</td>
<td>Concerns about system funding and cost to patients</td>
</tr>
<tr>
<td>Cost</td>
<td>Concerns about patient privacy and possible breeches of confidentiality</td>
<td>Concerns about patient privacy and possible breeches of confidentiality</td>
</tr>
<tr>
<td>Security, privacy, and confidentiality</td>
<td>Concerns about patient privacy and possible breeches of confidentiality</td>
<td>Concerns about patient privacy and possible breeches of confidentiality</td>
</tr>
</tbody>
</table>

**Theme 1: Access to Technology and Systems**

Despite many years of development and implementation of integrated health information systems, many respondents complained about the way patient information remains fragmented within multiple systems. There are multiple systems within different parts of the hospital, which are not universally accessible to the staff members of the different focus groups who might need the information, and this leads to frustration and inefficiencies.

...Probably the easiest way is to say multiple computer systems. And not everybody has access to the same information. [Focus group 3]

While the hospital-based teams have some access to hospital computer systems, their own on-going notes are paper-based and only a final summary is shared to an electronic system.

...The referrals get processed into the computer but then that’s printed off...all our records are paper-based. [Focus group 4]

...If I have finished seeing Mrs. Smith, we do a discharge summary and type that up and it goes on to a clinical portal. So, discharge summaries or clinical letters can go onto their file but the actual running notes of “I saw someone and provided something” is all written by hand. [Focus group 1]

This leads to problems coordinating care within and across teams.

...I mean there are just lots of people collecting data and then keeping it to themselves essentially and if you want to get as much data on this person as you can, you have to physically run around grabbing files and saying what are your thoughts and what have you noticed, rather than actually having it as a central accessible thing. [Focus group 1]

Another issue for the hospital-based staff is the lack of access to information from the primary care clinics, which operate their own systems.

...One big gap is that we don't have access to the GP records. We need to physically ring, have a chat. We can't just login, you know just to kind of get an idea. [Focus group 3]

In contrast to the hospital-based teams, the primary care teams run their own sophisticated electronic systems, but they also complained about the lack of integration with other service providers.

...Pretty much everything from the hospital in terms of what information you receive, district nursing discharges, physio, everything we get... comes via fax or by post, we have to scan it into the notes. [Focus group 5]

All groups also raised the issue of the difficulty of obtaining a complete picture of the patients and the presence of gaps in information from other government organizations or from nongovernment service providers. For example, many clients paid for personal alarm systems, which could summon paramedical assistance when needed, for example, in case of a fall, but these service providers tended not to share their patient information with the public health system.

...Older patients see so many other providers and nongovernment service providers and social services...
that we don’t ever get any feedback about. [Focus group 5]

**Theme 2: Collecting and Sharing of Information**

As noted in Theme 1, all respondents complained of the difficulties of locating patient information, which could be distributed across multiple disconnected systems, and all felt that better integrated systems would be beneficial for everyone. Focus groups also explored the additional information they would like to have available, which was not currently being collected. Some of this information could be collected by remote monitoring technologies but some information would need to be collected and shared by practitioners after their visits. Again, the perspective sometimes varied depending on whether the focus group participants worked in the community or in the primary care practice. Community practitioners, in particular, wanted more information about patients’ background data and social environment before they made a home visit.

...[You] go and see Mrs. Smith, she has no arms and legs, isn’t English speaking, has a pressure ulcer; falls over 10 times a day, but nothing is written on the referral. [Focus group 1]

...You don’t really know what you’re walking into. You could be going into an 80-year-old at home with no fire lit, no food, or you could be going to the opposite. [Focus group 4]

This could also be a matter of personal safety.

...So it would be really nice for us to see, right, alcoholic, maybe we should take somebody else with us on this particular visit. [Focus group 1]

All participants thought it would be useful if technology could retrieve information about patients’ social well-being, such as whether they are socializing and leaving the house and their physical well-being such as their diet, home temperature, and physical activity.

...cause they could be isolated and not communicating outside of their home environment, and we may not know that. Similarly, you know, about not accessing food. [Focus group 6]

All participants were particularly concerned about receiving detailed information about older patients’ falls; this information could be captured by wearable technologies or video systems. Information about falls is important when deciding if extra resources are needed or if someone should no longer be living on their own. Objective evidence would often be useful rather than relying on reports from clients or their family, who often differ in their perspectives.

...Knowing how often someone had fallen would be evidence. Quite often we have to put quite an argument to the Ministry of Health for funding for things and if you said subjectively, I am sure that this person has bad balance and is at risk of falling, but if you had a concrete “they’ve fallen 10 times in the last 6 weeks” then that’s 10 falls. [Focus group 1]

...Actually a fall is a good event to focus on because even though they wear their alarms, they don’t often push them, elderly people, so, you know, it’s good. [Focus group 7]

The primary care doctors were also interested in the possibilities of using technology to improve the telemonitoring of patients’ parameters such as blood pressure, blood glucose levels, peak flow readings, and weight.

...I suppose that’s already happening, I know [xxx] has got quite a few patients that have got the blood pressure monitoring that they email him blood pressure results, the same with blood sugar, glucose results. [Focus group 5]

However, they were concerned about being overwhelmed with data and were enthusiastic about the idea of information being preprocessed and filtered and only passed on when exceptions arise.

...You don’t want stuff pushed at you, you just want to see the exceptions, wow, something really strange is happening, yeah. So very much processed and filtered before it gets to you. You don’t want a daily update on everything. [Focus group 5]

Furthermore, any new information should be seamlessly integrated into the existing systems.

...That’s a really good point, cause we don’t want too many databases we have to go into. It’s a nightmare...you’ve got to consolidate in some way. Yeah, no absolutely. [Focus group 6]

However, primary care teams were clear that they were unwilling to assume the additional responsibility of managing such systems.

...Why does it always have to go back to a nurse or a doctor? ...we’re already busy and overwhelmed with our workloads that we may not be the right people. [Focus group 5]

**Theme 3: Barriers to Uptake**

Participants were optimistic about technology retrieving information and were clear about the potential barriers to uptake. This theme encompasses 3 subthemes: usability, cost, and security and privacy. Participants were concerned about software complexity and usability issues associated with aging, such as dexterity and cognitive decline. Many participants indicated that the training required for older people would be substantial and that their desire to learn to use technology would be mixed.

...I give them the computer cord (to connect the glucose monitor to their computer) to use download express software, to download their blood glucose monitor and email it to me...I haven't had any success...The program is quite convoluted for them...younger techie people just pick it up. [Focus group 6]

...With ManageMyHealth [patient portal] they’re keen to engage. But then it’s a struggle. And quite often we’ll just take them out the back and actually do it all for them. [Focus group 6]
Participants considered cost to be another barrier and discussed how it is already a barrier for their uptake of health products.  

...When I talk to patients about personal alarms, it always comes down to the cost and “how much are they? I can't afford that”... so cost, I would say, would be a huge thing, especially for the elderly. [Focus group 2]  

...The majority of the elderly have not got that extra $15 a week to pay for a blister pack (medicine sachet packaging)... $60 a month—that’s whether you’re going to keep the heater on. [Focus group 2]

Ensuring privacy and data security was considered to be a requirement to protect patients. Some participants felt that clients would have concerns about privacy and data security, although this barrier did not present as strongly compared to usability and cost.  

...They get quite protective of their privacy because as they get older they feel they are losing more and more. [Focus group 1]  

...Any piece of equipment or technology, privacy is a big thing. [Focus group 1]

It was clear from the participants that sharing information with informal support networks is common, although some participants indicated the need to obtain informed consent.  

...We try and help to facilitate that everybody is on the same page and know all the information. [Focus group 3]  

...Well, we have to gain the patient's consent for information to be shared with family. And we have to be very cautious about what medical information we share. [Focus group 3]

Respondents had concerns about sharing information with family and how the information might be used as there may be conflicts within the family, for example, about what are the most appropriate arrangements for care.  

...We might also talk to them if we have concerns about the patient’s safety… it’s a fine line between breaching confidentiality and what is appropriate to actually divulge to a support person. [Focus group 4]  

...Are we monitoring for the right reasons? Is that person being monitored for the health benefits or are they being monitored because… you know there is the safety side of it but there is also the dilemma of what the other dimensions of the family are wanting. Is it exactly what your client wants? [Focus group 1]

Discussion

Overview

The work reported in this paper is part of the requirements-gathering phase of an exploratory project, which investigates how technologies that connect older people to their informal and formal support networks could assist aging in place and enhance older people’s health and well-being. Seven focus groups consisting of 44 health care professionals considered their information needs and the ways that technology could help meet some of those needs. The limited size of the study means that care should be taken not to overgeneralize the conclusions, but several common themes emerged within the findings.

Although the use of telemonitoring and smart home technologies to support older people has been proposed since many years, there has been very limited uptake [21,22], especially within the public health care systems [23,24]. However, many older people and their families are recognizing the benefits that these monitoring technologies can provide in terms of safety and peace of mind for all concerned, and commercial organizations are starting to provide related products and services [25,26]. Such organizations tend to work on a fee-for-service model, where the user pays to have their information collected, monitored, and acted upon as necessary in a limited number of ways. These systems tend to be closed cloud-based ecosystems with the information remaining with the service provider.

For monitoring systems to reach their full potential to improve the well-being of all older people, they must be expanded and integrated into the wider health care system. This raises the information governance issues of how the data and information collected by smart home technologies and other monitoring technologies can be effectively integrated with other systems and made available to the health care workforce.

Access to Technology and Systems

The first major theme to emerge from the focus groups was that there remains a lack of integration between current information systems, especially between primary care and secondary care institutions. Such a lack of integration has been identified as a major problem in previous studies [27-29]. Secondary care also has multiple computer-based systems as well as paper-based notes, which inhibits the easy sharing of appropriate information between health care professionals. Furthermore, many other government departments, nongovernmental organizations, and private service providers often possess useful information about patients, which is not shared with the health service. Participants were frustrated by their inadequate access to information, as practitioners described having little information about patients before visits. This is not only a safety concern, but it is also well-established that information access can impact decision-making and the quality of care and efficiency [30]. This is a particular issue in aged care, as older people are more likely to have chronic conditions and disabilities [3]. Although the New Zealand Ministry of Health is working toward a more integrated information ecosystem [31], the current information system fragmentation does not place the patient at the center of health care delivery. This disconnected information architecture means that currently, there is no clear way for sensor data from telemonitoring and smart home devices to be integrated with other patient information. In some ways, primary care might seem to be the most appropriate site for storing the information since primary care clinics are seen as the site of ongoing, long-term relationships with the patients [32,33]; however, the participants from primary care organizations in this study were unwilling to take on the responsibility. Ultimately, it might be
appropriate to create a new organization to take on the responsibility for the implementation and governance of systems to collect, process, and disseminate this monitoring information to all interested parties in the health care sector and to informal support networks.

**Collecting and Sharing of Information**

Research into telemonitoring and smart homes has identified many ways to collect information that can be useful for various health care providers. However, focus group participants emphasized that they were concerned that they should not be overloaded with information. They wanted to be able to tailor the delivery of information for each individual patient and to have it preprocessed so that only exceptional situations were identified and flagged. The feasibility of processing information on exceptions with blood pressure recordings by telemedicine systems has been demonstrated in previous research [34,35] and similar techniques should be integrated into future developments. Participants also wanted the information to be integrated with their existing patient management system so that they only needed to access 1 system.

**Barriers to Uptake**

The findings also reaffirm several user requirements deduced from interviews previously undertaken with older people and informal support networks [14]. Some issues addressed by these requirements correspond to barriers already identified in health informatics research. For example, cost is an issue for many older people [21,36], and governments should undertake detailed cost-benefit analyses of these systems to determine what level of public funding is appropriate. Usability is another barrier [21,36]; therefore, the technology should be designed for ease-of-use. A direct user interface may not be suitable for some older people, particularly for those living with cognitive decline. A number of systems have been developed that use motion sensor technologies to passively monitor the home environment and send alerts when certain out-of-the-ordinary events occur [37,38], and future developments should consider the integration of such systems.

Concerns about privacy and the desire to control the distribution of information were also seen as barriers to uptake, which have also been widely recognized in other studies [23,39,40]. The information needs of informal support networks have been largely neglected in previous research [21], even though they are often essential for enabling aging in place [21], and inadequate information access has been shown to negatively impact their ability to assist older people [10]. An important finding was that participants indicated that older people’s support networks are frequently a considerable part of information exchange, both for retrieving and providing information. However, this is generally undertaken through an informal means, rather than through a specific technological solution. This is an example of technology failing to address the realities of supporting aging in place as a collaborative and information-critical activity. However, providing access to information from home-monitoring systems to an older person’s informal support network will require much stricter controls to ensure privacy and confidentiality than is necessary for a system that is restricted to health care personnel.

**Limitations**

The findings of this study are limited to the 44 participants recruited and the organizational settings in which they work. Reflective of the nature of qualitative enquiry [41], the participant recruitment was not drawn from a random sample of subjects, but it rather comprised individuals and organizations in the Manawatū region in New Zealand that actively volunteered to be involved in the study. This resulted in the participant number varying across the focus group sessions and the participants only being employed at general health practices and hospital departments, although they represented a range of health professionals. There are also limitations that are inherent to the nature of conducting focus groups, which can involve complex social dynamics, especially within organizations; therefore, the findings should be considered as a product of the groups and not as individuals [42]. Care should be taken when generalizing the findings drawn from the study beyond the study locations, and future research examining this topic should certainly take a wider scope.

**Conclusion**

The 44 participants working with community-dwelling older people in this study want more information about their patients’ well-being within their homes, thereby demonstrating a potential for home monitoring and information communication technologies to connect older people to their formal support networks. This would not only assist health practitioners but would also support aging in place, which is socially and economically beneficial, as life expectancy continues to rise [3]. Our analysis of the discussions within the focus groups highlights the importance and the complexity of management and governance of systems to collect and disseminate such information. Issues that will need to be considered in the future are as follows.

1. Where will the data be stored and who will be responsible for its governance?
2. Who should pay for the technology and the ongoing running costs?
3. How will data be processed before it is presented?
4. How will the information be integrated into other systems used by health care providers?
5. To what extent should the information be released to informal support networks?

Further research into the requirements of all stakeholder groups is required to address these issues, which need to be resolved before the true potential of these technologies can be realized in practice.
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Abstract

Background: Voice disorders mainly result from chronic overuse or abuse, particularly in occupational voice users such as teachers. Previous studies proposed a contact microphone attached to the anterior neck for ambulatory voice monitoring; however, the inconvenience associated with taping and wiring, along with the lack of real-time processing, has limited its clinical application.

Objective: This study aims to (1) propose an automatic speech detection system using wireless microphones for real-time ambulatory voice monitoring, (2) examine the detection accuracy under controlled environment and noisy conditions, and (3) report the results of the phonation ratio in practical scenarios.

Methods: We designed an adaptive threshold function to detect the presence of speech based on the energy envelope. We invited 10 teachers to participate in this study and tested the performance of the proposed automatic speech detection system regarding detection accuracy and phonation ratio. Moreover, we investigated whether the unsupervised noise reduction algorithm (ie, log minimum mean square error) can overcome the influence of environmental noise in the proposed system.

Results: The proposed system exhibited an average accuracy of speech detection of 89.9%, ranging from 81.0% (67,357/83,157 frames) to 95.0% (199,201/209,685 frames). Subsequent analyses revealed a phonation ratio between 44.0% (33,019/75,044 frames) and 78.0% (68,785/88,186 frames) during teaching sessions of 40-60 minutes; the durations of most of the phonation segments were less than 10 seconds. The presence of background noise reduced the accuracy of the automatic speech detection system, and an adjuvant noise reduction function could effectively improve the accuracy, especially under stable noise conditions.

Conclusions: This study demonstrated an average detection accuracy of 89.9% in the proposed automatic speech detection system with wireless microphones. The preliminary results for the phonation ratio were comparable to those of previous studies. Although the wireless microphones are susceptible to background noise, an additional noise reduction function can alleviate this limitation. These results indicate that the proposed system can be applied for ambulatory voice monitoring in occupational voice users.

(JMIR Mhealth Uhealth 2020;8(12):e16746) doi:10.2196/16746
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Introduction

Human voice is produced via the periodic vibrations of vocal folds, driven by expiratory airflow. Cumulative voice loads and excessive vocal fold vibrations result in phonotraumatic injuries, such as vocal nodules and polyps [1]. The common symptoms of dysphonia (ie, phonation discomfort) include hoarseness, vocal fatigue, increased effort, and throat pain, which may limit the performance and long-term careers of occupational voice users [2]. Dysphonia also results in considerable financial losses for individuals and society [3,4]; the estimated annual cost associated with dysphonia is US $2.5 billion [5]. In addition, voice-related disorders significantly lower the quality of life in terms of physical functioning, general health, bodily pain, fatigue, and role limitation [6].

The most recognized risk for voice disorders is occupational voice overuse, commonly found in salespeople, industrial/factory workers, teachers, clergy, lecturers, and singers [6,7]. Among these occupations, the teaching profession has been significantly investigated by academic researchers [8-10]. In comparison to other occupations, teachers are more likely to report voice problems and the negative effects of dysphonia on their work performance [11]. Roy et al [2] reported that the prevalence of voice disorders was significantly higher in teachers (137/1243, 11.0%) in comparison to nonteachers (80/1288, 6.2%). The lifetime prevalence of dysphonia for teachers (717/1243, 57.7%) was also significantly higher than that for nonteachers (371/1288, 28.8%).

Voice therapy has been widely applied as the first-line treatment for voice disorders related to voice overuse or abuse [12,13]. By implementing multiple treatment strategies, voice therapy can effectively ameliorate the dysphonic symptoms, lower the phonation effort, and improve the voice quality [13]. However, one of the major challenges for voice therapy is the carryover of voicing techniques and habits taught during treatment sessions into their daily lives. To facilitate the maintenance of adequate phonation behavior, serial studies proposed the concept of ambulatory voice monitoring with promising results [14-16]. Most of these studies used a contact microphone or accelerometer attached to the anterior neck [17,18]. Subsequent studies demonstrated that this technology could significantly aid patients in controlling and tracking their vocal hyperfunction [19,20]. Another device for ambulatory voice monitoring was designed as a neck collar embedded with a contact microphone [21]. Although contact microphones and accelerometers can accurately detect phonation via the vibration of neck skin, the wiring and taping involved with these devices may cause discomfort in users. Furthermore, voice usage was mostly analyzed over a certain period with post hoc feedback [22], whereas real-time monitoring of the phonation ratio has not yet been reported.

To overcome the limitations in current devices, we propose a novel automatic speech detection system using a wireless microphone to capture acoustic signals from users, which can eliminate the discomfort associated with the wiring and taping of contact microphones. Our study hypothesizes that the speech energy envelope received via a wireless microphone can be used for ambulatory phonation monitoring. To examine this hypothesis, we designed this research with the following objectives: (1) to investigate the detection accuracy of speech, (2) to compare the measured phonation ratio and length of speech segments with those in existing literature, and (3) to examine the robustness of the noise reduction algorithms in simulated noisy conditions.

Methods

Overall Study Design

We proposed an automatic speech detection system using a wireless microphone for real-time ambulatory voice monitoring. We invited 10 teachers to participate in the pilot study. We designed an adaptive threshold (AT) function to detect the presence of speech based on the energy envelope. All participants were equipped with a wireless microphone during a teaching session (around 40-60 minutes) in a quiet classroom (background noise <55 dB sound pressure level [SPL]). We developed software for manually labeling the speech segments according to the time and frequency domains. We randomly selected 25 utterances (10 seconds each) from the recorded audio files to acquire the coefficients required for the AT function using a genetic algorithm (GA). Another 5 random utterances were used to test the accuracy of the automatic speech detection system using manually labeled data as the ground truth. We also mimicked scenarios of noisy backgrounds by mixing 4 different types of noise (at a signal-to-noise ratio [SNR] of 0, 3, and 5 dB) into the original recordings. An adjuvant noise reduction function using a log minimum mean square error (logMMSE) [23] algorithm was applied to counteract the influence on detection accuracy.

Participants

We invited 10 teachers to participate in this study. This study was conducted at Far Eastern Memorial Hospital and National Yang-Ming University. The study protocol was approved by the Research Ethics Review Committee of Far Eastern Memorial Hospital (FEMH 108019-E). For the first period of study, we recruited 5 teachers from April to June 2019; for the second period, we recruited another 5 teachers from February to April 2020. Each teacher was provided with a wireless microphone during a regular teaching session of 40-60 minutes. The average background noise level was controlled under 55 dB SPL, established as the controlled environment test condition.

Automatic Speech Detection System

Overview

Figure 1 illustrates the automatic speech detection system proposed in this study. The main corpus of this system is the detection model, which automatically divides acoustic signals into speech and nonspeech segments based on the energy envelope. We used a frame size of 32 milliseconds with a sampling rate of 16 kHz. Under simulated noisy conditions, the noise reduction model can be turned on to alleviate the effects from the background noise.
Detection Model

The signals ($S_j$) recorded from the wireless microphone were converted to envelope ($Ê_j$) by an “envelope detection” unit; the power energy can be used in this unit. Then, the “detection unit” predicted whether the input frames were speech or nonspeech by comparing the value of $Ê_j$ with that of the AT. The AT can be calculated using Equation (1); it is based on the energy of the input frame and 3 consecutive preceding frames.

Here, $a_i$ represents the coefficients of the energy envelope of the current frame ($i=0$) and 3 successive preceding frames ($i=1$ to 3). It should be noted that the 3 successive preceding frames are included in this equation according to the best performance observed in our pilot study. $Ê_{j-i}$ represents the input acoustic energy features at the $j-i$ frame index and $b$ is the bias. When the value of $Ê_j$ exceeded the threshold derived from the AT in Equation (1), the system generated “1” as the output, indicating that this frame was recognized as speech. However, if the value was lower than the threshold derived from the AT in Equation (1), the system generated “0” (nonspeech) as the output.

The 5 coefficients required to calculate the AT were defined by the following two steps: (1) manually labeling speech segments of the recoded audio files and (2) using a GA to search for these 5 coefficients. In the first step, we developed software (Figure 2) to manually label the speech segments according to their time and frequency domains. We applied the GA [24] to search for these 5 coefficients for the AT function based on 25 randomly selected utterances of 10 seconds each (details are provided in Multimedia Appendix 1). After acquiring the coefficients required for the AT function, another 5 random utterances were used to test the accuracy of the automatic speech detection system. Similarly, the manual labeling of the speech segments was considered as the ground truth. The overall accuracy of each subject was calculated based on each frame (ie, by dividing the predicted number of speech frames by the total number of speech frames labeled manually).
Noise Reduction Model

Because a wireless microphone is an air-conducted device that is susceptible to background noise, we performed additional experiments to examine the performance of the noise reduction model. We mimicked the presence of background noise by mixing the recorded speech signal ($S_j$) with 4 different common background noises (crowd cheering noise, sharp speech noise, street noise, and white noise, shown in Multimedia Appendix 2) at 3 SNR levels (0, 3, and 5 dB), denoted by $S_j$. The noisy signals ($S_j$) were then processed by the logMMSE algorithm to obtain enhanced signals ($S_j$). Next, the $S_j$ were sent into the detection model for energy and speech detection. We evaluated the performance of the noise reduction model by comparing the accuracy of speech detection under simulated noisy conditions with or without the noise reduction function.

Measuring Phonation Ratio and Duration of Speech Segments

To examine the applicability of the automatic speech detection system, we calculated the phonation ratio of the participants as shown in Equation (2), which is a common approach used to analyze phonation habits and usage [19,25]. In addition, we calculated the duration and distribution of the phonation and nonphonation segments in a similar manner as in previous literature [22].

Results

Figure 3 displays the average recognition accuracy of the automatic speech detection system, which was 89.9% (frame-based) in the controlled environment, ranging from 81.0% (67,357/83,157) to 95.0% (199,201/209,685). Figures 4 and 5 illustrate the phonation ratio for the 10 teachers evaluated during the teaching session. On average, the phonation ratio ranged from 44.0% (33,019/75,044) to 78.0% (68,785/88,186). We also noted a drastic decrease in the phonation ratio in subject 5 at approximately 20 minutes (asterisk, Figure 4). After reviewing the recorded audio file, we observed that this teacher did not speak for a while because he left the podium to fetch chalk; this example further demonstrated the excellent sensitivity of the proposed automatic speech detection system in practical scenarios. Figures 6 and 7 illustrate the distribution of the speech and nonspeech segments in logarithmic scales. Analytical results showed that the durations of most of the speech and nonspeech segments were less than 10 seconds.
Figure 3. Average accuracy of the automatic speech detection system with respect to 10 teachers in a controlled environment.

Figure 4. Phonation ratio over time for the 10 teachers (Subjects 1-6).
Figure 5. Phonation ratio over time for the 10 teachers (Subjects 7-10).

Figure 6. Speech and nonspeech segments measured by the automatic speech detection system. The x-axis indicates the length of the speech segments in a logarithmic scale, while the y-axis represents the occurrences during the recording period in a logarithmic scale (Subjects 1-6).
Figure 7. Speech and nonspeech segments measured by the automatic speech detection system. The x-axis indicates the length of the speech segments in a logarithmic scale, while the y-axis represents the occurrences during the recording period in a logarithmic scale (Subjects 7-10).

Figures 8 and 9 present a comparison of the same recordings under the controlled environment and simulated noisy conditions. We noticed that the detection accuracy dropped significantly under noisy conditions, indicating that the performance of the automatic speech detection system can be easily affected by the presence of noise without a noise reduction function. On average, the additional noise decreased the accuracy by approximately 33%, 36%, 34%, and 36% for 4 different types of noise: crowd cheering noise, sharp speech noise, street noise, and white noise, respectively.

Figure 10 presents an example of the relationship between the speech envelope and AT with and without the noise reduction function. Under the controlled environment, the AT was higher than the speech signal during nonspeech segments; in contrast, the energy envelope exceeded the AT in the presence of speech (Figure 10A). However, when the speech signal was contaminated by background noise, the overall energy exceeded the AT in both the speech and nonspeech segments (Figure 10B); thereby the proposed system may not be as effective in differentiating between speech and nonspeech signals. After enabling the logMMSE noise reduction function (Figure 10C), the AT could accurately detect the segments of speech versus nonspeech. On average, the additional noise reduction function yielded an average improvement of 4.9%, 27.5%, 19.3%, and 29.8% under the conditions of crowd cheering noise, sharp speech noise, street noise, and white noise, respectively. The detailed improvements are provided in Multimedia Appendix 3.

Figure 8. Accuracy of the automatic speech detection system with the presence of 2 different types of background noise (crowd cheer noise and speech sharp noise) at 3 SNR levels. The first bar of each graph indicates the accuracy of the original recording under the controlled environment. SNR: signal-to-noise ratio.

Figure 9. Accuracy of the automatic speech detection system with the presence of 2 different types of background noise (street noise and white noise) at 3 SNR levels. The first bar of each graph indicates the accuracy of the original recording under the controlled environment. SNR: signal-to-noise ratio.
**Figure 10.** Example of the relationship between the speech envelope and AT in (A) the controlled environment, (B) noisy conditions without the noise reduction function, and (C) noisy conditions with the noise reduction function. Each part of the figure presents the same speech; the gray background denotes the speech segments, while the other areas indicate the nonspeech segments. AT: adaptive threshold.

**Discussion**

**Principal Findings**

In this study, we proposed an ambulatory phonation monitoring system with a wireless microphone. The results demonstrated that the proposed system can accurately differentiate between speech and nonspeech segments based on the energy envelope in a controlled environment. The implementation of an additional noise reduction function using a logMMSE algorithm can effectively reduce the impact of background noise. Preliminary results of the phonation ratio and the distribution of speech segments in 10 teachers were compatible with those in previous literature [18,19].
Applicability and Accuracy of Automatic Speech Detection System

Most studies in the existing literature used a neck accelerometer to detect the vibrations of vocal folds via skin [18,25]. Although contact microphones can effectively suppress the effects of background noise [16], they may not always be convenient for the users, owing to the cumbersome wiring and taping. In contrast, the wireless microphone used in this study eliminated the discomfort associated with the wiring and taping of contact microphones. All the participants reported good tolerance using wireless microphone, without any physical discomfort during the teaching session.

Previous studies [22] applied predefined criteria to detect voice activity, such as the fundamental frequency during normal speaking (ie, 70 to 1000 Hz), SPL greater than 30 dB, and a low/high ratio of at least 22 dB. In this study, we specifically designed software to manually label the speech segments (Figure 2), which served as the ground truth for examining the detection accuracy of this novel system. Figure 3 demonstrates an average detection accuracy of 89.9% in the controlled environment, which established the applicability and reliability of the proposed system.

In comparison to previous studies [18,25], our results demonstrated a higher phonation ratio (range: 44.0%-78.0%; Figure 3) owing to the continual lecturing of the teachers in the classroom. Similarly, the durations of most of the speech segments were less than 10 seconds. We did not observe long durations of silence (nonspeech) in this study (Figures 6 and 7). In contrast, previous studies recorded the phonation ratio throughout the day (except sleeping) [18,25]; thus, longer silence periods were more likely to be documented.

Benefits of Noise Reduction Function

Because wireless microphones are more susceptible to background noise, we examined the effectiveness of the additional noise reduction function by mixing 4 different types of background noise to simulate noisy conditions. Our results showed that the noise reduction function using the logMMSE algorithm can improve the detection accuracy by up to 45.8% (maximum) in stable noise conditions (eg, sharp speech noise and white noise) (Multimedia Appendix 3); however, logMMSE works less efficiently in competing voice signals (eg, crowd cheering noise), resulting in an improvement of approximately 5%, similar to previous literature [26]. Accordingly, other noise reduction approaches, such as deep learning [27], may be more robust for enhancing the automatic speech detection system in the future. Additionally, automatic gain control [28] can also be integrated into the system to normalize the input volume and improve the accuracy in cases where sudden changes are observed in the input volume.

Speaker Identification

The proposed system yielded comparable accuracy in most of the test conditions and an additional noise reduction function further improved the performance of the proposed system in noisy conditions. However, there is still room for improvement in some challenging conditions (eg, video sound or sudden increase in volume). We observed that subject 3 played a video clip with speech context during the class, and the loud speech from the video was misidentified as the speech of subject 3. For subject 4, several conversations took place between the teacher and students, which also caused the voice signals from the students to be misidentified as the speech of subject 4 and reduced the accuracy. One way to alleviate this inherent limitation of wireless microphones (ie, susceptibility to noise and competitive speakers) is the use of a microphone array with a beamforming algorithm that can fix (or adapt to adjust) the recorded position to distinguish between the speech of the speaker and background noise or other speakers. Another option to improve our system is implementing the speaker identification algorithm [29]; however, it requires significantly higher computing power to handle complex features (such as i-vector or x-vector [30,31]) using deep learning–based technology.

Future Perspective

The study results suggest that the proposed automatic speech detection system with wireless microphone can be applied in practical scenarios to overcome the limitations of contact microphone for ambulatory phonation monitoring. The proposed system can be further implemented on personal laptops (or mobile phone devices) for daily use and timely feedback, as illustrated in Figure 11. By monitoring the baseline phonation ratio, doctors and speech language pathologists can prescribe a certain threshold of phonation ratio based on individual conditions. Upon exceeding this limit, an alarm signal (flash or sound) could be sent to the user to ensure that they take enough breaks; promising results are available with respect to this concept [32] but it requires further evidential support from ongoing studies.
Although the proposed automatic speech detection system achieved 89.9% accuracy in this study for the proposed ambulatory phonation monitoring, it still has room for improvement. More recently, deep learning–based automatic speech recognition (ASR) [33] and natural language processing (NLP) [34,35] systems were proven to achieve higher speech recognition efficiency for conventional communication between human-machine applications (eg, Amazon Alexa, Google Home, and Apple Siri). These deep learning–based ASR and NLP systems could be applied in ambulatory phonation monitoring; however, some critical issues need to be addressed. For example, ASR and NLP technologies might violate the user’s privacy because they recognize the context of the user’s speech. In contrast, the automatic speech detection system of this study is energy-based; it will not directly access the content of speech and might be more acceptable to the users. In addition, ASR and NLP technologies require high computing power, especially when a deeper structure of the neural network is implanted to achieve higher speech recognition accuracy. A cloud-based ASR and NLP system could be effective in alleviating this limitation; however, the recorded speech data still needs to be uploaded to the server, which may lead to additional privacy and security issues. More recently, phonetic posteriorgram features obtained from the acoustic model of the ASR system was introduced for speech processing applications, and it has proven to achieve benefits in many tasks [36-38]. Following the success of phonetic posteriorgram, our future study could apply its features and deep learning technology to improve the performance of the current model.

Furthermore, this system can also be extended for detecting speech and communication disorders [39] (eg, Parkinson disease [40] and depression [41]). However, such work may require more sophisticated features of voice signals and computation techniques, such as the combination of the Mel frequency cepstral coefficients and deep neural networks, which was used in a previous study [42]. With the significant advancements in smartphones and smart home devices, the proposed automatic speech detection system can potentially be implemented in these devices to further decrease the clumsiness of any additional devices [43].

**Limitations**

The first limitation of this study is the small number of participants (N=10). A larger cohort is required to obtain more robust evidence for the clinical use of automatic speech detection for ambulatory phonation monitoring. In addition, only teachers were recruited owing to the approved IRB protocol. Other occupations with high vocal demands (eg, salespeople and customer service representatives) will be included in the future to expand the potential use of the proposed system. Second, the proposed automatic speech detection system cannot precisely identify the speech of the speaker in the presence of loud competing background noise or other speakers. To overcome this issue, algorithms that require higher computing power, such as speaker identification or microphone array algorithms, could
be used in future studies. Lastly, this automatic speech detection system requires manually labeling the recorded speech for model training. Considering the high accuracy achieved in this study, future research does not need to record the original voice content, so the confidentiality of the participants can be better protected.

Conclusions
This study proposed an automatic speech detection system comprising a wireless microphone to receive the acoustic signals and an adaptive threshold for speech detection based on the energy envelope. The proposed system demonstrated a speech detection accuracy of 89.9%, and the analytical results for the phonation ratio and speech segments were comparable to those of previous research. Moreover, the use of an unsupervised noise reduction function (logMMSE) can improve the robustness of the proposed system in noisy conditions. These results imply that the proposed system can be a potential tool for ambulatory voice monitoring in occupational voice users.
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Abstract

Background: Existing studies have suggested that internet-based participatory surveillance systems are a valid sentinel for influenza-like illness (ILI) surveillance. However, there is limited scientific knowledge on the effectiveness of mobile-based ILI surveillance systems. Previous studies also adopted a passive surveillance approach and have not fully investigated the effectiveness of the systems and their determinants.

Objective: The aim of this study was to assess the efficiency of a mobile-based surveillance system of ILI, termed FluMob, among health care workers using a targeted surveillance approach. Specifically, this study evaluated the effectiveness of the system for ILI surveillance pertaining to its participation engagement and surveillance power. In addition, we aimed to identify the factors that can moderate the effectiveness of the system.

Methods: The FluMob system was launched in two large hospitals in Singapore from April 2016 to March 2018. A total of 690 clinical and nonclinical hospital staff participated in the study for 18 months and were prompted via app notifications to submit a survey listing 18 acute respiratory symptoms (e.g., fever, cough, sore throat) on a weekly basis. There was a period of study disruption due to maintenance of the system and the end of the participation incentive between May and July of 2017.

Results: On average, the individual submission rate was 41.4% (SD 24.3%), with a rate of 51.8% (SD 26.4%) before the study disruption and of 21.5% (SD 30.6%) after the disruption. Multivariable regression analysis showed that the adjusted individual submission rates were higher for participants who were older (<30 years, 31.4% vs 31-40 years, 40.2% \(P<.001\); 41-50 years, 46.0% \(P<.001\); >50 years, 39.9% \(P=.01\)), ethnic Chinese (Chinese, 44.4% vs non-Chinese, 34.7%; \(P<.001\)), and vaccinated against flu in the past year (vaccinated, 44.6% vs nonvaccinated, 34.4%; \(P<.001\)). In addition, the weekly ILI incidence was 1.07% on average. The Pearson correlation coefficient between ILI incidence estimated by FluMob and that reported by Singapore Ministry of Health was 0.04 \((P=.75)\) with all data and was 0.38 \((P=.006)\) including only data collected before the study disruption. Health care workers with higher risks of ILI and influenza such as women, non-Chinese, allied health staff, those who had children in their households, not vaccinated against influenza, and reported allergy demonstrated higher surveillance correlations.

Conclusions: Mobile-based ILI surveillance systems among health care workers can be effective. However, proper operation of the mobile system without major disruptions is vital for the engagement of participants and the persistence of surveillance power. Moreover, the effectiveness of the mobile surveillance system can be moderated by participants’ characteristics, which highlights the importance of targeted disease surveillance that can reduce the cost of recruitment and engagement.
participatory surveillance; syndromic surveillance; mobile phone; influenza-like illness; health care workers

**Introduction**

Seasonal influenza is an acute respiratory infection that causes an estimated 290,000-650,000 deaths worldwide [1]. As a major travel hub in a tropical area of southeast Asia, Singapore is at high risk of both imported southern and northern strains of seasonal influenza, exposing the country to the virus throughout the year without discrete peaks [2,3]. The economic burden of the influenza threat is estimated to produce 2.5 million lost days of work and US $470 million costs per year in Singapore [4,5]. Although there are existing influenza surveillance systems in Singapore, the timeliness and effectiveness of these systems can be improved. Since the influenza A (H1N1) outbreak in 2009, virological and clinical surveillance systems have been set up nationwide based on outpatients with influenza-like illness (ILI) visiting public health care institutions [2,6]. However, these methods can be less efficient due to the delay of visiting doctors or the culture of self-medication. This may especially be the case in Singapore because acute respiratory syndrome is often perceived as mild symptoms that can be self-cured or cured via alternative medicines such as traditional Chinese medicine [7-9]. In addition, despite the strength of existing surveillance systems, the maintenance cost can be high [10]. These limitations highlight the importance of a complementary surveillance system that is robust, in real-time, and cost-effective.

The recent idea of crowdsourcing has been promoting the evolution of participatory infectious disease surveillance, which has greatly improved the timeliness and effectiveness of influenza surveillance. Crowdsourcing in health surveillance encourages the general public to contribute their disease information via the internet. The United States, Australia, and Europe have been using internet-based influenza surveillance systems for over a decade [11-13]. The general public is invited via email to submit weekly reports about ILI and provide information on health care–seeking activities. The surveillance power of these internet-based systems is generally good. For example, ILI incidence estimated by Influenzanet (a European influenza surveillance system) in the Netherlands was found to have moderate to high correlations (ie, ranging from 0.42 to 0.89) with those estimated by traditional reporting systems during a 6-year period from 2003 to 2008 [14]. Similar findings were reported in other countries such as Belgium and Portugal using data collected across 10 years [13]. This suggests that internet-based participatory surveillance systems are a valid sentinel for ILI surveillance.

However, we recognize at least three significant limitations in extant work on participatory surveillance of influenza. First, current internet-based surveillance systems may have methodological limitations as they adopt a passive recruitment approach, for example via publicity campaigns involving television, radio, and newspaper, which engage several thousands of participants per season [13,14]. Although large samples can often yield better surveillance power, participant recruitment and system maintenance can be very costly and challenging using these methods [15]. Recruitment via mass advertisements has also been found to underrepresent important populations who are at high risk of ILI and influenza, such as children and the elderly [14]. Recent virological studies have demonstrated that targeted disease surveillance, which is based on specific populations such as university students and military recruits, is not only cost-effective but also complementary to existing systems [16,17]. However, the effectiveness of internet-based surveillance systems using targeted samples has not been thoroughly explored.

Second, although existing studies have demonstrated that current internet-based systems have good surveillance power [13], they have not examined how the power may vary between different populations from a targeted surveillance approach. It is reasonable to assume that people with different occupations, age groups, or lifestyles may demonstrate distinct effects on surveillance power. For example, the elderly, children, and those who have not been vaccinated against influenza are likely to be more vulnerable to the seasonal epidemic. These populations may be more suitable for the early detection of influenza epidemics. Therefore, it is important to understand what populations will demonstrate the highest surveillance power, which can strengthen the targeted surveillance approach and reduce recruitment costs.

Third, although previous studies also investigated determinants of participation in influenza surveillance [18], many studies have not considered determinants that are specific to mobile-based app systems, which are increasingly being used by the public and should be utilized. Unlike websites that can be rigid in their use, mobile apps can be utilized at any location within the user’s own timeframe [19]. This could assist in increasing participant engagement. However, mobile apps often require updates corresponding to the updating operating systems within the user’s own timeframe [19]. This could assist in increasing participant engagement. However, mobile apps often require updates corresponding to the updating operating systems within the user’s own timeframe [19].

To address the above limitations, the aim of this study was to present a mobile-based integrated surveillance system of ILI among health care workers, called FluMob, as a complementary system to the existing influenza surveillance in Singapore. FluMob is a digitally integrated syndromic surveillance system exclusively designed for health care workers in clinical settings (see detailed descriptions of the system in the Methods section) [20]. Health care workers are considered as a priority group for influenza preventive measures because they are at high risk of exposure to influenza. Health care workers account for 20%-30% of all influenza cases during regular influenza seasons worldwide [21,22]. In Singapore, this number can grow up to 40% in particular pandemics such as during the spread of severe...
acute respiratory syndrome (SARS) in 2003 [23]. In addition, health care workers can cause nosocomial outbreaks [24,25], because they can act as potential vectors for influenza transmission to high-risk patients. Lack of preventive measures of influenza for health care workers can lead to higher mortality and morbidity of older and immunocompromised patients [26,27]. Therefore, real-time surveillance systems targeted at health care workers are imperative to prevent health care costs due to additionally infected patients and the loss of workforce among health care workers. Such surveillance systems are invaluable as they can also be easily adapted to emerging respiratory infections such as COVID-19.

In this study, we tested the FluMob system over 2 years from 2016 to 2018 in health care worker populations. Data were collected on demographics, lifestyle, and weekly reports of ILI symptoms and health care–seeking behaviors. This study had two main objectives: (1) to evaluate the effectiveness of FluMob regarding the participation rate among health care workers and its surveillance power for ILI, and (2) to identify factors that can moderate the effectiveness of the app. The study was disrupted for maintenance of the system and the end of the incentive. Although we tried to minimize the potential impact of this disruption by notifying participants about the app relaunch, it is important to investigate whether and how these disruptions would affect the level of participation and surveillance power of the participatory surveillance system. This knowledge will offer invaluable lessons for future research. Thus, this study examined the following research questions: (1) What is the level of participation of FluMob among health care workers, and what factors would moderate the participation rate? (2) What is the level of ILI surveillance power of FluMob among health care workers, and what factors would moderate the ILI surveillance power?

Methods

Design and Setting

This study was approved by the National Health Group Domain Specific Review Board (DSRB Ref: 2014/01009) and the SingHealth Centralised Institutional Review Board. From April 2016 to March 2018, the research team administered the FluMob system in two large hospitals in Singapore: a designated hospital for screening and treatment during communicable disease outbreaks (Tan Tock Seng Hospital) and another that deals with pediatric patients (KK Women’s and Children’s Hospital). Between May 7 and July 15 in 2017, the system was shut down for maintenance. Participants were prompted with notifications of the app relaunch. More information on the development of the app and participant engagement can be found in Lwin et al [20].

Intervention: FluMob System

FluMob is a digitally integrated syndromic surveillance system that integrates the ubiquitous access to the internet and the simple portability of smartphones. FluMob was developed using a mobile-based participatory epidemiological approach that relies on crowd involvement for disease surveillance and control through mobile technologies. Particularly, the system comprises a responsive web portal and mobile operating systems (ie, Android and iOS), allowing access from various types of mobile devices and web browsers. The FluMob app requires participants to register in the system upon their first use and to subsequently log in with a user identification and password. Health care workers can use the app easily and conveniently to provide reports of ILI on a weekly basis.

The system also has an analytic component for instantaneous surveillance. As soon as a report is submitted, the data input will be stored in a central database securely and confidentially. The research administrators (ie, the research team and other stakeholders) can access and view reports via an analytical module that is integrated into central servers. This allows researchers and clinicians to gather real-time surveillance of ILI, which can inform prevention and management strategies. A more detailed description of technical specifications and operating environments is available elsewhere [20].

Participants and Procedures

A convenience sampling method was employed to recruit participants. Clinical and nonclinical hospital staff from all departments were invited via mass emails to participate in the study in April 2016. Respondents who were above 21 years old and owned mobile devices in Android or iOS systems qualified and were asked to download the FluMob app from the corresponding software store for free. A total of 200 health care workers from KK Women’s and Children’s Hospital and 500 health care workers from Tan Tock Seng Hospital were recruited and given a unique user ID in the system for data tracking.

Participants were informed that they would participate in the study for 18 months, although the study continued for a further 6 months. No notification was sent to participants when their official study end dates approached. Participants were provided 20 Singapore dollars (US $15) as an incentive if they submitted 10 or more reports for each half of the first year. To evaluate whether the participants would continue to use the app without the external motivator, we stopped the token of appreciation after 1 year of app use (ie, they were not paid after the first year). Notably, as the time of the system maintenance and that of the end of the incentive for most participants were well aligned, their effects could not be distinguished. Therefore, we termed this period as the “study disruption period” to indicate disruptions from both the system maintenance and the incentive end.

Upon registration, participants completed a background survey capturing demographics and influenza vaccination status. The data collected included age, gender, ethnicity, number of children in a household, job category and department in the hospital, and influenza vaccination records in the previous year. Eight participants did not complete the registration and thus were excluded from the sample. Two participants were excluded from the final sample because they did not submit a full background survey, with missing demographic and lifestyle information. Finally, 690 participants were included in the analysis.

On a weekly basis, participants were prompted via app notifications to complete a short questionnaire of acute respiratory symptoms through the FluMob app. They reported...
whether they had experienced any symptoms from a list since their last report, including fever, chills, runny or blocked nose, sneezing, cough, sore throat, shortness of breath, muscle or joint pain, headache, malaise, loss of appetite, colored phlegm, watery and bloodshot eyes, nausea, vomiting, diarrhea, stomach ache, and chest pain [28].

**Analysis Strategies**

**Individual Submission Rate and Weekly Reporting Rate**

Although participants could submit weekly reports even after their study end dates, we excluded entries for estimations of individual participation rates and weekly submission rates. The individual submission rate was calculated at the individual level as the percentage of submitted weekly surveys over the number of weeks in the 18-month period excluding the period of system maintenance. The weekly reporting rate was calculated as the percentage of reporting participants over the cumulative number of participants at the week level.

To investigate the effect of the study disruption, we compared the individual submission rates before and after the disruption with a paired-sample t test. To understand the effectiveness of the implementation of FluMob in health care workers, we conducted a multivariable analysis, with the individual submission rate as the outcome and individual factors as predictors in a linear regression model. This analysis was designed to compare individual submission rates across participants by demographics, hospital departments, and vaccination status. To better understand the characteristics of participants who committed to submit weekly reports throughout the study, regardless of the study disruption, we defined participants who submitted at least two reports after the system maintenance as committed users. A multivariable logistic regression analysis was conducted using participant characteristics as predictors. All analyses were conducted with SPSS version 25.0 (IBM Corp, Armonk, NY, USA).

**ILI Incidence and Surveillance Power**

ILI was defined as fever (≥38.0°C) accompanied by a cough or a sore throat following the definition of the Ministry of Health (MOH) in Singapore [2]. As participants could submit weekly reports after their end dates of the study, we utilized all entries for the ILI incidence estimations. ILI incidence in week \(i\) was calculated by dividing the number of participants reporting ILI in week \(i\) by the total number of reports in week \(i\).

On less than 1% of occasions in which participants submitted multiple surveys within a week, the survey that reported respiratory symptoms, or the latest report if none of the surveys reported symptoms, was retained in the analysis. If participants reported ILI symptoms in consecutive weeks, the symptoms were considered to be from the same episode [14,28]. Thus, the reporting of ILI in the later consecutive weeks was removed from the calculation of weekly ILI incidence.

To evaluate the surveillance power of the FluMob system, we compared the weekly ILI incidence based on FluMob (ILI%_FluMob) with the weekly ILI incidence reported by the Singapore MOH (ILI%_MOH) [29]. The ILI%_MOH was estimated as the ILI incidence among attendances for acute upper respiratory infection in the government-funded primary care clinics. The Pearson correlation coefficient between the 4-week moving proportion of ILI%_FluMob and the 4-week moving proportion of ILI%_MOH was used to measure the surveillance power of the FluMob system.

To examine the effect of the study disruption on the surveillance power of the FluMob system, we compared the surveillance correlation between ILI%_FluMob and ILI%_MOH estimated by all data with that estimated by only data collected before the disruption. Furthermore, to investigate what factors can determine the surveillance power of the system, we compared the surveillance correlations across different individual characteristics.

**Results**

**Participant Demographics and Characteristics**

The participant flow diagram is shown in Figure 1. Table 1 shows the demographic and other characteristics of our sample. The majority of participants were women, aged under 40 years (531/690, 77.0%), and with no children in their households. Most of the participants reported receiving an influenza vaccination in the past year and had no allergic conditions.
Figure 1. Participant flow chart. TTSH: Tan Tock Seng Hospital; KKH: KK Women’s and Children’s Hospital.

- Assessed for eligibility (TTSH n=500; KKH n=200) (online user registrations)
  - Excluded (n=10)
    - Registration questionnaire not completed (n=8)
    - Missing demographic and lifestyle information (n=2)

- Weekly reporting of flu symptoms via Flumob for 12 months with incentives (n=690)

- System maintenance (May 7 to July 15, 2017)

- Weekly reporting of flu symptoms via Flumob for 6 months without incentives (n=690)

- Analysis (n=690)
Table 1. Demographic and other characteristics of the health care workers recruited for this study (N=690).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>110 (15.9)</td>
</tr>
<tr>
<td>Female</td>
<td>580 (84.1)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>258 (37.4)</td>
</tr>
<tr>
<td>31-40</td>
<td>273 (39.6)</td>
</tr>
<tr>
<td>41-50</td>
<td>92 (13.3)</td>
</tr>
<tr>
<td>&gt;50</td>
<td>67 (9.7)</td>
</tr>
<tr>
<td><strong>Job category</strong></td>
<td></td>
</tr>
<tr>
<td>Administration and others</td>
<td>114 (16.5)</td>
</tr>
<tr>
<td>Ancillary</td>
<td>105 (15.2)</td>
</tr>
<tr>
<td>Allied health</td>
<td>186 (27.0)</td>
</tr>
<tr>
<td>Medical</td>
<td>58 (8.4)</td>
</tr>
<tr>
<td>Nursing</td>
<td>285 (41.3)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>389 (56.4)</td>
</tr>
<tr>
<td>Others</td>
<td>301 (43.6)</td>
</tr>
<tr>
<td><strong>Children in household</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>127 (18.4)</td>
</tr>
<tr>
<td>No</td>
<td>563 (81.6)</td>
</tr>
<tr>
<td><strong>Influenza vaccine in the past year</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>564 (81.7)</td>
</tr>
<tr>
<td>No</td>
<td>126 (18.3)</td>
</tr>
<tr>
<td><strong>Allergy</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>178 (25.8)</td>
</tr>
<tr>
<td>No</td>
<td>512 (74.2)</td>
</tr>
</tbody>
</table>

**Level of Participation**

Among the 690 health care workers recruited for this study, 671 (97.2%) submitted at least one weekly symptoms survey after registration. The weekly reporting rate stabilized at about 50% before the study disruption but decreased to around 20% after the disruption (Figure 2). On average, the individual submission rate was 41.4% (SD 24.3%), with a rate of 51.8% (SD 26.4%) before the disruption and of 21.5% (SD 30.6%) after the disruption. The paired t test revealed that the average individual submission rate before the disruption was significantly higher than that after the disruption (t_{689}=26.9, P<.001).

**Figure 2.** Weekly reporting rates among health care workers in FluMob. N_cumulative: cumulative sample size across time; N_survey: number of submitted surveys.
As shown in Table 2, the multivariate regression analysis indicated that participants aged below 30 years had lower individual submission rates than those aged above 30 years. Participants of Chinese ethnicity had a higher individual submission rate than participants of other ethnicities. Participants who had received an influenza vaccine in the year before the survey submitted more weekly reports than those who had not. No other significant results were found. In addition, to avoid the effect of the study disruption on the findings, we conducted the analysis for the period before the disruption, and similar results were observed (data not shown).

Table 2. Results of multivariable linear regression on individual submission rates by participant characteristics (N=690).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Adjusted submission rate</th>
<th>Unstandardized coefficient, estimate (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (Reference)</td>
<td>0.39</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>0.40</td>
<td>0.009 (0.026)</td>
<td>.74</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-30 (Reference)</td>
<td>0.31</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>31-40</td>
<td>0.40</td>
<td>0.087 (0.021)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>41-50</td>
<td>0.46</td>
<td>0.149 (0.029)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;50</td>
<td>0.40</td>
<td>0.084 (0.033)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Job category</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nursing (Reference)</td>
<td>0.39</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Administration and others</td>
<td>0.42</td>
<td>0.030 (0.035)</td>
<td>.38</td>
</tr>
<tr>
<td>Ancillary</td>
<td>0.44</td>
<td>0.043 (0.027)</td>
<td>.12</td>
</tr>
<tr>
<td>Allied health</td>
<td>0.37</td>
<td>−0.019 (0.023)</td>
<td>.41</td>
</tr>
<tr>
<td>Medical</td>
<td>0.35</td>
<td>−0.045 (0.036)</td>
<td>.22</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese (Reference)</td>
<td>0.44</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Others</td>
<td>0.35</td>
<td>−0.096 (0.019)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Children in household</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (Reference)</td>
<td>0.40</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>0.38</td>
<td>−0.008 (0.024)</td>
<td>.74</td>
</tr>
<tr>
<td><strong>Influenza vaccine in the past 1 year</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (Reference)</td>
<td>0.34</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>0.45</td>
<td>0.102 (0.023)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Allergy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (Reference)</td>
<td>0.40</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>0.39</td>
<td>−0.002 (0.020)</td>
<td>.92</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

In total, 298 participants who submitted at least two reports after the system maintenance were identified as committed users. Multivariable logistic regression analysis (Table 3) showed that committed users were more likely to be above 30 years of age, ethnic Chinese, and those who were vaccinated in the previous year.
Table 3. Results of multivariable logistic regression of committed users by characteristics (N=298).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Committed users, n (%)</th>
<th>Adjusted odds ratio</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (Reference)</td>
<td>252 (43.5)</td>
<td>1.00</td>
<td>N/Aa</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>46 (41.8)</td>
<td>0.79</td>
<td>0.50-1.24</td>
<td>.31</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-30 (Reference)</td>
<td>95 (36.8)</td>
<td>1.00</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>31-40</td>
<td>125 (45.8)</td>
<td>1.73</td>
<td>1.19-2.51</td>
<td>.004</td>
</tr>
<tr>
<td>41-50</td>
<td>49 (53.3)</td>
<td>2.22</td>
<td>1.34-3.69</td>
<td>.002</td>
</tr>
<tr>
<td>&gt;50</td>
<td>29 (43.3)</td>
<td>1.36</td>
<td>0.77-2.40</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Job category</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nursing (Reference)</td>
<td>113 (39.7)</td>
<td>1.00</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Administration and others</td>
<td>31 (55.4)</td>
<td>1.79</td>
<td>0.98-3.26</td>
<td>.06</td>
</tr>
<tr>
<td>Ancillary</td>
<td>53 (50.5)</td>
<td>1.48</td>
<td>0.95-2.42</td>
<td>.03</td>
</tr>
<tr>
<td>Allied health</td>
<td>75 (40.3)</td>
<td>0.94</td>
<td>0.62-1.40</td>
<td>.74</td>
</tr>
<tr>
<td>Medical</td>
<td>26 (44.8)</td>
<td>1.12</td>
<td>0.60-2.09</td>
<td>.71</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese (Reference)</td>
<td>182 (47.0)</td>
<td>1.00</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Others</td>
<td>115 (38.2)</td>
<td>0.59</td>
<td>0.42-0.83</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Children in household</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (Reference)</td>
<td>248 (44.1)</td>
<td>1.00</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>50 (39.4)</td>
<td>0.73</td>
<td>0.48-1.10</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Flu vaccine in the past year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (Reference)</td>
<td>44 (34.9)</td>
<td>1.00</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>254 (45.0)</td>
<td>1.59</td>
<td>1.05-2.40</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Allergy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (Reference)</td>
<td>220 (43.0)</td>
<td>1.00</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>78 (43.8)</td>
<td>1.04</td>
<td>0.73-1.48</td>
<td>.83</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

**Level of ILI Surveillance Power**

Overall, 25.1% of all participants reported at least one episode of ILI during the investigation period. On average, the weekly ILI incidence was 1.07%. Figure 3 shows the 4-week moving proportions of ILI%_FluMob and ILI%_MOH. Figure 4 is a scatter plot of these two 4-week moving proportions before and after the system maintenance. Table 4 shows that when including all data, there was no significant linear relationship between the 4-week moving proportion of ILI%_FluMob and ILI%_MOH. However, when only data before the study disruption were used for analysis, the 4-week moving proportion of ILI%_FluMob was significantly correlated with that of ILI%_MOH.
Figure 3. Comparisons between influenza-like illness (ILI) incidence estimated by FluMob (ILI%_FluMob) and that reported by the Singapore Ministry of Health (ILI%_MOH). Plotted values are 4-week moving proportions.

Figure 4. Scatter plot of percentage of influenza-like illness (ILI) estimated by FluMob and the Singapore Ministry of Health (MOH) using data collected before and after the system maintenance disruption.

Table 4 also shows the surveillance correlations by individual characteristics. With data before the study disruption, participants who were female, aged 41-50 years, non-Chinese, and with children in their households had higher surveillance correlations between ILI%_FluMob and ILI%_MOH. In addition, participants who worked in allied health, had not received an influenza vaccine in the past year, and reported allergy demonstrated higher surveillance correlations.
Table 4. Pearson correlations coefficients (r) between 4-week moving proportions of influenza-like illness incidence estimated by FluMob and those of Singapore Ministry of Health.

<table>
<thead>
<tr>
<th>Variables</th>
<th>All data</th>
<th>Data before maintenance</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>P value</td>
<td>r</td>
<td>P value</td>
</tr>
<tr>
<td>Overall</td>
<td>0.04</td>
<td>.75</td>
<td>0.38</td>
<td>.006</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.13</td>
<td>.25</td>
<td>0.46</td>
<td>.001</td>
</tr>
<tr>
<td>Male</td>
<td>-0.29</td>
<td>.007</td>
<td>-0.07</td>
<td>.62</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>0.08</td>
<td>.47</td>
<td>0.31</td>
<td>.03</td>
</tr>
<tr>
<td>30-40</td>
<td>-0.16</td>
<td>.14</td>
<td>0.00</td>
<td>.99</td>
</tr>
<tr>
<td>41-50</td>
<td>0.35</td>
<td>.001</td>
<td>0.64</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;50</td>
<td>-0.13</td>
<td>.24</td>
<td>-0.05</td>
<td>.73</td>
</tr>
<tr>
<td>Job category</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administration and others</td>
<td>-0.11</td>
<td>.34</td>
<td>-0.23</td>
<td>.11</td>
</tr>
<tr>
<td>Ancillary</td>
<td>-0.16</td>
<td>.16</td>
<td>0.22</td>
<td>.12</td>
</tr>
<tr>
<td>Allied health</td>
<td>0.47</td>
<td>&lt;.001</td>
<td>0.48</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medical</td>
<td>-0.21</td>
<td>.06</td>
<td>-0.19</td>
<td>.18</td>
</tr>
<tr>
<td>Nursing</td>
<td>-0.15</td>
<td>.17</td>
<td>0.19</td>
<td>.18</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>-0.07</td>
<td>.53</td>
<td>0.10</td>
<td>.50</td>
</tr>
<tr>
<td>Others</td>
<td>0.12</td>
<td>.29</td>
<td>0.39</td>
<td>.004</td>
</tr>
<tr>
<td>Children in household</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.12</td>
<td>.29</td>
<td>0.44</td>
<td>.001</td>
</tr>
<tr>
<td>No</td>
<td>-0.03</td>
<td>.79</td>
<td>0.25</td>
<td>.08</td>
</tr>
<tr>
<td>Influenza vaccine in the past year</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>-0.14</td>
<td>.22</td>
<td>0.26</td>
<td>.06</td>
</tr>
<tr>
<td>No</td>
<td>0.52</td>
<td>&lt;.001</td>
<td>0.45</td>
<td>.001</td>
</tr>
<tr>
<td>Allergy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.09</td>
<td>.42</td>
<td>0.44</td>
<td>.001</td>
</tr>
<tr>
<td>No</td>
<td>-0.03</td>
<td>.80</td>
<td>0.18</td>
<td>.20</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The primary aim of participatory disease surveillance systems is to provide a cost-effective and timely method for controlling and preventing epidemics. Internet-based platforms have enabled the gathering of disease information from the general public. Mobile-based apps can strengthen these surveillance platforms by integrating multifunctional and interactive components, and by accessing hard-to-reach populations. Targeted surveillance and knowledge of determinants of the system effectiveness are important, as they facilitate the planning and implementation of recruitment and reduce management costs. Toward this end, the aim of this study was to evaluate the effectiveness of a mobile-based ILI surveillance system for health care workers (ie, FluMob) and to examine the determinants of the effectiveness.

Our study suggests that mobile-based systems are feasible for respiratory infections surveillance within hospitals. The findings showed that health care workers were generally committed to participating in the ILI surveillance. They submitted one report every other week on average within the first year of surveillance, and approximately half of the participants regularly submitted weekly reports. Demonstrating this feasibility of targeted samples such as health care workers in hospitals is of practical significance, as it implies that our mobile-based system can be translated into regular surveillance to prevent outbreaks of influenza and other emerging respiratory infections in health care settings. Importantly, as the current COVID-19 outbreak has recurred after the initial pandemic wave, it is imperative to
understand the effectiveness of our system to facilitate management of COVID-19 within the health care setting.

However, smooth operation of the system is essential to maintain its feasibility. In this study, only one-fifth of participants submitted weekly reports after the study disruption that included both a 10-week downtime of the system and the end of incentives. Unfortunately, we were not able to disentangle the effects of system maintenance and incentive end on participation due to the two events occurring consecutively. Nevertheless, these findings suggest that future research should consider the possible impacts of system maintenance and incentives on participation in surveillance programs.

The study findings highlight the potential of a targeted approach in participatory surveillance in several ways. First, our analyses show that individual characteristics are important determinants of participation. Greater participation was associated with older age and being vaccinated against influenza, which is consistent with past evidence suggesting that individuals with these characteristics are more concerned about their personal health and thus more likely to participate [12,18]. One novel finding was that being non-Chinese was associated with lower participation of ILI surveillance. This could be because of ethnic disparities in socioeconomic status and in turn health care-seeking behaviors in Singapore that favor the major Chinese group over the minority groups [30,31].

Second, these results demonstrate that mobile-based ILI surveillance of the targeted health care worker sample can be complementary to traditional surveillance based on the general public. The ILI incidence estimated by FluMob had a moderate correlation with that of the Singapore MOH within the first year of surveillance. However, the study disruption significantly weakened the surveillance correlation. We speculate that those who continued to submit weekly reports after the study disruption might be more health-conscious, which thus biased the ILI incidence estimations.

Third, and importantly, further analyses demonstrated that surveillance effectiveness could be distinct across different populations, thereby highlighting the potential of using a targeted sample for early detection of disease epidemics. Specifically, women had a higher power of ILI surveillance than men, possibly because women are more vulnerable to influenza due to physiological differences in sex [30,32]. Older age, not being vaccinated, and having allergic conditions were associated with higher surveillance power of ILI, which is likely because these are risk factors for influenza and other types of acute respiratory infections [28,33]. Thus, participants in those groups are more vulnerable to influenza and ILI epidemics. Furthermore, the ILI incidence estimated from health care workers who had children in their household demonstrated a higher predictive correlation with the ILI incidence reported by the MOH than those who did not, suggesting that they might be more exposed to illness via their young children [28]. Overall, the above findings suggest that demographic groups with higher risks of ILI and influenza would be more effective to target in ILI surveillance. This finding may be critical in future participatory surveillance research, as it facilitates the planning and implementation of sample recruitments using a targeted approach.

Future studies should include medical or laboratory confirmation of ILI to further boost accurate surveillance. However, and interestingly, the ILI incidence estimated by health care workers within FluMob was at a similar level to that reported by the MOH. This finding differs from previous studies showing that ILI incidence estimated by internet-based systems was often 3 to 10 times higher than that of the government reports [13,14,34]. One possible reason for this finding is that health care workers, especially those in the FluMob sample who work in hospitals for communicable disease and pediatric patients, are knowledgeable about acute respiratory symptoms.

Although our findings have significant theoretical and practical implications in ILI surveillance, the study has some limitations. The surveillance correlations found in this study (ie, r=0.0-0.4) were relatively low compared with those in previous internet-based surveillance studies [13,14]. Owing to the targeted approach, a smaller sample size was recruited in comparison to past research, which would inevitably lower the surveillance power. Furthermore, the system had a major disruption during the investigation. The downtime caused a loss of data during a big seasonal influenza outbreak in 2017, along with discouragement of participation and ultimately the loss of surveillance power. If such data were available, stronger surveillance correlations would have been obtained. Hence, such disruptions should be avoided with better study planning, funding support, and technological support. However, this disruption also offered us a valuable opportunity to investigate the impact of such breaks in accessibility on the effectiveness of mobile-based participatory ILI surveillance. Overall, this study was able to demonstrate a significant surveillance correlation, suggesting that the targeted surveillance approach can be an advantageous and complementary approach for participatory infectious disease surveillance.

Conclusion
This study is among the first to evaluate the effectiveness of a mobile-based participatory ILI surveillance system and its determinants regarding participation engagement and surveillance power from a targeted health surveillance approach. The findings suggest that mobile-based systems can be effective for participatory surveillance. However, smooth operation of the mobile app without major disruptions is vital for the engagement of participants and the persistence of surveillance power. In addition, the effectiveness of the mobile-based system can be moderated by participants’ characteristics, which highlights the importance of targeted disease surveillance that can reduce the cost of recruitment and engagement. Our findings have significant theoretical and practical implications on participatory health surveillance based on mobile phones. Future research should identify factors that can improve the effectiveness of mobile-based participatory apps for infectious disease surveillance.
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<tr>
<td>ILI</td>
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</tr>
<tr>
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</tr>
<tr>
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Abstract

Background: In South Korea, most graduated medical students undertake a 1-year internship before beginning residency and specialization. Interns usually work in a tertiary hospital and rotate between different, randomly assigned departments to be exposed to different medical specialties. Their jobs are mostly simple and repetitive but are still essential for the patient care process. However, owing to the lack of experience and overwhelming workload, interns at tertiary hospitals in South Korea are usually inefficient, often delaying the entire clinical process. Health care providers have widely adopted mobile electronic medical records (mEMRs) as they have been shown to improve workflow efficiency.

Objective: This study investigates the association between the frequency of mEMR usage and the clinical task completion interval time among interns in a tertiary hospital.

Methods: This mixed methods study was conducted at the Samsung Medical Center, Seoul, South Korea. Interns who worked at the Samsung Medical Center from March 2018 to February 2019 were included. The hospital electronic medical record (EMR) system known as DARWIN (Data Analysis and Research Window for Integrated kNowledge) was launched with PC and mobile. Both versions are actively used in hospitals by personnel in various positions. We collected the log data from the mEMR server and the intern clinical task time-series data from the EMR server. Interns can manage the process of identifying patients, assigning the clinical task, finishing the requested clinical intern tasks, etc, through the use of the mEMR system. We compared the clinical task completion interval among 4 groups of interns divided by the mEMR frequency quantile. Then, System Usability Score (SUS) questionnaires and semistructured interviews were conducted.

Results: The regular mEMR users were defined as those who logged in more than once a day on average and used the mEMR until the level after login. Among a total of 87 interns, 84 used the mEMR to verify the requested clinical tasks. The most frequently used item was “Intern task list.” Analysis of the 4 intern groups revealed an inverse relationship between the median time of the task completion interval and the frequency of mEMR use. Correlation analysis showed that the intern task completion time interval had a significant inverse relationship with the individual frequency of mEMR usage (coefficient=-0.27; 95% CI -0.46 to -0.04; P=.02). In the additional survey, the mean SUS value was 81.67, which supported the results of the data analysis.

Conclusions: Our findings suggest that frequent mEMR use is associated with improved work efficiency in hospital interns with good usability of the mEMR. Such findings supports the idea that the use of mEMR improves the effectiveness and workflow efficiency of interns working in hospitals and, more generally, in the context of health care.

(JMIR Mhealth Uhealth 2020;8(12):e23622) doi:10.2196/23622
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Introduction

Background and Significance

Professionals of various occupations, such as doctors, nurse pharmacists, and other supporters, provide patient care in hospitals. In most tertiary hospitals in South Korea, prescribers, such as specialists and residents, determine the appropriate care plan and use computerized provider order entry (CPOE) to order prescriptions. Then a nurse executes the order or passes it on to interns or other supporters. This computerized linear workflow benefits workflow and patient safety [1,2]; however, when overloaded, it inevitably results in inefficiency and delay [3].

Internship is the transition period between being a medical student and becoming a specialty doctor [4]. In South Korea, most graduated medical students undertake a 1-year internship with their physician's license before beginning their specialty resident course [5]. Interns usually work in a tertiary hospital, where they rotate monthly among different, randomly assigned departments to be exposed to different medical specialties. Their jobs are mostly simple and repetitive, but they are essential for the patient care process. These jobs include simple procedures (eg, catheterization, biopsies, monitoring, and sampling), documentation (eg, getting consent forms for radiology or procedures), and prescriptions that do not affect patient care plans (eg, meal changes, simple dressing) [6].

The lack of experience and the workload of interns at tertiary hospitals, where patient needs are substantial and often overwhelming, make interns inevitably susceptible to inefficiency and fatigue [7]. Such inefficiency can halt the entire clinical process and expose patients to the risk of errors. This can ultimately have an adverse influence on patient care and safety [8].

Mobile Electronic Medical Records for Health Care Providers

Before the use of smartphones, interns usually received notifications pertaining to their jobs through various mediums (depending on the policies of each hospital), such as pagers, phone calls, or beepers for SMS texting exclusively used in the hospital communication system [9]. With the widespread use of smartphones, health care professionals have widely adopted mobile electronic medical records (mEMRs) [10-12]. The mEMR has been shown to improve the efficiency and effectiveness of hospital workflow in previous studies [13,14]. However, none of the previous studies evaluated the time efficiency of interns’ job achievement in a clinical setting using mEMRs.

Study Objective

This study aims to determine the association between interns' clinical task completion time interval and the frequency of mEMR usage.

Methods

Study Setting

This mixed methods study was conducted at the Samsung Medical Center, Seoul, South Korea. We targeted and analyzed interns who worked at the Samsung Medical Center from March 2018 to February 2019. In South Korea, from the month of March to the following February, interns rotate between various medical departments. To examine the association between mEMR usage and intern performance, we collected the log data from the mEMR server and the intern clinical task time-series data from Samsung Medical Center's Electronic Medical Record (EMR). The study protocol was reviewed and approved by the institutional review board (IRB) of Samsung Medical Center (IRB No. SMC 2019-09-122-001).

Mobile Electronic Medical Records

In July 2016, the hospital EMR system known as DARWIN (Data Analysis and Research Window for Integrated Knowledge) was launched. DARWIN has both PC and mobile versions. DARWIN is actively used in hospitals, and its mobile version is used by hospital personnel in various positions. Mobile DARWIN (mDARWIN) includes a main menu, list-level features, and patient-level features. After login into the mDARWIN, users can select a list-level feature on the first screen from 8-9 main menus.

Interns’ Clinical Task Implementation Process

There are 3 types of prescriptions that prescribers such as specialists or residents issue: (1) basic prescription (eg, vital-sign check term, input and output check term, meal, or simple daily care service for postoperation patients), (2) medication prescription, and (3) examination prescription. These prescriptions have associated tasks that are performed by health care providers. With the exception of the tagging of prescriptions (which is performed by nurses), most clinical tasks are performed by interns. When interns receive an alarm about a new task on their mobile device, they verify the clinical task and self-assign the prescriptions to themselves. Then, they conduct the clinical task according to the instruction (Figure 1). Interns can manage this process (ie, identify, assign, and mark the task as complete after finishing the requested clinical task) through the mDARWIN mEMR (Figure 2).
Outcome Measures and Sensitivity Analysis
The primary outcome was the comparison of the time interval to complete the intern tasks after dividing the interns into 4 groups based on the quantile of the frequency of mEMR usage. The definition of the task completion interval time was set from the time the task was requested to the task completion check time. For sensitivity analysis, we verified the correlation between the frequency of mEMR usage and the median time of interval to complete the intern’s tasks individually. Subsequently, System Usability Score (SUS) questionnaires were administered and analyzed.

Survey
To investigate the feasibility of the mEMR in a clinical environment, SUS questionnaires were administered to interns [15]. Interns were recruited through a notice posted on the bulletin board in the hospital for 2 months. In addition to the survey, interns were also interviewed at the same time. The survey included 10 questions, scored using a 5-point Likert scale (1=strongly disagree, 5=strongly agree). The SUS calculation formula is as follows:

During the interview, interns were asked questions such as when they mostly used the mEMR, which list they searched the most, where they mostly used the mEMR, and whether mDARWIN helps with their tasks. The interviews were semistructured.

Statistical Analysis
We investigated the log data of interns’ mEMRs during the study period. We compared the task completion time interval among the 4 groups using statistical analysis. We compared the task completion interval’s median time and 95% confidence interval between the 4 groups.

For sensitivity analysis, we evaluated the correlation between the frequency of log data of interns’ mEMR and the individual task completion time interval of interns using the Pearson product-moment correlation coefficient test. P values of <.05 were considered statistically significant. All data analyses were
performed using R software (version 3.4.2; R Project for Statistical Computing).

**Results**

### Characteristics of the Subjects

In total, 87 interns performed intern tasks during the study period. A total of 1,081,413 tasks were performed by these interns. Of the 87 interns, 84 regularly used the mEMR and were included in the analysis. However, 3 interns were excluded because 2 had not used mEMR at all and 1 had a total of only 4 log records during the study period; thus, they were considered nonusers. In this context, regular mEMR users were defined as those who logged in more than once a day on average and used the mEMR until the next level after login. Table 1 shows the intern information included in the study and the clinical tasks they received.

<table>
<thead>
<tr>
<th>Medical interns (n=87)</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mEMR\textsuperscript{a} users</td>
<td>84 (97)</td>
</tr>
<tr>
<td>Non-mEMR\textsuperscript{a} users</td>
<td>3 (3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Total intern clinical tasks performed (n=1,081,413)</th>
</tr>
</thead>
<tbody>
<tr>
<td>By location</td>
</tr>
<tr>
<td>Inpatient</td>
</tr>
<tr>
<td>Outpatient</td>
</tr>
<tr>
<td>Emergency</td>
</tr>
<tr>
<td>By department</td>
</tr>
<tr>
<td>Medical part</td>
</tr>
<tr>
<td>Surgical part</td>
</tr>
<tr>
<td>Other hospital-based part</td>
</tr>
<tr>
<td>By procedure category</td>
</tr>
<tr>
<td>Request order transcription (from nurse)\textsuperscript{b}</td>
</tr>
<tr>
<td>Request order transcription (from doctor) \textsuperscript{b}</td>
</tr>
<tr>
<td>Diagnostic test consent form</td>
</tr>
<tr>
<td>Wound dressing</td>
</tr>
<tr>
<td>Diagnostic test</td>
</tr>
<tr>
<td>Diagnostic test and treatment</td>
</tr>
<tr>
<td>Catheter tube insertion</td>
</tr>
<tr>
<td>Administrative paperwork</td>
</tr>
<tr>
<td>Irrigation</td>
</tr>
<tr>
<td>Influenza exam</td>
</tr>
<tr>
<td>Enema</td>
</tr>
<tr>
<td>Writing slip</td>
</tr>
<tr>
<td>Inject medicine</td>
</tr>
<tr>
<td>Other</td>
</tr>
</tbody>
</table>

\textsuperscript{a}mEMR: mobile electronic medical records.

\textsuperscript{b}South Korea’s medical system adopts a fee-for-service model for medical service. As the prescription order can only be authorized by a doctor, this category is in relation to the prescription after the act of the nurse or doctor.

### Log Data Analysis

During the study period, 489,444 mEMR logs were created by interns. Interns used a total of 43 items within the mEMR, as shown in Multimedia Appendix 1. From the 489,444 logs, 67,147 logs were made in a list-level feature. Among these records, “Intern task list” topped the list with 39,506 tasks. This was followed by “My patient list” and “Surgery history list,” as shown in Table 2.
### Table 2. Total number of logs with a list-level feature (n=67,147).

<table>
<thead>
<tr>
<th>No.</th>
<th>List</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Intern task list</td>
<td>39,506 (58.80)</td>
</tr>
<tr>
<td>2</td>
<td>My patient list</td>
<td>13,685 (20.40)</td>
</tr>
<tr>
<td>3</td>
<td>Surgery history list</td>
<td>8,545 (12.70)</td>
</tr>
<tr>
<td>4</td>
<td>Inpatient list</td>
<td>3,963 (5.90)</td>
</tr>
<tr>
<td>5</td>
<td>Emergency patient list</td>
<td>663 (1.00)</td>
</tr>
<tr>
<td>6</td>
<td>Integrated-view EMR list a</td>
<td>241 (0.40)</td>
</tr>
<tr>
<td>7</td>
<td>Outpatient list</td>
<td>137 (0.20)</td>
</tr>
<tr>
<td>8</td>
<td>Consultation list</td>
<td>110 (0.20)</td>
</tr>
<tr>
<td>9</td>
<td>Expected inpatient list</td>
<td>78 (0.10)</td>
</tr>
<tr>
<td>10</td>
<td>Scheduled surgery list</td>
<td>46 (0.10)</td>
</tr>
<tr>
<td>11</td>
<td>Patient search (through patient ID)</td>
<td>15 (0.00)</td>
</tr>
<tr>
<td>12</td>
<td>Other</td>
<td>158 (0.20)</td>
</tr>
</tbody>
</table>

*EMR: electronic medical record.*

### Statistical Outcomes

The comparison of clinical task completion interval consistently showed an inverse relationship between the median time of completion interval and the frequency of mEMR usage (Figure 3). The frequent mEMR user group took a shorter time to complete the requested tasks. Sensitivity analysis with the Pearson product-moment correlation coefficient showed that the intern task completion interval time had a significant inverse relationship with individual frequency of mEMR usage (coefficient -0.27; 95% CI -0.46 to -0.04; \( P = .02 \)). Using the mEMR once reduced the task completion time by approximately 16 seconds (\( P = .02 \)).

**Figure 3.** Task completion time interval and frequency of mobile electronic medical record (mEMR) usage among 4 intern groups divided by quantile of mEMR usage.

### SUS Survey Outcome

A total of 15 interns completed the SUS survey from December 2019 to January 2020. The mean SUS value for the intern clinical task item in the mEMR was 81.67 (Table 3). The interview and survey were conducted at the same time. Figure 4 shows the key points in the interview that may be useful for future research.

**Figure 4.** Key points in the interview for future research.
Table 3. System Usability Score (SUS) survey assessing an intern task item in the mobile electronic medical record (mEMR; n=15). The mean value of the 5-point Likert-scale responses was 3.1 (SD 1.6), and the mean SUS value was 81.67 (SD 9.4).

<table>
<thead>
<tr>
<th>No.</th>
<th>Question</th>
<th>Response, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I think I use (intern task) frequently through mDARWIN(^b).</td>
<td>4.7 (0.6)</td>
</tr>
<tr>
<td>2</td>
<td>I found that using (intern task) through mDARWIN(^b) is unnecessarily complex.</td>
<td>1.4 (0.5)</td>
</tr>
<tr>
<td>3</td>
<td>I thought that using (intern task) in mDARWIN(^b) was easy.</td>
<td>4.5 (0.5)</td>
</tr>
<tr>
<td>4</td>
<td>I think technical support is needed to use (intern task) in mDARWIN(^b).</td>
<td>2.7 (1.4)</td>
</tr>
<tr>
<td>5</td>
<td>I found that (intern task) in mDARWIN(^b) was well integrated.</td>
<td>3.9 (1.0)</td>
</tr>
<tr>
<td>6</td>
<td>I thought there was too much inconsistency with (intern task) in mDARWIN(^b).</td>
<td>1.7 (0.7)</td>
</tr>
<tr>
<td>7</td>
<td>I would imagine that most people would learn to use (intern task) through mDARWIN(^b) very quickly and easily.</td>
<td>4.7 (0.5)</td>
</tr>
<tr>
<td>8</td>
<td>I found that using (intern task) in mDARWIN(^b) is very cumbersome.</td>
<td>1.7 (0.9)</td>
</tr>
<tr>
<td>9</td>
<td>I felt very confident using (intern task) through mDARWIN(^b).</td>
<td>4.0 (0.9)</td>
</tr>
<tr>
<td>10</td>
<td>I needed to learn many things before I could get going with (intern task) through mDARWIN(^b).</td>
<td>1.5 (0.6)</td>
</tr>
</tbody>
</table>

\(^a\)Responses were scored using a 5-point Likert scale (1=strongly disagree, 5=strongly agree).
\(^b\)mDARWIN: mobile Data Analysis and Research Window for Integrated kNowledge.

Figure 4. Summary of the intern interviews about mobile electronic medical records (EMR).

**Discussion**

**Principal Findings**

This study investigated the correlation between the frequency of mEMR usage and the intern task time interval based on mEMR log data and EMR timestamp data. Most interns used mEMR and the task completion time was shorter for interns who used mEMR more frequently. This suggests that mEMR usage could effectively enhance hospital workflow time, leading to a faster response in real practice. This result supports the findings of previous studies that indicate that the mEMR is linked to improved workflow efficiency in hospitals by enabling faster responses [13,16,17].

In addition to log data analysis, we also interviewed interns to assess the use of the mEMR for job execution. All the interns who participated in the survey and interview were actively using the mEMR. The mean SUS value was >80, implying that the system is well utilized by the user [18]. Doctors tend to underestimate the various positive workflow effects of mEMR usage [14]; as such, our results are interesting and valuable.
enough to analyze motivation. We assume that the obvious and dominant benefit of mEMRs in terms of convenience and time efficiency would make all interns maximize the use of the mEMR compared to other systems such as computers and telephones. Further in-depth surveying and analysis can help increase mEMR usage among hospital healthcare providers. Our study shows that mEMR use offers both quantitative and qualitative strengths for intern job performance.

Comparison with Prior Work

Studies aiming to investigate the effects of mobile device use among healthcare providers in hospitals have proven their efficiency via surveys [14,19,20] and in simulations [21,22], and they have shown to be effective in limited spaces such as surgical rooms [23] and emergency departments [24]. However, there are limited quantitative studies assessing the efficiency of mEMR use in clinical practice. Our study results provide further evidence of the efficiency of mEMRs and suggest extending their use to other professionals with relatively similar daily tasks, such as physician assistants (PAs) who are responsible for clinical prescriptions in tertiary hospitals or nurses who are similarly overloaded with work. Further, the use of mEMRs by PAs or nurses would improve workflow efficiency, and ultimately, patient care and patient safety [25].

In recent times, quick response code technology reduces time and errors in patient identification during patient care and procedures [26-28]. Further, the closed-loop medication system, which integrates the barcode medication system and CPOE technology with automated dispensing technology (robots/units), prevents the adverse effects of medication due to administration errors [29]. Future efforts should be directed at combining mEMR use with these technologies to simultaneously achieve efficient workflows and patient safety.

Limitations

This study has some limitations. First, as this study was performed at a single center, the results have limited generalizability. Further, given that there are different job allocations for each occupation depending on the hospital, its feasibility and usability need to be validated in other institutions and environments.

Second, we could not identify the causality of log data as we analyzed the entire log dataset. There is no consideration for context or order between log data and interns’ jobs. Although the entire log was sufficient to achieve the study aim, a further observational study using the small cut log of mEMR is needed to analyze the association between behavior and mEMR usage.

Third, we did not consider the priority of specific jobs when assessing performance. Jobs related to emergency situations need to be prioritized over others that can be completed after the emergency situation. However, this study aimed to investigate the general trend of frequent mEMR users and not to compare nonfrequent and frequent users to assess the efficiency of the mEMR. Furthermore, the log data was large enough to distinguish between situations.

Conclusions

By retrospectively analyzing the mEMR log data of hospital interns, this study revealed that more frequent use of the mEMR led to quicker completion of intern jobs. This finding implies the effectiveness of mEMR use for the workflow of interns in hospitals. We used a SUS survey to examine the usability of mEMR, and the survey concluded that the mEMR has a good usability.
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Abstract

Background: Smartphone technology is ubiquitous throughout neurologic practices, and numerous apps relevant to a neurologist’s clinical practice are now available. Data from other medical specialties suggest high utilization of smartphones in routine clinical care. However, the ways in which these devices are used by neurologists for patient care–related activities are not well defined.

Objective: This paper aims to characterize current patterns of smartphone use and perceptions of the utility of smartphones for patient care–related activities among academic neurology trainees and attending physicians. We also seek to characterize areas of need for future app development.

Methods: We developed a 31-item electronic questionnaire to address these questions and invited neurology trainees and attendings of all residency programs based in the United States to participate. We summarized descriptive statistics for respondents and specifically compared responses between trainees and attending physicians.

Results: We received 213 responses, including 112 trainee and 87 attending neurologist responses. Neurology trainees reported more frequent use of their smartphone for patient care–related activities than attending neurologists (several times per day: 84/112, 75.0% of trainees; 52/87, 59.8% of attendings; \( P = .03 \)). The most frequently reported activities were internet use, calendar use, communication with other physicians, personal education, and health care–specific app use. Both groups also reported regular smartphone use for the physical examination, with trainees again reporting more frequent usage compared with attendings (more than once per week: 35/96, 36.5% of trainees; 8/58, 13.8% of attendings; \( P = .03 \)). Respondents used their devices most commonly for the vision, cranial nerve, and language portions of the neurologic examination. The majority of respondents in both groups reported their smartphones as “very useful” or “essential” for the completion of patient care–related activities (81/108, 75.0% of trainees; 50/83, 60.2% of attendings; \( P = .12 \)). Neurology trainees reported a greater likelihood of using their smartphones in the future than attending neurologists (“very likely”: 73/102, 71.6% of trainees; 40/82, 48.8% of attendings; \( P = .005 \)). The groups differed in their frequencies of device usage for specific patient care–related activities, with trainees reporting higher usage for most activities. Despite high levels of use, only 12 of 184 (6.5%) respondents reported ever having had any training on how to use their device for clinical care. Regarding future app development, respondents rated vision, language, mental status, and cranial nerve testing as potentially being the most useful to aid in the performance of the neurologic examination.

Conclusions: Smartphones are used frequently and are subjectively perceived to be highly useful by academic neurologists. Trainees tended to use their devices more frequently than attendings. Our results suggest specific avenues for future technological development to improve smartphone use for patient care–related activities. They also suggest an unmet need for education on effectively using smartphone technology for clinical care.
Introduction

Smartphones are a ubiquitous presence on hospital wards. Ownership among physicians is nearly universal [1-8], with most regularly using their devices for phone calls, texting, email, and internet [4,6]. Rising rates of usage among physicians have been paralleled by a proliferation of health care–specific smartphone apps. These are generally rated as useful for clinical practice, especially for providing quick access to references and clinical score calculators [1,3-6]. As smartphone technology improves, clinical uses for these devices continue to expand. An increasing number of these devices are being used in creative ways to directly augment and improve bedside patient diagnosis and care. Smartphones can be used for vital signs [9], telemetry monitoring [10], ambulatory electroencephalography (EEG) [11], and even as portable ultrasounds [12], otoscopes [13], and ophthalmoscopes [14].

There are now many neurology-specific smartphone apps, with an emphasis on everything from anatomy to localization, reference materials, education, and documentation [15]. Mobile photo and video capture capabilities can help characterize intermittent symptoms such as seizures [16,17] or allow for remote telemedicine evaluation of acute stroke [18]. For patient monitoring in the home environment, there are symptom trackers (eg, headache diaries [19]) and apps to track functional impairments related to Parkinson disease [20], multiple sclerosis [21], and dementia [22,23]. To assist at the bedside, smartphone apps can now be found to evaluate everything from visual function [24,25] to tremors [26], gait speed [27], joint range of motion [28-30], and spinal deformities [31]. Despite the promise of smartphone technology, little is known about the current use of smartphones by neurologists in patient care or about areas of need to guide future app development. Therefore, we designed a survey to characterize current practice patterns of smartphone use among attending academic neurologists and neurology trainees. We also sought to identify parts of the neurologic examination that neurologists find to be most in need of adjunctive technological innovations.

Methods

The study was approved by the Johns Hopkins University School of Medicine Institutional Review Board. An initial draft questionnaire was developed by the authors and was subsequently refined and validated through 2 focus groups consisting of a total of 4 residents and 3 attendings from the Department of Neurology at the Johns Hopkins University School of Medicine. Focus group participants provided direct oral and written feedback regarding the questionnaire length and subject areas, as well as the clarity, response options, and relevance of items in the questionnaire about their experience using smartphones. Patient care–related activities were clarified to include “communication with or about patients, clinical documentation, physical examination, accessing clinical or reference information, and healthcare specific mobile applications.” The final questionnaire was distributed electronically using Qualtrics software.

A letter with an anonymous link to the final 31-item questionnaire was emailed to all program directors and coordinators of academic neurology residency training programs (154 programs in total) in the United States in the spring of 2018. Follow-up reminder emails were sent 1 and 2 months later, and data collection was closed 3 months after the initial invitation. We did not solicit or receive feedback from programs about whether they had distributed the survey to physicians at their program, and as a result, we were unable to calculate a complete response rate for the questionnaire. On the first page of the questionnaire, participants were told the purpose of the survey and the estimated length of time to complete the survey (10 minutes) and were informed that participation was completely voluntary and that participation in the survey would serve as consent to have responses included in the study. Respondents could leave questionnaire items incomplete. No personal or identifying data were collected or stored about respondents. We did not collect information about the institutions to which respondents belonged nor did we attempt to validate self-reported usage data with data logs from respondents’ smartphones.

Data were analyzed using MATLAB (MathWorks) and R (R Foundation for Statistical Computing). Questionnaires with incomplete data were included in the analysis. Results are presented with the total number of respondents for each questionnaire item. Primary analysis was done with chi-square tests. When expected counts were low (<5), response categories were binned. When response categories could not be logically binned, a Fisher exact test was used. A threshold for statistical significance of 0.05 was used. Follow-up 2 × 2 contingency tables were created for post hoc testing of individual response categories with Bonferroni correction. For matrix table items with Likert-type scales, data were compared using the Wilcoxon rank sum test with Bonferroni correction.

Results

A total of 213 neurologists responded to the questionnaire, all of whom owned smartphones. We estimate our response rate was about 4% for trainees, based on 112 trainee responses and a total of 2797 neurology residents and fellows in 2018 [32]. Demographics are presented in Table 1. Overall, smartphone use for patient care–related activities was high. The majority of respondents reported using their smartphone several times per day, with trainees reporting more frequent usage (84/112, 75.0% of trainees and 52/87, 59.8% of attending physicians; $P = .03$) and longer duration of use per day (median of 31-50 minutes for trainees and 11-30 minutes for attending physicians; $P = .02$) (Table 2). A variety of specific patient care–related activities for which respondents used their devices were surveyed, with...
the most frequently reported activities being internet use, calendar use, communication with other physicians, personal education, and health care–specific app use (Figure 1). Trainees reported greater smartphone usage patterns for most activities. The specific mobile apps used by each group are summarized in Figure 1. The majority of respondents in both groups reported that their smartphones were “very useful” or “essential” for the completion of patient care activities (Table 2).

Table 1. Demographics of survey respondents.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All</th>
<th>Attending</th>
<th>Trainee</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female), n/N (%)</td>
<td>93/199 (46.7)</td>
<td>37/87 (42.5)</td>
<td>56/112 (50.0)</td>
<td>.36</td>
</tr>
<tr>
<td>Age (years), median</td>
<td>30-34</td>
<td>40-49</td>
<td>30-34</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;30, n/N (%)a</td>
<td>36/198 (18.2)</td>
<td>1/87 (1.1)</td>
<td>35/111 (31.5)</td>
<td></td>
</tr>
<tr>
<td>30-34, n/N (%)a</td>
<td>66/198 (33.3)</td>
<td>6/87 (6.9)</td>
<td>60/111 (54.1)</td>
<td></td>
</tr>
<tr>
<td>35-39, n/N (%)a</td>
<td>32/198 (16.2)</td>
<td>17/87 (19.5)</td>
<td>15/111 (13.5)</td>
<td></td>
</tr>
<tr>
<td>40-49, n/N (%)a</td>
<td>29/198 (14.6)</td>
<td>29/87 (33.3)</td>
<td>0/111 (0.0)</td>
<td></td>
</tr>
<tr>
<td>50-59, n/N (%)a</td>
<td>15/198 (7.6)</td>
<td>14/87 (16.1)</td>
<td>1/111 (0.9)</td>
<td></td>
</tr>
<tr>
<td>&gt;60, n/N (%)a</td>
<td>20/198 (10.1)</td>
<td>20/87 (23.0)</td>
<td>0/111 (0.0)</td>
<td></td>
</tr>
<tr>
<td>PGYb, median</td>
<td>N/Ac</td>
<td>N/A</td>
<td>3</td>
<td>N/A</td>
</tr>
<tr>
<td>Years in practice, median</td>
<td>N/A</td>
<td>14</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aIndividual response category was found to be significant upon post hoc testing with Bonferroni correction.
bPGY: postgraduate year.
cN/A: not applicable.

Respondents were also surveyed regarding current usage of their devices as an aid to the performance of the neurologic examination. Most respondents said they had used their smartphone as an aid to the examination, with more trainees having done so compared to attending physicians (97/108, 89.8% trainees vs 58/83, 69.9% attending physicians; P < .001) (Table 2). Frequency of smartphone usage as an aid to the neurologic examination was lower than for overall use, with a median response in both groups of “2-3 times a month.” Respondents used their devices most commonly for the vision, cranial nerve, and language portions of the neurologic examination, with trainees reporting more frequent usage compared with attending physicians (Figure 2). The specific smartphone functions most frequently used are summarized in Figure 2. Very few respondents reported having ever received any instruction in the use of a smartphone as an aid to the neurologic examination (Table 2).

Finally, respondents were asked about their expectations regarding future smartphone use. The majority of respondents reported a high likelihood (“likely” or “very likely”) of using their devices for patient care–related activities in the future, with trainees reporting higher likelihood (P = .005) (Table 2). Subjective likelihood of future device use as an aid to the neurologic examination was also high, with trainees reporting greater likelihoods (median response for trainees was “likely” vs “somewhat likely” for attending physicians; P = .05) (Table 2). When asked to imagine that a new mobile app was developed to aid in the performance of the neurologic examination, respondents reported the greatest potential utility for apps enhancing vision, language, and mental status testing (Figure 3). Respondents almost universally expected future use of their devices to be at similar or greater levels than current usage (Table 2).

Given that we found several differences between attending physicians and trainees, we wondered how much of this effect could have been driven by age rather than training status. Therefore, we conducted a subgroup analysis for respondents in the age range with the greatest overlap between attending physicians and trainees (35–39 years). In this age range, we did not find any significant differences between groups for any of the items reported in Table 2. While our study is not sufficiently powered for this type of subgroup analysis, these results do suggest that differences between trainees and attending physicians may be attributable to age rather than training status per se.
Table 2. Patterns of current smartphone usage and predicted future usage.

<table>
<thead>
<tr>
<th>Usage</th>
<th>All</th>
<th>Attending</th>
<th>Trainee</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency of use, median</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Once a week or less, n/N (%)</td>
<td>18/199 (9.0)</td>
<td>13/87 (14.9)</td>
<td>5/112 (4.5)</td>
<td>.03</td>
</tr>
<tr>
<td>2-3 times a week, n/N (%)</td>
<td>19/199 (9.5)</td>
<td>11/87 (12.6)</td>
<td>8/112 (7.1)</td>
<td></td>
</tr>
<tr>
<td>Once or twice a day, n/N (%)</td>
<td>26/199 (13.1)</td>
<td>11/87 (12.6)</td>
<td>15/112 (13.4)</td>
<td></td>
</tr>
<tr>
<td>Several times a day, n/N (%)</td>
<td>136/199 (68.3)</td>
<td>52/87 (59.8)</td>
<td>84/112 (75.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Duration of use (min), median</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>&lt;10, n/N (%)</td>
<td>34/199 (17.1)</td>
<td>22/87 (25.3)</td>
<td>12/112 (10.7)</td>
<td></td>
</tr>
<tr>
<td>11-30, n/N (%)</td>
<td>69/199 (34.7)</td>
<td>32/87 (36.8)</td>
<td>37/112 (33.0)</td>
<td></td>
</tr>
<tr>
<td>31-50, n/N (%)</td>
<td>29/199 (14.6)</td>
<td>11/87 (12.6)</td>
<td>18/112 (16.1)</td>
<td></td>
</tr>
<tr>
<td>&gt;50, n/N (%)</td>
<td>67/199 (33.7)</td>
<td>22/87 (25.3)</td>
<td>45/112 (40.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of apps, median</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>&lt;5, n/N (%)</td>
<td>121/198 (61.1)</td>
<td>62/86 (72.1)</td>
<td>59/112 (52.7)</td>
<td>.03</td>
</tr>
<tr>
<td>6-10, n/N (%)</td>
<td>50/198 (25.3)</td>
<td>13/86 (15.1)</td>
<td>37/112 (33.0)</td>
<td></td>
</tr>
<tr>
<td>11-15, n/N (%)</td>
<td>15/198 (7.6)</td>
<td>6/86 (7.0)</td>
<td>9/112 (8.0)</td>
<td></td>
</tr>
<tr>
<td>&gt;15, n/N (%)</td>
<td>12/198 (6.1)</td>
<td>5/86 (5.8)</td>
<td>7/112 (6.3)</td>
<td></td>
</tr>
<tr>
<td>Ever used for examination (yes), n/N (%)</td>
<td>155/191 (81.2)</td>
<td>58/83 (69.9)</td>
<td>97/108 (89.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Frequency of use for examination, median</strong></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Less than once a month, n/N (%)</td>
<td>40/154 (26.0)</td>
<td>18/58 (31.0)</td>
<td>22/96 (22.9)</td>
<td></td>
</tr>
<tr>
<td>Once a month, n/N (%)</td>
<td>19/154 (12.3)</td>
<td>8/58 (13.8)</td>
<td>11/96 (11.5)</td>
<td></td>
</tr>
<tr>
<td>2-3 times a month, n/N (%)</td>
<td>32/154 (20.8)</td>
<td>13/58 (22.4)</td>
<td>19/96 (19.8)</td>
<td></td>
</tr>
<tr>
<td>Once a week, n/N (%)</td>
<td>20/154 (13.0)</td>
<td>11/58 (19.0)</td>
<td>9/96 (9.4)</td>
<td></td>
</tr>
<tr>
<td>2-3 times a week, n/N (%)</td>
<td>27/154 (17.5)</td>
<td>7/58 (12.1)</td>
<td>20/96 (20.8)</td>
<td></td>
</tr>
<tr>
<td>Daily, n/N (%)</td>
<td>16/154 (10.4)</td>
<td>1/58 (1.7)</td>
<td>15/96 (15.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Usefulness, median</strong></td>
<td></td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Very useful</td>
<td>4/108 (3.7)</td>
<td>8/83 (9.6)</td>
<td>4/108 (3.7)</td>
<td></td>
</tr>
<tr>
<td>Not useful at all, n/N (%)</td>
<td>12/191 (6.3)</td>
<td>8/83 (9.6)</td>
<td>4/108 (3.7)</td>
<td></td>
</tr>
<tr>
<td>Minimally useful, n/N (%)</td>
<td>48/191 (25.1)</td>
<td>25/83 (30.1)</td>
<td>23/108 (21.3)</td>
<td></td>
</tr>
<tr>
<td>Very useful, n/N (%)</td>
<td>85/191 (44.5)</td>
<td>34/83 (41.0)</td>
<td>51/108 (47.2)</td>
<td></td>
</tr>
<tr>
<td>Essential, n/N (%)</td>
<td>46/191 (24.1)</td>
<td>16/83 (19.3)</td>
<td>30/108 (27.8)</td>
<td></td>
</tr>
<tr>
<td>Ever received instruction (yes), n/N (%)</td>
<td>12/184 (6.5)</td>
<td>2/82 (2.4)</td>
<td>10/102 (9.8)</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Likelihood of future use, median</strong></td>
<td></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>Very unlikely, n/N (%)</td>
<td>2/184 (1.1)</td>
<td>2/82 (2.4)</td>
<td>0/102 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Unlikely, n/N (%)</td>
<td>1/184 (0.5)</td>
<td>1/82 (1.2)</td>
<td>0/102 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Somewhat unlikely, n/N (%)</td>
<td>3/184 (1.6)</td>
<td>3/82 (3.7)</td>
<td>0/102 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Undecided, n/N (%)</td>
<td>9/184 (4.9)</td>
<td>7/82 (8.5)</td>
<td>2/102 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Somewhat likely, n/N (%)</td>
<td>14/184 (7.6)</td>
<td>8/82 (9.8)</td>
<td>6/102 (5.9)</td>
<td></td>
</tr>
<tr>
<td>Likely, n/N (%)</td>
<td>42/184 (22.8)</td>
<td>21/82 (25.6)</td>
<td>21/102 (20.6)</td>
<td></td>
</tr>
<tr>
<td>Very likely, n/N (%)</td>
<td>113/184 (61.4)</td>
<td>40/82 (48.8)</td>
<td>73/102 (71.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Likelihood of future use for examination, median</strong></td>
<td></td>
<td></td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>Very unlikely, n/N (%)</td>
<td>8/184 (4.3)</td>
<td>6/82 (7.3)</td>
<td>2/102 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Unlikely, n/N (%)</td>
<td>6/184 (3.3)</td>
<td>4/82 (4.9)</td>
<td>2/102 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Somewhat unlikely, n/N (%)</td>
<td>9/184 (4.9)</td>
<td>7/82 (8.5)</td>
<td>2/102 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Usage</td>
<td>All</td>
<td>Attending</td>
<td>Trainee</td>
<td>P value</td>
</tr>
<tr>
<td>------------------------------------</td>
<td>-------------</td>
<td>-------------</td>
<td>------------</td>
<td>---------</td>
</tr>
<tr>
<td>Undecided, n/N (%)</td>
<td>25/184 (13.6)</td>
<td>14/82 (17.1)</td>
<td>11/102 (10.8)</td>
<td></td>
</tr>
<tr>
<td>Somewhat likely, n/N (%)</td>
<td>27/184 (14.7)</td>
<td>11/82 (13.4)</td>
<td>16/102 (15.7)</td>
<td></td>
</tr>
<tr>
<td>Likely, n/N (%)</td>
<td>44/184 (23.9)</td>
<td>17/82 (20.7)</td>
<td>27/102 (26.5)</td>
<td></td>
</tr>
<tr>
<td>Very likely, n/N (%)</td>
<td>65/184 (35.3)</td>
<td>23/82 (28.0)</td>
<td>42/102 (41.2)</td>
<td></td>
</tr>
</tbody>
</table>

Frequency of future use, median

- More
- Same or more
- Never
- Less than current usage
- The same as current usage
- More than current usage

<table>
<thead>
<tr>
<th>Frequency of future use, median</th>
<th>More</th>
<th>Same or more</th>
<th>Never. n/N (%)</th>
<th>Less than current usage, n/N (%)</th>
<th>The same as current usage, n/N (%)</th>
<th>More than current usage, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2/184 (1.1)</td>
<td>1/102 (1.0)</td>
<td>1/184 (0.5)</td>
<td>31/184 (17.1)</td>
<td>49/184 (26.5)</td>
<td>51/184 (28.0)</td>
</tr>
</tbody>
</table>

a Individual response category was found to be significant upon post hoc testing with Bonferroni correction.

**Figure 1.** Frequency of smartphone and mobile app use. (A) Respondents were asked, “How frequently do you use your smartphone and/or tablet for the following patient care related activities?” (B) Respondents were asked, “How frequently do you use the following types of mobile applications?” A: attending physicians; T: trainees. *Significantly greater usage for the indicated group compared with the other, with Bonferroni adjusted P <.05.
Figure 2. Frequency of smartphone use for the examination. (A) Respondents were asked, “How frequently do you utilize your smartphone and/or tablet for the following parts of the neurologic examination?” (B) Respondents were asked, “How frequently do you use your smartphone and/or tablet for each of the following functions when performing the physical examination?” A: attending physicians; OKN: optokinetic nystagmus; T: trainees. *Significantly greater usage for the indicated group compared with the other, with Bonferroni adjusted $P<.05$. 

### Exam components using smartphone

<table>
<thead>
<tr>
<th>Component</th>
<th>A</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vision</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Cranial nerves</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Language</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Mental status</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Vital signs</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Motor</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Coordination</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Gait</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Sensory</td>
<td>T</td>
<td>A</td>
</tr>
</tbody>
</table>

### Functions used for exam

<table>
<thead>
<tr>
<th>Function</th>
<th>A</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timer</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Flashlight</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Photograph exam</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Video record exam</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Color vision testing</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Visual acuity testing</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>OKN testing</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Language testing</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Visual tracking</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Tremor analysis</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Auditory testing</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Gait testing</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>Vibration sensation</td>
<td>T</td>
<td>A</td>
</tr>
</tbody>
</table>
**Discussion**

As smartphone technologies improve, neurologists frequently use their mobile devices for patient care–related activities. Standard items from the neurologist’s tool kit, such as a wristwatch and penlight, can easily be replaced with basic smartphone functionalities. Apps supplanting more advanced testing are rapidly being incorporated as well, including apps for visual acuity and color vision testing [24,25], tremor analysis [26], ophthalmoscopy [14], cognitive testing [23], and EEG [11]. Our results, which demonstrate ubiquitous and frequent usage of smartphones by neurologists, are in broad agreement with data across other specialties. For example, a 2011 survey distributed to all residents, fellows, and attending physicians participating in Accreditation Council for Graduate Medical Education training programs found that 85% of respondents owned smartphones and 56% used apps in their clinical practice [1]. Similar or greater usage has been found among residents in internal medicine [4,6], pediatrics [2], neurosurgery [7], obstetrics [8], urology [5], and radiation oncology [3] training programs, both in the United States and abroad. We found that the majority of neurologists use their devices for patient care–related activities several times per day, including for communication, educational activities, and health care–specific apps, as well as at the bedside as an aid in the performance of the physical examination. Smartphones were used for multiple portions of the neurologic examination, most commonly for vision, cranial nerve, language, and mental status testing.

These practice patterns are unlikely to be transient, as most respondents in this study predicted high likelihood of future smartphone use, including as an aid to the neurologic examination. We anticipate that the use of smartphone apps in neurologic practice will continue to grow, as trainees use their devices more frequently than attending physicians across a range of smartphone apps and functions. Indeed, neurology trainees tended to use their devices more frequently both for general patient care–related activities and as an aid to the performance of the physical examination. These trends held true when examining specific smartphone apps and functions, with trainees tending to report higher usage for most categories, with the exception of communication with patients. Trainees also reported higher likelihood of future use, though subjective usefulness was similar between trainees and attending physicians. Although not powered for a subgroup analysis, responses were similar between trainees and attending physicians aged 35 to 39 years. This suggests that age may be a significant factor in the overall differences between these groups, with younger neurologists using their devices more, which further emphasizes the likelihood that smartphone use in neurologic practice will continue to grow.

In addition to changes driven by the demographics of neuologists entering the workforce, we expect other factors may increase reliance on smartphone technologies for patient care. The SARS-CoV-2 pandemic has led to a dramatically increased reliance by neurologists on telehealth technologies for remote care delivery [33]. As telehealth grows as a method of care delivery, there will be an increasing need for apps that neurologists and their patients can use to augment their telehealth encounter. Although conducted prior to the pandemic, this survey provides end user insight into areas of need that may guide smartphone app development for neurologic telehealth care. Smartphone apps that augment in-person vision, language, and mental status testing could also be designed for patients to use on their own devices during a telehealth visit, bringing the examination tool kit from the clinic to the patient.

Although a large majority of neurologists use their devices, almost none have had any education on how to do so effectively for clinical practice. The development of such a curriculum could have several benefits, including greater use, increased efficiency, expanded access, improved subjective utility, and potentially, encouragement to spur the next generation of app development. On the other hand, such a curriculum could address mitigation of the negative effects of smartphones, such as impaired sleep [34], distractibility [35,36], burnout [37], and...
confidentiality issues [38]. Education should also help physicians vet mobile technologies for incorporation into their practice, as the validity of smartphone apps for patient care is not always well established. Highlighting this fact, a recent review of apps related to emergency medicine found only a small percentage of apps to be clinically relevant [39]. Indeed, most apps and functionalities available today have not yet been well studied. The US Food and Drug Administration has recently recognized the unique challenges posed by mobile medical apps and has begun issuing policy guidance for manufacturers and distributors of these apps [40,41]. However, a comprehensive framework allowing patients and providers to easily evaluate mobile medical apps remains lacking [42].

This study was limited in several ways. The questionnaire was distributed to academic neurology training programs, so these findings may not be generalizable to private practice or nonacademic hospital settings. Participation was voluntary and our sample may have been biased toward neurologists with an interest in technology, who might have been more likely to respond to the questionnaire. All respondents were active smartphone users, and this might have resulted in an overestimation of the frequency of use or subjective usefulness, though based on our own experience, this seems unlikely. In addition, all smartphone use data were self-reported, and we did not validate these with objective data use logs. Finally, although our total number of respondents was large, our overall response rate was likely low. Given a total of 2797 neurology residents and fellows in 2018 [32] and 112 trainee respondents, we estimate that our response rate was approximately 4% for trainees.

In summary, smartphones are a valuable tool in academic neurology not only for communication but also for education and practice. These devices now feature in the neurologist’s equipment bag alongside the reflex hammer and tuning fork. Smartphone-owning neurologists expect to continue using their devices in the future. There is opportunity for further refinement of these devices for neurologic practice, limited only by our creativity in the use of features and the development of associated tools, scales, and apps. We anticipate that these ubiquitous handheld devices will in time prove invaluable to the diagnosis and treatment of patients with neurologic disease.
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Abstract

Background: Mobile device–based tools to help adolescents practice skills outside of cognitive behavioral therapy (CBT) sessions for treating an anxiety disorder may lead to greater treatment gains.

Objective: This study aimed to develop, design, and test the acceptability, learnability, heuristics, and usability of MindClimb, a smartphone-based app for adolescents with anxiety to use between CBT sessions to plan and complete exposure activities using skills (cognitive, relaxation, exposure practice, and reward) learned in treatment.

Methods: This 3-phase study took place from August 2015 to December 2018. In phase 1, the app was designed and developed in consultation with young people and CBT therapists to identify desired functions and content. Feedback was subjected to thematic analysis using a general inductive approach. In phase 2, we conducted 2 high-fidelity testing sessions using the think-aloud approach (acceptability, learnability, usability) and 10-item System Usability Scale with 10 adolescents receiving CBT. The high-fidelity MindClimb app was evaluated by 5 app developers based on Nielsen’s usability heuristics and 5-point severity ranking scale. In phase 3, a total of 8 adolescents and 3 therapists assessed the usability of MindClimb during CBT sessions by recording the frequency of skills practice, use of MindClimb features, satisfaction with the app, and barriers and facilitators to app use during treatment.

Results: Feedback from phase 1 consultations indicated that the app should (1) be responsive to user needs and preferences, (2) be easy to use and navigate, (3) have relevant content to the practice of CBT for anxiety, and (4) be aesthetically appealing. Using this feedback as a guide, a fully functional app prototype for usability testing and heuristic evaluation was developed. In phase 2, think-aloud and usability data resulted in minor revisions to the app, including refinement of exposure activities. The average system usability score was 77 in both testing cycles, indicating acceptable usability. The heuristic evaluation by app developers identified only minor errors (eg, loading speed of app content, with a score of 1 on the severity ranking scale). In phase 3, adolescents considered app features for completing exposure (6.2/10) and relaxation (6.4/10) modestly helpful. Both adolescents (average score 11.3/15, SD 1.6) and therapists (average score 10.0/12, 2.6 SD) reported being satisfied with the app.

Conclusions: The user-centered approach to developing and testing MindClimb resulted in a mobile health app that can be used by adolescents during CBT for anxiety. Evaluation of the use of this app in a clinical practice setting demonstrated that adolescents
and therapists generally felt it was helpful for CBT practice outside of therapy sessions. Implementation studies with larger youth samples are necessary to evaluate how to optimize the use of technology in clinical care and examine the impact of the app plus CBT on clinical care processes and patient outcomes.

(JMIR Mhealth Uhealth 2020;8(12):e18439) doi:10.2196/18439
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Introduction

In recent years, mobile device–based apps have been regarded as an opportunistic and potentially effective adjunct to cognitive behavioral therapy (CBT) for adolescent anxiety disorders. In the treatment context, an app is considered an ecological momentary intervention (EMI) [1] for in vivo skills coaching in an adolescent’s natural settings (ie, at home, school, etc instead of a therapist’s office) when it is most needed during daily life (ie, in real time). Conventionally, skills practice between treatment sessions has been supported through paper-based workbook activities and assignments. However, this approach to skills practice can be limited if the workbook and assignments are not an integral or natural part of an adolescent’s daily life, unlike the use of mobile devices, such as smartphones.

Adolescents can realize greater treatment gains when they practice CBT skills outside of formal treatment (eg, at home or school) [2-4], yet adherence to and persistence with skills practice are common challenges for adolescents during CBT. Skills take a taxing effort, as purposely and repeatedly being in feared situations is mentally and physically uncomfortable. The use of an EMI app during CBT offers several solutions to these challenges. An app can provide structure to skills practice to promote consistency between skills practiced in a treatment session and those practiced in real-life practice situations, which can be less predictable than treatment contexts. Push notifications from smartphone calendars can remind adolescents to practice skills and engage in relaxation and self-rewarding, pleasurable activities to offset discomfort, encourage self-care, and reinforce hard work.

While recent systematic reviews of mobile health (mHealth) apps have identified several CBT-based apps that adolescents with anxiety can use independently to practice exposure, relaxation, and coping strategies [5,6], one app, SmartCAT, has been specifically designed as an EMI app for patient and therapist use during CBT [7]. The SmartCAT app prompts patients to use CBT skills learned in treatment and, via the web, allows therapists to monitor and reward skill use and communicate with patients using an integrated clinician portal for secure 2-way communication. In a feasibility study of SmartCAT, 9 children and adolescents aged 9 to 14 years rated the app as easy to use and used it regularly during treatment [7]. In a follow-up open trial with a larger sample of same-aged patients (n=34), users were highly satisfied with the app and used it an average of 12 times between each in-person CBT session. Other findings included improvements in CBT skills targeted by the app [8].

Our team was interested in developing an EMI app for adolescent (aged 13-18 years) use that would interface with native smartphone features, information, and hardware. As a native app, it would be installed directly from an app store (eg, Google Play or Apple’s App Store) onto the smartphone and would not require access to Wi-Fi or a data plan. A native app would also allow our team to take advantage of cross-functional device abilities (eg, push notifications, interaction with calendar) [9,10] and multimedia opportunities (eg, use of camera, voice recordings, videos) to personalize planning and skills practice. We believed that adolescent use of a personal smartphone for exposure activities, relaxation strategies, and self-reward would help promote independent skills practice in real time and provide adolescents with a sense of ownership of their treatment goals, since they would be integrated into their personal device. We also wanted the app to be simple in design, as an app that is not easy to use during stressful skills practice would likely not be used by adolescents. The app design process incorporated academia, end users, and industry to create an engaging and useful intervention tool [11]. The objectives of this study were to develop, design, and test the acceptability, learnability, heuristics, and usability of this native app, which we called MindClimb.

Methods

Study Overview

The study took place from August 2015 to December 2018 (Figure 1) and was conducted in 3 phases. We worked with an app designer and developer to create the app using a user-centered design approach during each study phase [12]. The study design is consistent with recommendations on mHealth technology development and evaluation, including user experience design, development, and alpha and beta testing [13]. Informed assent or consent was obtained from all participants prior to participation. In phase 1, the MindClimb app was designed and developed in consultation with youth and CBT-trained clinicians. In phase 2, adolescents in treatment for an anxiety disorder evaluated the app for acceptability, learnability, and usability in 2 testing cycles that took place outside of the formal treatment setting. In this phase, we also asked app developers to evaluate the app using a set of rules (heuristics) to measure the usability of the user interface. For this phase, we used Nielsen’s heuristics [14]. In phase 3, app usability was assessed by adolescents and therapists during CBT treatment for anxiety. This involved reviewing the frequency of app use for skills practice between CBT sessions, satisfaction with app features, and barriers and facilitators to app use. The study was led out of the University of Alberta (Edmonton, Alberta, Canada) and Dalhousie University (Halifax, Nova...
Participants
We recruited a convenience sample of adolescents, young adults, and CBT therapists to provide initial, varied perspectives on app design. Our goal was to recruit 7 to 10 participants. We invited individuals aged 12 to 24 years from across Canada who were members of the Centre for Addiction and Mental Health’s National Youth Advisory Committee (NYAC) and CBT therapists specialized in outpatient anxiety treatment at the IWK Health Centre in Halifax, Nova Scotia, Canada, to participate. CBT therapists from the same setting were also invited to participate in phase 3 if one of their patients was recruited into this study phase.

For all phases, we recruited purposeful samples of adolescents aged 13 to 18 years from an outpatient program at the IWK Health Centre in Halifax, Nova Scotia, Canada. At the IWK Health Centre, adolescents are treated until their 19th birthday. Adolescents receiving outpatient treatment at this setting scored ≥25 on the Screen for Child Anxiety Related Emotional Disorders (SCARED) [15], indicating a clinical level of anxiety symptoms. To participate, adolescents needed to be fluent in English. As sex differences are noted in mobile phone use [16], we hoped both adolescent boys and girls would participate. Youth identifying with any gender were welcome to participate, as we were not testing sex- or gender-based differences in app use in this study. Honorariums were provided to participants (phase 1 and 2: Can $25 gift card [US $19.14]; phase 3: Can $40 gift card [US $30.61]). Consistent with recommendations in the literature, our recruitment goals for phases 1 and 2 were 7 to 10 adolescents (phase 1) and 10 adolescents (phase 2) [14,17]. In phase 3, we aimed to enroll 21 adolescents and 7 CBT therapists (with each therapist treating 3 of the enrolled adolescents) to comprise a total sample size of 28 participants. This sample size was chosen assuming a 30% dropout rate for clinicians and patients (5 clinicians with 3 patients per clinician, for a total of 15 participants), which would still allow detection of an effect size of at least 1.1 in the mean change in frequency of app use (between last and first weeks of use; 2-sided, 1-sample t test, 80% power, type I error rate of 0.05). PASS (NCSS Statistical Software) was used to determine the detectable effect size, and the sample size was adjusted for potential intracluster correlation (clinicians were considered a cluster; $\rho=0.1$) using an inflation factor.

We also recruited a convenience sample of app developers in phase 2 via email using professional contacts identified by our app developer. To be eligible to participate in the heuristic evaluation, developers needed to have postsecondary training in human-computer interaction and experience in designing and evaluating health apps for mobile devices. We considered 5 developer participants to be an adequate sample size for the heuristic-based evaluation [14,17].

Procedures
Phase 1
App development began with wireframing, a process in which our team created black-and-white pictures of MindClimb app screens and arranged them to determine how users would navigate and use the app (Figure 2). We organized the MindClimb wireframes around guiding adolescent users through the development of 3 main components: (1) fear ladders, (2) relaxation, and (3) thinking traps.
First, fear ladders are a tool designed to help adolescents work on their exposure goals. Our goal was to allow adolescents to create, select, and manage multiple ladders. Events for each ladder would be synced with the phone’s calendar app, and phone notifications would be used to remind and cue adolescents of upcoming events. After completion of the exposure, adolescents could rate the activity in terms of its difficulty. Ladders could also be archived (“history” tab on the wireframe).

Second, the relaxation section would offer information about relaxation techniques that could be used as strategies before and after exposure events and for general self-care.

Third, the thinking traps section would contain information on and examples of common cognitive errors that could occur during planned exposure activities.

All user actions were mapped out and the details of each interaction were defined. Content (text) was later created to support app functions and tasks.

We used the wireframes to create a predesign prototype of the MindClimb app using InVision (InVisionApp Inc), a digital product design platform [18] used by our app developer. The predesign prototype was visually similar to the black-and-white line art used in the wireframes (Figure 3).

The predesign prototype was shared with NYAC members and CBT clinicians during separate 1-hour brainstorming sessions. The youth session was held via a web conference and led by 2 NYAC youth engagement facilitators who were collaborators on the study [19]. Youth were prompted to generate ideas on app aesthetics (ie, look and feel) and desired features of a user experience (eg, what app features would ease use) (see Multimedia Appendix 1). The clinician session was held in person at the IWK Health Centre and facilitated by a research team lead and coordinator and the app developer. As therapists were oriented to the predesign prototype, they were prompted to discuss the flow and approach of the app’s features and

---

**Figure 2.** Screenshot of an initial MindClimb wireframe.

**Figure 3.** A screenshot of several phone screens for the predesign prototype of the MindClimb app.
whether any essential treatment components were missing from the app (section 1 in Multimedia Appendix 1). We summarized the ideas generated from both sessions by themes and incorporated them into the development and design plans for the app.

We initiated app design after the predesign consultations concluded. During app design, our team completed 3 steps: (1) review of the style board, a collage of different design styles and elements, to establish the design direction of the app; (2) approval of a creative brief to establish the aesthetic approach to be used for the app; and (3) approval of the interface design by reviewing several visual mock-ups of wireframe screens that were based on the direction defined in the creative brief. The result of these steps was a design plan that was used by our app developer to create a low-fidelity MindClimb prototype in the InVision platform [18].

The low-fidelity prototype underwent evaluation by adolescents receiving outpatient CBT treatment. Adolescents participated in a digitally recorded focus group facilitated by a research team lead and coordinator and the app developer. As adolescents interacted with the prototype, they were prompted to discuss app features and use, including difficulty in creating exposure events and navigating the app (verbal ratings on a scale of 1 to 5: 5=hard, 1=easy) (section 2 of Multimedia Appendix 1). We transcribed the recorded sessions and thematically analyzed the discussions using a general inductive approach [20]. We used the themes and verbal ratings to finalize the programming on an iOS version of the MindClimb app that was fully functional (a high-fidelity prototype).

**Phase 2**

We used a mixed-method approach in 2 iterative testing cycles to refine the high-fidelity MindClimb prototype. In both cycles, we asked adolescents to evaluate the usability and acceptability of the prototype, and in cycle 2 we also evaluated its learnability. In cycle 2 we asked app developers to conduct a heuristic evaluation of the prototype to identify usability problems with the user interface design [14,21]. During testing, MindClimb was supported by TestFlight (Apple Inc) [22], an app designed to support beta testing that was used by our app developer. Adolescent testing sessions took 1 hour to complete and were led by a research team lead and coordinator and the app developer. The sessions were structured according to a think-aloud testing guide (Multimedia Appendix 2) and digitally recorded to facilitate data analysis. Adolescents who did not own or have access to an iOS operating system smartphone that was required to download MindClimb were provided with a smartphone or tablet on which to use MindClimb during the testing cycle.

In cycle 1, adolescents first participated in a walk-through exercise on how to create an exposure activity (fear hierarchy) using the app’s ladder function. Adolescents were then asked to complete their own ladder, and facilitators engaged them during this task by posing questions from the testing guide to document experiences with task completion. Field notes documented by the facilitators were used to inform results interpretation. Adolescents were encouraged to use the app on their own before cycle 2 testing (one week after the first cycle). We chose this timeframe because we wanted to understand learnability in the timeframe in which adolescents would use the app during CBT (ie, between weekly therapy sessions). Cycle 2 proceeded similarly to cycle 1 and included gathering feedback regarding adolescents’ use of the app during the previous week. At the end of both cycles, adolescents rated their experience with the app by completing the 10-item System Usability Scale (SUS) [14].

Data from the think-aloud activity were examined using a template approach to analysis [23]. We reviewed the findings from cycle 1 after the session to allow the developer to make necessary modifications to MindClimb prior to cycle 2. We interpreted mean SUS scores using published recommendations: a mean score >70 indicated acceptable usability, 50 to 70 indicated marginal usability, and <50 indicated that the app was not acceptable (score range was 0-100). Given the user-centered process that we undertook for app development, we hypothesized that adolescents would report high acceptability and learnability, as supported by the qualitative think-aloud data and an acceptable usability score (≥70).

Following adolescent testing, we asked mobile app developers to evaluate MindClimb based on Nielsen’s usability heuristics using a 5-point severity ranking scale (SRS) [17]. Median scores from the SRS were interpreted as follows: 0=none, 1=cosmetic, 2=minor, 3=major, and 4=catastrophic [24]. We hoped that developers would report a low level of errors (ratings of 1 or 0) using the SRS. Any median SRS scores ≥1 were addressed in a final iOS version of the app, and an Android version was then built.

**Phase 3**

In the final phase, we conducted a case series study to assess the usability of MindClimb among adolescents and therapists during group CBT for anxiety. The group therapy setting was a more convenient approach to recruit from and to study app use during real-world clinical care. Specific usability objectives were to (1) track frequency of skills practice between CBT sessions through self-report of ladder use (use of exposure hierarchies) and other MindClimb features as part of CBT and (2) identify satisfaction as well as barriers and facilitators to MindClimb use during CBT.

Following enrollment, a research coordinator collected adolescent demographic data (age and gender) and contact information (email address and phone number) and recorded the adolescent’s preference for future contact (phone, text, or email). Therapists were asked to provide their names and contact information (phone and email).

A research team lead, research coordinator, and app developer provided training sessions for adolescents and clinicians on downloading MindClimb to their smartphones and using the app in conjunction with weekly CBT sessions; therapists were not required to download the app, as they would not be actively using it but rather, supporting their patient during use. MindClimb was available for download in both the iOS App Store and Google Play Store. Training was guided by a review of a MindClimb quick start user guide provided to participants.
During training, therapists could also download the app for the purposes of understanding the app’s functions so that discussion of app use could be incorporated into treatment sessions, and they were provided the same review of the MindClimb quick start user guide.

Data were collected throughout the group therapy period (Figure 4). Adolescents began using the app with sessions 3 to 9 to coincide with treatment content on exposure activities. The use of key CBT features in MindClimb—ladders (exposure hierarchies), thinking traps, and relaxation strategies—was assessed weekly, with therapists completing the survey with each adolescent to report how frequently the adolescent used MindClimb between treatment sessions and rating the helpfulness of features they used over the same period on a scale of 1 (least helpful) to 10 (most helpful) (Multimedia Appendix 3). After 6 to 7 treatment sessions, adolescents and therapists were contacted to report satisfaction and experience with using MindClimb during treatment. Satisfaction with app use was measured using a study-created questionnaire based on the Client Satisfaction Questionnaire [25] for adolescents (5 questions asked; score range of 0-15, with higher scores indicating higher satisfaction) and therapists (4 questions asked; score range of 0-12, with higher scores indicating higher satisfaction) (Multimedia Appendix 4). User experience interviews were conducted by a research team lead (clinician interviews) or research coordinator (adolescent interviews). Therapists completed the interview in person; adolescents had the option to complete the interview over the phone or through online chat (eg, using iMessage). If an adolescent was not comfortable completing the interview over the phone or using online chat, they had the option to complete an online version of the interview in SurveyMonkey that used open fields for text entry. None of the adolescents in phase 3 chose this online option. Interviews were based on a semistructured guide featuring the 14 domains of the Theoretical Domains Framework (TDF) [26], with versions for therapists (Multimedia Appendix 5) and adolescents (Multimedia Appendix 6). The TDF provided a useful approach to identifying experiences, barriers, and facilitators to MindClimb use. Interviews were digitally recorded and transcribed.

We used descriptive statistics (eg, means with standard deviations, proportions and percentages, medians with range) to summarize demography and MindClimb satisfaction and use. We also used box plots to visually display MindClimb use. We used directed content analysis to synthesize interview data [27]. We were unable to recruit our intended sample size of therapists and patients, so intracluster correlation was not determined for continuous outcomes, and adjusted mean change scores were not calculated.

Figure 4. Phase 3 data collection timeline. CBT: cognitive behavioral therapy.

Usage survey
Completed each week the participant is enrolled in the study
(Adolescent & therapist complete together)

User experience interview
Satisfaction questionnaire
Completed between sessions 6 and 10
(Adolescent & therapist complete separately)

Results
Phase 1
Predesign consultations on MindClimb were held in November 2015 with 6 NYAC youths via a web conference and in December 2015 with 3 therapists (9 participants in total). Feedback provided on the predesign prototype is summarized in Table 1, alongside the impact of this feedback on MindClimb development and design. Feedback centered on 4 areas for app development and design: (1) the app should be responsive to user needs and preferences, (2) the app should contain features relevant to the practice of CBT for anxiety, (3) the app should be easy to use and navigate, and (4) app design should prioritize aesthetics.
Table 1. Summary of the feedback provided during the predesign consultations.

<table>
<thead>
<tr>
<th>Development area and feedback</th>
<th>Impact on MindClimb development and design</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The app should be responsive to user needs and preferences</strong></td>
<td></td>
</tr>
<tr>
<td>Ensure app connectivity with phone calendar (youth)</td>
<td>No change made, as this feature was already intended.</td>
</tr>
<tr>
<td>Do not require Wi-Fi connection (youth)</td>
<td>No change made, as this feature was already intended.</td>
</tr>
<tr>
<td>Personalization should be possible (youth)</td>
<td>Users will have the ability personalize exposure activities and coping strategies.</td>
</tr>
<tr>
<td>Make the app interactive (youth)</td>
<td>The app will contain interactive features, such as rewards and points for app use and pop-ups with positive affirmations.</td>
</tr>
<tr>
<td>Build in rewards; completion of exposure activities unlocks new reward content (therapist)</td>
<td>Completion of exposure activities will unlock new reward content.</td>
</tr>
<tr>
<td><strong>The app should contain features relevant to the practice of CBT for anxiety</strong></td>
<td></td>
</tr>
<tr>
<td>More information on self-care strategies (therapist)</td>
<td>The app will contain text and videos on self-care strategies.</td>
</tr>
<tr>
<td>Consider a live chat with counselors (youth)</td>
<td>No change made, as it is beyond the scope of the purpose of the app.</td>
</tr>
<tr>
<td>Include a “tools” section that contains static information along with interactive components (therapist)</td>
<td>The app will contain text and videos on self-care strategies. Interactivity will be limited to videos.</td>
</tr>
<tr>
<td>Include an “other” option under suggested self-care and coping strategies to allow patients to identify a personal strategy not listed</td>
<td>The app will include an “other” option under suggested self-care and coping strategies.</td>
</tr>
<tr>
<td>Ensure users can repeat scheduled exposure events (therapist)</td>
<td>Users will have the ability to retry and reschedule events.</td>
</tr>
<tr>
<td>The app dashboard should list overdue events before upcoming events (therapist)</td>
<td>Events created in the app will appear in a single stream, with overdue events flagged as being overdue. Users will have the option to view and reschedule these events from the dashboard.</td>
</tr>
<tr>
<td><strong>The app should be easy to navigate</strong></td>
<td></td>
</tr>
<tr>
<td>Ensure the app is not cluttered and has clean lines (youth)</td>
<td>Content for each app section will be brief. Visual clutter will be avoided.</td>
</tr>
<tr>
<td>Make sure there is less content on screens (ie, more pages or screens for content) (youth)</td>
<td>Each screen will support a single action for the user.</td>
</tr>
<tr>
<td>Tabs to facilitate use (youth)</td>
<td>No change made; the main dashboard will be used.</td>
</tr>
<tr>
<td>Images for guiding steps or how to use (youth)</td>
<td>Videos will be used to provide information on how to practice specific relaxation techniques; images will not be used for guiding the creation of exposure activities, but sample fear hierarchies (ladders) will be provided.</td>
</tr>
<tr>
<td>Ensure that it is easy to move between functions (youth)</td>
<td>App functions will be sequential and logical.</td>
</tr>
<tr>
<td>Self-explanatory icons (youth)</td>
<td>Each app icon will reflect the section content that it represents.</td>
</tr>
<tr>
<td>Ensure that it is easy to scroll through content (youth)</td>
<td>Content for each app section will be brief so that scrolling down for information or functions will not occur.</td>
</tr>
<tr>
<td>Ensure transitions between functions are quick (no lagging) (youth)</td>
<td>Push notifications will be limited to reduce the likelihood of noticeable lag in the running of the app.</td>
</tr>
<tr>
<td><strong>App design should prioritize aesthetics</strong></td>
<td></td>
</tr>
<tr>
<td>Big lettering for titles, large fonts for important content (youth)</td>
<td>All feedback incorporated into the creative direction and design options (storyboard) developed for the app.</td>
</tr>
<tr>
<td>No advertisements (youth)</td>
<td>Incorporated into design options.</td>
</tr>
<tr>
<td>“Calm” aesthetic (youth)</td>
<td>Incorporated into design options.</td>
</tr>
<tr>
<td>Bright colors, neutral colors, not too many colors (youth)</td>
<td>Incorporated into design options.</td>
</tr>
<tr>
<td>Twitter-style text, brief and concise (youth)</td>
<td>Incorporated into design options.</td>
</tr>
<tr>
<td>Have a good graphic artist/designer (youth)</td>
<td>Incorporated into design options.</td>
</tr>
<tr>
<td>Use sans serif font (youth)</td>
<td>Incorporated into design options.</td>
</tr>
</tbody>
</table>

aCBT: cognitive behavioral therapy.
The app was further developed based on youth and clinician feedback. A low-fidelity MindClimb prototype was then created. Screens from the prototype are presented in Figure 5. The prototype native app had full functionality and could be used by youth and therapists from an iOS device without requiring an internet connection.

Feedback on the low-fidelity prototype was collected in June 2016 from 4 adolescents receiving outpatient CBT. We were unable to recruit our intended minimum of 7 participants. Participating adolescents reported preferring a colorful palette with white accents. They understood what the MindClimb app was for by looking at it and found it easy to create exposure events in the app (4 ratings of “1”). Ease of navigation was also rated as easy (ratings of “1” and “2”) and app sections were not confusing. Adolescents indicated that preferred terms in the app were “step ladders” rather than “fear ladders” for exposure activities and “helpful thoughts” versus “thinking traps” in order to shift to more positive or neutral wording. The app was modified to use “step ladders,” but we chose not to use “helpful thoughts,” as this change in wording did not accurately convey the content in the thinking traps section of the app. However, we did review the relaxation section of the app to ensure helpful thoughts were conveyed.

Figure 5. Screens from the low-fidelity MindClimb prototype.

Phase 2
Testing the high-fidelity MindClimb prototype took place in November 2016. A total of 10 adolescents participated in cycle 1, and 7 of these adolescents also participated in cycle 2. Of the 10 participants, 5 were female (50%) and 3 were male (30%); gender was not documented for 2 adolescents. The mean age across 7 adolescents was 15.1 (SD 0.90) years; age was not documented for 3 adolescents. The mean SUS score from both cycles was 77, indicating acceptable usability. Results from the think-aloud activities revealed only minor issues with the app. Issues identified by the adolescents in the testing cycles and changes made to the app are outlined in Table 2. Changes to the app were made prior to the heuristic-based evaluation.
Table 2. Summary of adolescent feedback generated during usability testing cycles that was incorporated into MindClimb.

<table>
<thead>
<tr>
<th>App feature and feedback</th>
<th>Changes applied</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Security and privacy</strong></td>
<td></td>
</tr>
<tr>
<td>Cycle 1: password protection is important</td>
<td>Incorporated an option for the user to create a PIN(^a) that must be entered each time the app is opened</td>
</tr>
<tr>
<td>Cycle 2: “a password to get into the app or ladders”</td>
<td>Syncing of events with main calendar is optional</td>
</tr>
<tr>
<td><strong>Notifications</strong></td>
<td></td>
</tr>
<tr>
<td>Cycle 1 generated varied feedback on the frequency of user notifications, including wanting daily reminders, reminders 1 to 2 times per week, and notifications after a period of 1 to 2 weeks of inactivity</td>
<td>Added single “We’ve missed you!” notification to pop up after 1 week of having not used the app</td>
</tr>
<tr>
<td>Cycle 2: alerts were described as sometimes overwhelming and stressful. Adolescents wished for an option to turn off notifications</td>
<td>Users will receive 1 notification alert when their event is scheduled to occur</td>
</tr>
<tr>
<td><strong>Step ladder creation and management</strong></td>
<td></td>
</tr>
<tr>
<td>Cycles 1 and 2: a scale of 1 to 10 to rate the difficulty of exposure activities is more appropriate than 1 to 5</td>
<td>Difficulty scale for exposure activities changed to 1 to 10</td>
</tr>
<tr>
<td>Cycle 2: adolescents wanted the option to complete an exposure activity several times before proceeding to the next step in their ladder</td>
<td>Added the ability to repeat an event</td>
</tr>
<tr>
<td>Cycle 2: scheduling specific dates and times for each exposure activity might be difficult to plan; app should allow users to “opt out of dates” and dates should not be mandatory</td>
<td>Selection of dates for exposure activities is optional</td>
</tr>
<tr>
<td>Cycle 2: adolescents wanted ability to change the order of exposure activities and an easy way to “move the steps around”</td>
<td>Exposure activities, regardless of difficulty rating, can be rearranged by dragging and dropping</td>
</tr>
<tr>
<td>Cycle 2: adolescents wanted the ability to not have a coping strategy attached to an exposure activity</td>
<td>Activities can be created without selecting a coping strategy</td>
</tr>
<tr>
<td><strong>Positive reinforcement and rewards</strong></td>
<td></td>
</tr>
<tr>
<td>Cycle 1: “Quotes would be good. Ones that make you smile more or positivity”; creatures were a popular reward, especially the ability to upgrade characters; “increase the content” that the monster character says</td>
<td>Incorporated random short positive messages provided by the monster characters at various points within app</td>
</tr>
<tr>
<td>Cycle 2: adolescents wanted monster characters to relate quotes to them; “it’s fun to use, but the point system doesn’t do anything right now. If the points system unlocked another guy (character)”</td>
<td>Added 3 additional monster characters (total of 4) that can be unlocked for completing activities within the app</td>
</tr>
<tr>
<td><strong>Positive self-talk</strong></td>
<td></td>
</tr>
<tr>
<td>Cycle 2: adolescents wanted to be able to record “own memo (voice), positive self-talk”</td>
<td>Allow users to record their own positive self-talk messages and replay them during exposure activities</td>
</tr>
<tr>
<td><strong>Relaxation techniques and thinking traps</strong></td>
<td></td>
</tr>
<tr>
<td>Cycle 1: adolescents wanted a voice that could walk them through the relaxation techniques</td>
<td>Added voice narration and video as a way for users to access selected relaxation techniques during events</td>
</tr>
<tr>
<td>Cycles 1 and 2: too much text on deep breathing and thinking traps</td>
<td>Text edited for length and clarity</td>
</tr>
<tr>
<td>Cycle 2: techniques learned in CBT(^b) are not in the app</td>
<td>Added “acting as if” relaxation techniques</td>
</tr>
</tbody>
</table>

\(^a\)PIN: personal identification number.  
\(^b\)CBT: cognitive behavioral therapy.

The heuristic evaluation took place between May and June 2017. A total of 5 developers, all male, participated. For the majority of the app’s usability heuristics, the median score indicated no issue. A cosmetic issue regarding load time was identified for the error prevention heuristic and was corrected. Results from the evaluation are presented in Table 3.
Table 3. Severity ranking scale results from mobile app developers.

<table>
<thead>
<tr>
<th>Usability heuristic</th>
<th>Median score</th>
<th>Developer comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Visibility of system status</td>
<td>0</td>
<td>“It would be nice to have to see your points or progress somewhere all the time” [Developer 5]</td>
</tr>
<tr>
<td>2. Match between system and the real world</td>
<td>0</td>
<td>“Instructions on ‘Create an Event’ page not very descriptive. Could include example of an event. (e.g., Practice in front of mirror)” [Developer 1]</td>
</tr>
<tr>
<td>3. User control and freedom</td>
<td>1</td>
<td>“No immediate ‘undo’ option for event completion choices, but events can be edited anytime to change completion choice” [Developer 2]</td>
</tr>
<tr>
<td>4. Consistency and standards</td>
<td>1</td>
<td>“If different terminology is used in treatment it may take a moment for the terms used in MindClimb to register with users” [Developer 3]</td>
</tr>
<tr>
<td>5. Error prevention</td>
<td>0</td>
<td>“The app sometimes takes a long time (~20secs) to move from the splash screen to the home screen on iPhone 5S” [Developer 2]</td>
</tr>
<tr>
<td>6. Recognition rather than recall</td>
<td>0</td>
<td>“When adding a relaxation technique, I selected a category and chose a specific technique. When you tap Save and return to the category selection screen, it would be nice to see the specific technique you chose and not only the category selected before hitting next” [Developer 5]</td>
</tr>
<tr>
<td>7. Flexibility and efficiency of use</td>
<td>0</td>
<td>“Not a lot of system tailoring present, but given the target audience and system scope, likely not required or useful” [Developer 2]</td>
</tr>
<tr>
<td>8. Aesthetic and minimalist design</td>
<td>0</td>
<td>“Some subheading may not be needed (e.g., ‘select a ladder to view its events’)” [Developer 1]</td>
</tr>
<tr>
<td>9. Help users recognize, diagnose, and recover from errors</td>
<td>0</td>
<td>“Did not encounter any error conditions” [Developer 5]</td>
</tr>
<tr>
<td>10. Help and documentation</td>
<td>0</td>
<td>“Help documentation was readily available on all screens” [Developer 5]</td>
</tr>
</tbody>
</table>

*Heuristic scoring range: 0=none, 1=cosmetic, 2=minor, 3=major, and 4=catastrophic.

Screenshots of the final version of MindClimb are provided in Figure 6. Based on the high-fidelity evaluations from adolescents and app developers, the final version of the app has the following key content and functions: (1) step ladders, (2) dashboard, (3) relaxation, (4) thinking traps, (5) rewards, (6) settings, and (7) help sessions.

**Figure 6.** Screenshots of key content domains for MindClimb.

First, the app contains step ladders, formerly termed fear ladders. Up to four coping strategies built into the app (eg, audio clips of soothing sounds, text instruction and videos of relaxation techniques) can be identified for each event. When creating ladders, the adolescent indicates how difficult they think it will be to complete the exposure (scale of 1 [easy] to 10 [hard]); after completion of the exposure, adolescents can rate the activity again in terms of its difficulty to actually carry out. Users are able to repeat exposures as part of the step ladder features; ladders can be archived for review of progress and activities.

Second, the dashboard contains all of the upcoming events created for each step ladder. The dashboard provides a quick overview of scheduled events sorted by date.

Third, for the relaxation feature, text and audiovisual clips are available in conjunction with information about relaxation features; ladders can be archived for review of progress and activities.
techniques that can be used as strategies before and after exposure events and for general self-care.

Fourth, the thinking traps section contains brief information on and examples of common cognitive errors.

Fifth, a rewards section tracks adolescent progress with step ladder events. Points are awarded for event and ladder completion; different point levels allow the adolescent to unlock different MindClimb characters that appear with encouraging messages while the app is being used.

Sixth, a settings screen allows the adolescent to protect MindClimb with a 4-digit personal identification number (PIN), set a security question and answer should the PIN be forgotten, and turn on calendar syncing so that MindClimb events sync with the phone’s calendar app.

Last, a help session supports use in each content domain (e.g., sample ladders are provided in the step ladders section).

Phase 3
A total of 8 adolescents (all girls) and 3 therapists (all women) used MindClimb during group therapy between November 2017 and December 2018. Another 3 adolescents consented to participate, but 1 withdrew from the study and 2 did not download the app for study participation. The 2 adolescents who did not download the app for use did not provide information on why they chose not to use the app. The mean age across the participating adolescents was 14.0 (SD 1.5) years. The median SCARED score reported by adolescents was 56 (range of 46-62); the median SCARED score reported by parents regarding their children was 46 (range of 23-60).

Over the group treatment sessions, MindClimb use began during session 3 (with 2 adolescents), session 4 (with 1 adolescent), session 5 (with 3 adolescents), or session 6 (with 2 adolescents). All the adolescents reported using the app between sessions, and use ranged between features and adolescents (Figure 7); none of the adolescents reported use in the final week of treatment. The largest range of use occurred with the relaxation feature of the app, with some users using it infrequently (once) and some using it regularly (24 uses over a 4-week period). Use of the thinking traps feature was also varied (range of 0-18 uses). The step ladders feature was the most regularly used, with most adolescents using it 9 to 10 times during group treatment.

The average satisfaction score among adolescents was 11.3 (SD 1.4). Adolescents rated the step ladder (median rating of 7) and relaxation (median rating of 7) features of MindClimb as slightly more helpful in completing weekly exposure activities than the thinking traps feature (median rating of 6) (Table 4). The average satisfaction score among therapists was 10.0 (SD 2.0). Therapists reported slightly higher overall satisfaction with the app compared with adolescents (Table 4).
Table 4. Adolescent and therapist satisfaction with MindClimb.

<table>
<thead>
<tr>
<th>Question</th>
<th>Responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adolescents</strong></td>
<td></td>
</tr>
<tr>
<td>Q1. Satisfaction with the amount of help they received from MindClimb</td>
<td></td>
</tr>
<tr>
<td>Quite dissatisfied</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Indifferent or mildly dissatisfied</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Mostly satisfied</td>
<td>6 (75)</td>
</tr>
<tr>
<td>Very satisfied</td>
<td>2 (25)</td>
</tr>
<tr>
<td>Q2. Satisfaction with the kind of support they wanted from MindClimb</td>
<td></td>
</tr>
<tr>
<td>No, definitely not</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No, not really</td>
<td>1 (13)</td>
</tr>
<tr>
<td>Yes, generally</td>
<td>6 (75)</td>
</tr>
<tr>
<td>Yes, definitely</td>
<td>1 (13)</td>
</tr>
<tr>
<td>Q3. Whether they would recommend MindClimb to a friend if they needed similar help</td>
<td></td>
</tr>
<tr>
<td>No, definitely not</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No, I don’t think so</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Yes, I think so</td>
<td>5 (63)</td>
</tr>
<tr>
<td>Yes, definitely</td>
<td>3 (38)</td>
</tr>
<tr>
<td>Q4. Satisfaction with the amount of support they received from MindClimb to help them deal more effectively with their anxiety</td>
<td></td>
</tr>
<tr>
<td>No, it seemed to make things worse</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No, it didn’t really help</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Yes, it helped somewhat</td>
<td>5 (63)</td>
</tr>
<tr>
<td>Yes, it helped a great deal</td>
<td>3 (38)</td>
</tr>
<tr>
<td>Q5. Whether they would use MindClimb again if they were to seek help again</td>
<td></td>
</tr>
<tr>
<td>No, definitely not</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No, I don’t think so</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Yes, I think so</td>
<td>6 (75)</td>
</tr>
<tr>
<td>Yes, definitely</td>
<td>2 (25)</td>
</tr>
<tr>
<td><strong>Therapists</strong></td>
<td></td>
</tr>
<tr>
<td>Q1. Satisfaction with the amount of contributions MindClimb made to each treatment</td>
<td></td>
</tr>
<tr>
<td>Quite dissatisfied</td>
<td>1 (33)</td>
</tr>
<tr>
<td>Indifferent or mildly dissatisfied</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Mostly satisfied</td>
<td>1 (33)</td>
</tr>
<tr>
<td>Very satisfied</td>
<td>1 (33)</td>
</tr>
<tr>
<td>Q2. Whether they would recommend MindClimb to a colleague who was looking to use an app in their clinical practice</td>
<td></td>
</tr>
<tr>
<td>No, definitely not</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No, I don’t think so</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Yes, I think so</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Yes, definitely</td>
<td>3 (100)</td>
</tr>
<tr>
<td>Q3. Whether they would use MindClimb in the future with other patients</td>
<td></td>
</tr>
<tr>
<td>No, definitely not</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No, I don’t think so</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Yes, I think so</td>
<td>1 (33)</td>
</tr>
</tbody>
</table>
MindClimb experience interviews with adolescents identified that they all participated in the study to see if the app could help them manage their anxiety. All the adolescents felt confident in their ability to use the app, found it easy to use, and stated that experience was not needed to use it. One adolescent noted that some prior CBT sessions would be required so that treatment terminology and skills (eg, step ladders) were learned prior to MindClimb use. A selection of adolescent quotes on the MindClimb app, grouped by our a priori categories (experiences, barriers, facilitators), are provided in Textbox 1. All the adolescents felt that the app fit well with their usual approach to treatment activities and was useful to helping complete treatment activities outside of group sessions. Moreover, 6 of the adolescents reported that they did not experience any negative outcomes associated with using MindClimb. All 8 adolescents found the reminders for use (eg, “miss you” and “where have you been?”) that were built into the app were helpful for use and necessary to ensure that they used the app regularly. Six adolescents found that they would forget to use the app if they had a busy day, if they “weren’t in the right head space—like feeling mad,” or if they had a lot of school homework.

Textbox 1. Adolescent perspectives on using the MindClimb app.

Experiences with MindClimb during treatment

- “I used it for a Step Ladder on how to be comfortable around new people. One of the steps was to sit beside someone on the bus. I felt accomplished when I did it.” [Participant 2]
- “I used it when starting a new dance class. In the car I used the relaxation sounds/techniques.” [Participant 5]
- “It is nice that it is on my phone and I can use it whenever I need it. It is easy and helpful.” [Participant 3]
- “Helped a lot. Not needing to look at book [group materials]. Have it with me all the time on the phone.” [Participant 4]
- “Pretty important. Step Ladders in group had reminders and would help me remember to do therapy homework which was helpful.” [Participant 6]

Challenges and barriers to use

- “Sometimes worried if making stepladder wrong. Put two activities in same stepladder but figured it out.” [Participant 6]
- “Low to mid was more helpful in terms of anxiety level using app. [When] very worried/nervous, [the app] did not help as anxiety too high.” [Participant 8]
- “It can get boring with only Step Ladders. Being able to get different coloured characters and new accessories [rewards] would make me use it more.” [Participant 2]

Facilitators for use

- “Reminders were good. Step Ladders helped. Homework [from the group] is stressful as is, [the app] helped remind to do it.” [Participant 8]
- “Relaxed, planned out [prepared], organized.” [Participant 7]
- “Reminded me of the things I learned in group. What they teach is there [in the app] all the time.” [Participant 4]
- “… it was really easy to open up app anywhere and use it.” [Participant 1]
- “Happy when got points and new [characters].” [Participant 6]
The 3 therapists described feeling confident in incorporating the app into treatment sessions, stating that the app was easy to use and intuitive. However, reminding patients to use it in sessions, including detailing app use in the treatment manuals and having therapists model use during group sessions, were described as approaches for ensuring routine use and maximizing app contributions, and 1 therapist noted that not having access to their patients’ step ladders was challenging, as they liked to have copies on file (“ability to review/record information” [Therapist 1]). Selected quotes from the therapists’ experiences with MindClimb use are presented in Textbox 2, as are quotes on perceived benefits and limitations to use.

**Textbox 2.** Therapist perspectives on using the MindClimb app with adolescents during group cognitive behavioral therapy (CBT).

**Experience using MindClimb**
- “So in group setting [I] was a little hesitant to ask and have them use it. Did not want to make them feel uncomfortable. Worried that would get distracted with navigating app instead of content. Would be great to have the app on computer or iPad on smart board—project on screen and follow on the large screen. This would be easier to help visually.” [Therapist 1]
- “Sometimes forgot to remind people to use it. Need reminders for clinicians and possibly integrate in manual so that you remember to incorporate in each part of CBT.” [Therapist 3]
- “No ethical or legal issues beyond what youth already record in their book or notes, need to keep it confidential and not able to [be] accessed by others. In most cases book/paper is less confidential as lying around.” [Therapist 3]

**Benefits to using MindClimb during treatment**
- “Much more helpful for youth to use their skills in the moment- huge plus. Also most teens are digital oriented with their phone, so more likely to use than paper, and more fun. More [discreet] as well… Most teens will forget workbook but very few forget their phones.” [Therapist 1]
- “Main benefits are that the material and skills are always accessible and anxiety can happen anywhere. Also great for reminding youth to practice. [Helps] the clinician in having skills and tools more readily available for practice (like not forgetting their homework sheet).” [Therapist 3]

**Limitations to using MindClimb during treatment**
- “Only disadvantage is not being able to share stepladders… Realistic thinking was [also] a challenge as the app did not fit as well with this skill.” [Therapist 1]
- “I think having them put in the reminders in-session would have been better; to walk them through how to use it with their own examples. Again, easier done in an individual than a group setting.” [Therapist 2]
- “[Need] preplanning with group to incorporate app into group structure. More info structure on how to do it in the group as to how they would use it. Also need to make sure they are using the app for group and not something else on their phone.” [Therapist 1]
- “More screen time.” [Therapist 3]

**Discussion**

**Principal Results**
In this study, a multiphasic user-centered design approach allowed our team to develop, design, and test the MindClimb app with input from designers, developers, adolescents, and therapists using multiple approaches. Guiding principles for app development were the promotion of autonomy and ownership of treatment goals outside of formal treatment sessions, the focus on real-time skills practice, the personalization of treatment, and the simplicity of use under stress. The design of the app incorporated core components in a successful digital mental health tool that was secure and co-designed by stakeholders (adolescent users and clinicians) and that integrated evidence-based skills and usability [28]. The app was designed with high rigor in 3 stages of development and had high usability ratings by users (adolescents) and app developers, with only minor errors that were corrected before the final version. In our real-world usability evaluation, we found that adolescents and therapists were satisfied with the MindClimb app and found it easy to use and helpful in practicing CBT skills during treatment. Adolescents found the relaxation strategies and the step ladders with reminders to practice to be the most helpful components of the app. Therapists identified the benefits of having this app to help youth practice skills between CBT sessions and encouraged further integration of app usage into CBT sessions to encourage regular app usage. Both therapists and adolescents found the tools on the app easy to use and the most relevant to CBT practice. Step ladders and relaxation strategies were the two most used components of the app, and adolescents reported using the app between CBT sessions.

**Limitations**
MindClimb was designed to be simple and easy to use between CBT sessions to plan and complete real-time exposure activities using skills (cognitive, relaxation, exposure practice, and reward) learned in treatment. As it was not intended to be a broad-scope, stand-alone treatment app, it includes some but not all of the recommended evidence-based treatment components for anxiety disorders: psychoeducation, self-monitoring, cognitive skills, problem solving, exposure activities, and contingency management. In a recent review of the content in smartphone apps marketed for child and adolescent anxiety, Bry et al [29] concluded that there are few comprehensive, evidence-based self-management apps available for use. We propose that fit for purpose also needs to be considered alongside app content to ensure that the proposed intent of an app is supported by its content and that evaluations...
of an app are also consistent with its intent. In this regard, we feel that MindClimb has been designed for a specific purpose for use by adolescents (users) in treatment and CBT therapists, and its functions reflect this purpose.

The results of MindClimb implementation are derived from a small sample of adolescents and therapists and should be interpreted with this limitation in mind. We were unable to recruit our intended sample size for phase 3 of the project, which would have allowed us to study app use over a more diverse user population (including, potentially, male users). Recruitment was challenging, as there were not as many CBT groups offered for anxiety during the study period due to a decrease CBT clinician availability. Future implementation studies of MindClimb (and other mHealth apps) need to examine the penetrance of MindClimb in clinical practice and include more diverse populations of users (reflected in gender identity, type of anxiety disorder and treatment setting, etc).

**Comparison With Prior Work**

A recent review by Wozney and colleagues [30] indicated that acceptability is the most commonly investigated implementation outcome among studies of e-mental health care technology for adolescent depression and anxiety. The development and evaluation of MindClimb contributes additional methods and data on app learnability and initial usability. The field of e-mental health care technology will continue to benefit from studying a broader range of implementation outcomes. For apps such as MindClimb that are intended for use alongside therapy, important implementation outcomes include fidelity (the degree to which an app was implemented during CBT as intended), penetration (the extent of app use within a treatment setting), and sustainability (the extent to which an app’s use was maintained in a treatment setting) [31]. Feedback from therapists in this study suggested that workflow and integration issues are critical for embedding new technology in clinical care. Like our study, in other mHealth studies, technology has been regarded as useful, easy, and relevant to CBT practice, but support during use, other commitments, perceived relevance, and difficulty of use can be factors in whether an adolescent uses and continues to use a technology [32,33]. Implementation studies examining fidelity, penetration, and sustainability can introduce new understanding of the impact of apps on the course of treatment and on therapist roles, responsibilities, and workflow and inform the development of tailored implementation strategies to support app use during therapy. Such evaluations can occur within studies testing the impact of the technology on adolescent health outcomes. This hybrid approach to studying intervention effectiveness and implementation [34] offers an efficient and comprehensive approach to studying mHealth technologies in real-world clinical settings.

**Conclusions**

MindClimb was developed and tested by adolescent users of CBT and therapists in cooperation with app developers. This approach resulted in an mHealth app that was relevant, accepted, and used by adolescents during CBT for anxiety. Evaluation of the use of this app in a clinical practice setting demonstrated that adolescents and therapists generally felt it was helpful and easy to use for CBT practice outside of therapy sessions. As exposure practice is the core component to anxiety CBT treatment and often reported as the most challenging to practice, the app shows promise in helping encourage adolescents to use these skills outside of therapy sessions. Having CBT skills and tools at all times on their phones provides adolescents the opportunity to practice skills more often between sessions. MindClimb increased access to evidence-based CBT skills outside of the formal therapy sessions in a format accepted and used by teenagers. Clinicians found the app helpful in encouraging practice but sometimes forgot to remind their patients; they recommended integrating app usage into the CBT treatment manual. Implementation studies with larger youth samples that examine the integration of technology in clinical care and the impact of the app plus CBT on clinical care processes and patient outcomes are now necessary.
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User Experience of Mobile Personal Health Records for the Emergency Department: Mixed Methods Study

Abstract

Background: Personal health records (PHRs) can be useful in the emergency department, as they provide patient information in an accurate and timely manner and enable it to be used actively. This has an effect on patients' health outcomes and patient experience. Despite the importance of PHRs in emergencies, there are only a few studies related to PHRs in emergencies that evaluate patient experience.

Objective: This study aims to introduce the novel mobile PHR (mPHR) platform to emergency environments and assess user experience.

Methods: The study was conducted from October 2019 to November 2019. In total, 1000 patients or carers in the emergency departments of 3 hospitals were provided an application-based service called FirstER, which was developed to collect and utilize medical information for patients in the emergency department. This study was performed as a mixed methods study. After using FirstER, we investigated its usability and conducted a survey on the experience of obtaining medical information with a legacy system and with FirstER. Additionally, we interviewed 24 patients to gain insight into their experiences regarding medical information using FirstER. For the quantitative analysis, the survey results were analyzed using descriptive statistics (mean and standard deviation). For the qualitative analysis, we determined the keywords and their frequencies from each survey question and interview question.

Results: In total, 1000 participants, consisting of both patients and carers, were recruited in this study. Their mean age was 41.4 (SD 13.3) years. We ascertained participants’ satisfaction with FirstER and their mPHR needs through a survey and an in-depth interview. With the current system, participants were not well aware of their health conditions and medical information, and they were passive in the use of their medical information and treatment. However, they wanted their medical information for several reasons, such as information sharing and managing their health conditions. FirstER provided participants with their needed information and an easy way to access it. The mean System Usability Scale (SUS) value was 67.1 (SD 13.8), which was considered very near to acceptable.

Conclusions: This study is the first to implement mPHRs in the emergency department of large tertiary hospitals in the Republic of Korea. FirstER was found to enhance user experience in emergencies, as it provided necessary medical information and proper
user experience. Moreover, the average SUS was 67.1, which means that participants found FirstER to be very near to acceptable. This is very encouraging in that FirstER was developed within a very short time, and it was a pilot study.

**Trial Registration:** Clinicaltrials.gov NCT04180618; https://clinicaltrials.gov/ct2/show/NCT04180618

*(JMIR Mhealth Uhealth 2020;8(12):e24326)*   doi:10.2196/24326
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**Introduction**

**Importance of Information in the Emergency Department**

Patient information is very important in the emergency department. Medical staff can treat patients appropriately when they have accurate patient information in a limited time, which affects the patients’ health outcome [1-4]. From the patient’s point of view, some studies show that a more positive experience was had in terms of improved health outcomes or emotional aspects during the treatment process when the patient received medical information about themselves [5-8]. However, it is relatively difficult to obtain or provide medical information for emergency patients as compared to other patients, such as outpatients; handling patient information is challenging because they visit the hospital unexpectedly and patient information is often managed by a separate hospital [4-6]. Therefore, it is important to develop ways for providing patient medical information to satisfy the special situations and needs of emergency patients, which, ultimately, contribute to the improvement of health outcomes [9].

**Patient Health Records Enhance Care Effectiveness by Providing Patient Medical Information**

Despite the importance of access to and provision of complete patient information, access to on-demand medical information is not well achieved [10]. In this situation, a feasible solution is the patient health record (PHR), which allows patients to generate and manage their overall information [11-16], as well as the mobile PHR (mPHR), which is linked with mobile phones and can access information from anywhere. These enable continuous care and follow-up by aggregating patient information that had previously been fragmented around medical institutions for the patient’s focus [14,17]. In addition, by better understanding one’s health through one’s own medical information, patients can actively participate in treatment-related activities such as decision-making and medication compliance, which positively affect self-management effectiveness. Consequently, it improves care outcomes and patient status [11-16].

**Importance of User Experience of PHR for the Emergency Department**

We expected to improve the patient experience by providing information through mPHR in emergency situations. However, studies conducted thus far have focused on PHR research in nonemergency situations [13,15]. In the context of emergency situations, there were studies on instruction and education to improve the discharge process of patients, but this did not utilize PHR [5]. For PHR in emergency situations, some studies were conducted with respect to setting systems for PHR [18]. Additionally, a study reported that both patients and medical staff were willing to use PHR [18]. Although many studies have suggested that PHRs have a positive effect on patients, it is necessary to observe the user experience of mPHR in real emergency situations because the utility of a system depends on a specific environment [19]. We wanted to ensure that we provided easy-to-understand patient information that was genuine and updated [6,20,21] and that the patients could use the mPHR application well [6,20-22]. Research on these patients’ experiences will lead to better patient participation and satisfaction, and ultimately, may achieve the goal of improving the quality of health care [20,23].

**Objective**

This study aimed to introduce the novel mPHR platform to emergency environments and to assess user experience.

**Methods**

**Development of the Novel Mobile PHR: FirstER**

FirstER, a mobile application-based platform, was developed to collect and utilize medical information, especially for emergency patients and medical staff. Our previous study described the content of FirstER [24]. We conducted interviews and surveys with various stakeholders in emergencies to identify PHR service requirements in emergency medical environments, services and functions based on PHRs, patients’ willingness to provide information for PHR services, and items of medical value for PHR development. That study proved the validity of the need for PHRs in the emergency medical environment and was used as basic data before implementing practical services; therefore, it became the basis for organizing the information used in this study.

Further, medical staff reassessed the results to determine the most necessary details and organized the information. Later, the whole system was created, including a mobile application for patients and a web page for medical staff. Servers were set up in each hospital, and they were connected with a security cloud service so that the medical information from 3 hospitals could be gathered in a cloud assigned for each patient. With the mobile application and web page, patients and medical staff could access the medical information of the patients in the emergency department.
Structure of the FirstER

Overview

The following process was carried out: First, when a patient visited the emergency department, they downloaded the FirstER application on their mobile phone, after which the patient created an account and agreed to provide personal information. Second, the cloud received the subscriber’s information (including patient ID) and sent it to the linked server in the hospital system. Third, the subscriber’s emergency department data were extracted from the hospital information system server, and the subscriber’s data were sent to the service-linked server. Fourth, the service-linked server sent the subscriber’s emergency department data to the cloud. Fifth, in the cloud, the emergency department data were stored and sent to the application. Lastly, the patient could check their emergency department data on their mobile phone.

Once the patient agreed to reveal and share their medical information with medical staff through an emailed link to a medical information summary, the medical staff could connect to the web page showing the patient’s medical information (Figure 1).

FirstER consists of 2 categories: health records, and information management and setting (Figure 2).

Figure 1. Overview of the FirstER system. ①~⑥ (line): the process in which patients obtained their medical information. ⑦~⑨ (dotted line): the process in which medical staff accessed the patient’s medical information. When a user sent a request to the client, the webserver processed the command and sent an answer back to the user. The user requests that the webserver could not process were sent to the WebSphere Application Server (WAS), and the results were handed over to the users after they were received. It provided static content such as HTML, CSS, etc. The WAS server provided dynamic content, such as DB inquiry, processing logic, etc. ER: emergency room; DB: database.
Health Records

The health records comprised 2 sections: hospital records and self-reported information. The hospital records involved visit records and information on medication. When the patient who created an account in the service logged into the application, they could see the main page, which featured a summary of their records (name, gender, age, blood type, and recent hospital visits) at the top of the page. Additionally, there were 4 buttons showing hospital visits, medication, self-reports of pain, and
blood pressure. From the main page, the patient could download the emergency department information by entering the patient ID. Under “Hospital Visit Records,” there were details of the reason for the visit, the patient’s status at that time, and multiple lab results, such as blood, urine, and biochemical examination. Under “Medication Information,” users could see the name and in-depth information about the prescribed drug.

In the “Self-report” section, the user could select body regions in an image of the human body to indicate where they feel pain and enter their symptoms with an icon expressing the severity of the pain. Additionally, the user could record their blood pressure. These self-reports could be used in medical visits or for the user’s health self-management.

As the main feature of FirstER, the user could send the medical information summary to their carers and medical staff.

**Information Management and Setting**

The Information Management and Setting page allowed users to manage individual, health, and policy information and access help. Under “Individual Information Management,” the patient could manage their information, including patient ID for each hospital and passwords. In the “Health Information Management” section, the patient could choose which data are visible (in case the patient believed that some information was unnecessary). Additionally, a user guide, contact information for asking questions, and policy information was featured. Moreover, the user could decide to withdraw from the service without any constraint in this section.

**Study Design**

**Participants**

The participants recruited for this study had visited the Emergency Department of Samsung Medical Center (SMC), Asan Medical Center (AMC), or Dong-A Medical Center (DMC) from October 2019 to November 2019. These 3 medical institutes are large tertiary hospitals in Seoul and Busan in Korea; the number of beds in each hospital are 1989 in SMC, 2705 in AMC, and 1000 in DMC. A System Usability Scale (SUS) score of 68 was considered an average score, and a score of 70 was the basis for acceptability. Therefore, 69.5 points (ie, slightly above 68) was set as the target SUS value. The method for calculating the number of samples used a constant of (68) and a difference of (69.5-68=1.5). To analyze the mean values, a 1-sample t test was chosen. The effect size was 0.117, the significance level was 0.05, and the power was 0.95. Effect size was obtained using the following formula:

Under these conditions, a required sample size of 792 was calculated and 1000 people were recruited for multicenter research, taking a dropout rate of approximately 21% into account.

Participants were excluded if they were younger than 19 years, declined to participate, were deemed to face difficulty using mobile applications, or were unconscious while leaving the emergency department (eg, if the patient was disoriented or confused, not conscious, or whether they were in a state of shock or cardiac arrest). However, even in these cases, carers were able to be included as clinical trial subjects. Informed consent was obtained from all the participants. The study protocol (2019-07-066-010) was approved by the institutional review board (IRB) office at Samsung Medical Center in Seoul, Republic of Korea (Figure 3).

![Flowchart for the study, featuring inclusion and exclusion criteria. ED: Emergency Department; KTAS: Korean Triage and Acuity Scale (a Korean emergency patient classification tool divided into levels 1-5 depending on severity); SUS: System Usability Scale.](http://mhealth.jmir.org/2020/12/e24326/)
Protocol
We conducted a usability study with a fully functional mobile phone prototype using a mixed methods approach. When the patients and carers visited the hospitals’ emergency departments, they were informed of the study’s purpose and provided with consent forms. Further, they could download the FirstER application, and they were informed about how to use it. After they installed the application, they were asked to complete a paper questionnaire, including information on demographic characteristics, a smartphone-use score, surveys, and a SUS score. After that, in-depth interviews were conducted with semistructured questions, including details of the survey’s content. The interview was conducted via convenience sampling. All the interviews were recorded with the consent of each participant (Figure 3).

Outcome Measurement
The primary outcome was the application’s usability as reported by the users (ie, patients and carers) and how they felt while using FirstER. For this, we used the survey method, an in-depth interview, and SUS scores.

Questionnaire Study
The questionnaire consisted of 4 categories: (1) demographic information, (2) smartphone-use status, (3) survey on the experience of obtaining medical information with a legacy system and FirstER, and (4) the SUS for assessing the usability of the application using a 5-point Likert scale (1-strongly disagree, 5-strongly agree) [25].

In the demographics category, participants were asked about their age, gender, marriage status, main carer, education level, and residential area. For smartphone-use status, we obtained 10 questions from a smartphone technology quotient and indices for smartphone usage developed in Korea, which consisted of 4 parts: recognition, access, usage, and capacity [26]. The questions were about the period and duration of smartphone use, how important the smartphone and its applications were in the participants’ life, how well the participants could use applications, and so on. A 5-point Likert scale was used to respond to these questions (1-strongly disagree, 5-strongly agree), except for questions 7 and 8, for which a 4-point Likert scale was used. For each question, the responses were converted to a 10-point scale; each selection was multiplied by 2.5 for questions 7 and 8, and by 2 for the other questions, and each score was then summed up based on the highest score of 100.

The survey category consisted of surveys about previous or current medical information experience as well as the experience of using FirstER as a novel way of viewing medical information.

In-depth Interview
To acquire more information about the subjects, interview questions about the survey’s themes and the patient’s medical information experiences in emergencies were asked. The interview questions were semiconstructed.

Data Analysis
First, we determined the constitution of demographic features and calculated the mean (SD) for the SUS. Further, we conducted linear regression for the SUS according to the smartphone-use score. Data analyses were conducted with R software (version 3.3.1; R Foundation).

For the survey and in-depth interview, we analyzed the frequency, tendency, and keywords of the answers to each question to determine and categorize the participants’ thoughts on themes.

Results
Demographics and Smartphone-Use Score
In total, 1000 participants, which included patients and carers, were recruited in this study. The demographic information of these participants is summarized in Table 1. The study participants included people of different age groups, genders, and marital statuses, and differed in the relationship of the main carer, the area of residence, education level, and status as a patient or carer.

There were more female participants (618/1000, 61.8%) than male participants (382/1000, 38.2%). Furthermore, the average age was 41.4 (SD 13.3) years. Of the 1000 participants, there were 414 (41.4%) patients and 586 (58.6%) carers. The number of participants who self-reported as not married was 35.9% (359/1000), and 64.1% (641/1000) self-reported as married. The main carer of the patients was mostly a spouse or family member (962/1000, 96.2%). Of the 1000 participants, 722 (72.2%) had obtained an education higher than college graduation, and 702 (70.2%) lived in Seoul or the capital area. The mean smartphone-use score was 81.4 (SD 11.2; Table 1).
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>382 (38.2)</td>
</tr>
<tr>
<td>Female</td>
<td>618 (61.8)</td>
</tr>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
</tr>
<tr>
<td>19-39</td>
<td>481 (48.1)</td>
</tr>
<tr>
<td>40-59</td>
<td>419 (41.9)</td>
</tr>
<tr>
<td>60+</td>
<td>100 (10.0)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Not married</td>
<td>359 (35.9)</td>
</tr>
<tr>
<td>Married</td>
<td>641 (64.1)</td>
</tr>
<tr>
<td><strong>Patient/carer</strong></td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td>414 (41.4)</td>
</tr>
<tr>
<td>Carer</td>
<td>586 (58.6)</td>
</tr>
<tr>
<td><strong>Respondent’s main carer</strong></td>
<td></td>
</tr>
<tr>
<td>Spouse/family</td>
<td>962 (96.2)</td>
</tr>
<tr>
<td>Other</td>
<td>38 (3.8)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>College or higher-level education</td>
<td>722 (72.2)</td>
</tr>
<tr>
<td>High school or lower-level education</td>
<td>278 (27.8)</td>
</tr>
<tr>
<td><strong>Residential district</strong></td>
<td></td>
</tr>
<tr>
<td>Seoul/capital area</td>
<td>702 (70.2)</td>
</tr>
<tr>
<td>Other</td>
<td>298 (29.8)</td>
</tr>
<tr>
<td><strong>Smartphone-use score</strong></td>
<td></td>
</tr>
<tr>
<td>≤60</td>
<td>45 (4.5)</td>
</tr>
<tr>
<td>61-80</td>
<td>356 (35.6)</td>
</tr>
<tr>
<td>≥81</td>
<td>599 (59.9)</td>
</tr>
</tbody>
</table>

**Survey**

**Experience of Obtaining Medical Information With a Legacy System**

With respect to requesting medical information from the hospitals they had visited, 34.3% (358/1043) of participants reported having no experience requesting their personal medical information, and 56% (584/1043) reported that the reason for requesting their personal medical information was for their employment company or insurance company. The participants needed various kinds of information about their previous conditions while visiting hospitals and wanted to possess their own medical information to use whenever they wanted (eg, to share it with related people; Table 2).
### Table 2. Experience of obtaining medical information with a legacy system (n=1000).

<table>
<thead>
<tr>
<th>Survey question and response options</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Reasons for requiring medical information from hospitals</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>No experience</td>
<td>358 (34.3)</td>
</tr>
<tr>
<td>For submission to insurance companies</td>
<td>513 (49.2)</td>
</tr>
<tr>
<td>For submission to company or school</td>
<td>71 (6.8)</td>
</tr>
<tr>
<td>For personal storage</td>
<td>17 (1.6)</td>
</tr>
<tr>
<td>Deliver to family or carers</td>
<td>50 (4.8)</td>
</tr>
<tr>
<td>Other</td>
<td>34 (3.3)</td>
</tr>
<tr>
<td><strong>2. How convenient did you feel the process was for requesting medical information before?</strong></td>
<td></td>
</tr>
<tr>
<td>Inconvenient</td>
<td>395 (39.5)</td>
</tr>
<tr>
<td>Mediocre</td>
<td>395 (39.5)</td>
</tr>
<tr>
<td>Convenient</td>
<td>142 (14.2)</td>
</tr>
<tr>
<td>No response</td>
<td>68 (6.8)</td>
</tr>
<tr>
<td><strong>3. Have the absence of any of the following kinds of medical information caused you inconvenience when visiting a hospital?</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Diagnosis and test results</td>
<td>526 (33.7)</td>
</tr>
<tr>
<td>Medication information in progress (name, capacity, etc)</td>
<td>455 (29.2)</td>
</tr>
<tr>
<td>Types of tests carried out</td>
<td>416 (26.7)</td>
</tr>
<tr>
<td>The name of the hospital visited, or the department of medicine</td>
<td>71 (4.6)</td>
</tr>
<tr>
<td>Other</td>
<td>91 (5.8)</td>
</tr>
<tr>
<td><strong>4. What are your reasons for wanting to get personal medical information?</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>I want to know all the information related to my health.</td>
<td>685 (28.8)</td>
</tr>
<tr>
<td>I want to have it at all times in case of an emergency.</td>
<td>561 (23.6)</td>
</tr>
<tr>
<td>I think it's my obvious right.</td>
<td>346 (14.5)</td>
</tr>
<tr>
<td>I want to show it to another hospital or another doctor.</td>
<td>295 (12.4)</td>
</tr>
<tr>
<td>I want to show it to my family and my carer.</td>
<td>250 (10.5)</td>
</tr>
<tr>
<td>I want to know my health condition in detail through an internet search or community, etc.</td>
<td>222 (9.3)</td>
</tr>
<tr>
<td>I don't want to collect more detailed medical information than I have now.</td>
<td>16 (0.7)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (0.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>The respondent could select multiple responses.

### Experience of Using FirstER

Regarding FirstER, the most helpful information in the application, as per the participants, was ranked in the following order: lab test results (327/1091, 30.0%), personal health self-record (280/1091, 25.7%), function showing data to medical staff (211/1091, 19.3%), and drug information (124/1091, 11.4%). Further, most participants (329/1018, 32.3%) responded that all the information showed on the application was necessary. Personal medical information is sensitive, but many participants (790/1000, 79.0%) agreed to store their medical information on the internet with their consent, while others (207/1000, 20.7%) felt uncomfortable. Table 3 shows participant comments on the application.
Table 3. Participant experience of using FirstER (n=1000).

<table>
<thead>
<tr>
<th>Question and response options</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The most helpful information in the application&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Lab test results</td>
<td>327 (30.0)</td>
</tr>
<tr>
<td>Personal health self-records</td>
<td>280 (25.6)</td>
</tr>
<tr>
<td>Function showing data to medical staff</td>
<td>211 (19.3)</td>
</tr>
<tr>
<td>Medication information</td>
<td>124 (11.4)</td>
</tr>
<tr>
<td>Real-time emergency department records</td>
<td>99 (9.1)</td>
</tr>
<tr>
<td>Hospital visits record</td>
<td>29 (2.7)</td>
</tr>
<tr>
<td>Other</td>
<td>21 (1.9)</td>
</tr>
<tr>
<td>2. The most unnecessary information in the application&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>329 (32.3)</td>
</tr>
<tr>
<td>Hospital visits record</td>
<td>111 (10.9)</td>
</tr>
<tr>
<td>Personal health self-records</td>
<td>109 (10.7)</td>
</tr>
<tr>
<td>Real-time emergency department records</td>
<td>79 (7.8)</td>
</tr>
<tr>
<td>Function showing data to medical staff</td>
<td>51 (5.0)</td>
</tr>
<tr>
<td>Lab test results</td>
<td>29 (2.8)</td>
</tr>
<tr>
<td>Medication information</td>
<td>23 (2.3)</td>
</tr>
<tr>
<td>Other</td>
<td>287 (28.2)</td>
</tr>
<tr>
<td>3. Opinion about the acceptability/unacceptability of personal medical information being stored on the internet when consent is given</td>
<td></td>
</tr>
<tr>
<td>It does not matter</td>
<td>450 (45.0)</td>
</tr>
<tr>
<td>Not good or bad</td>
<td>340 (34.0)</td>
</tr>
<tr>
<td>Uncomfortable</td>
<td>207 (20.7)</td>
</tr>
<tr>
<td>No response</td>
<td>3 (0.3)</td>
</tr>
<tr>
<td>4. Information that would be useful if additionally provided (a subjective answer)</td>
<td></td>
</tr>
<tr>
<td>Expanding nonemergency services</td>
<td>22</td>
</tr>
<tr>
<td>Imaging test results</td>
<td>15</td>
</tr>
<tr>
<td>Improvement in understanding of medical information</td>
<td>15</td>
</tr>
</tbody>
</table>

<sup>a</sup>The respondent could select multiple responses.

**In-depth Interview**

Through interviews, we wanted to compare the experience of obtaining medical information with a legacy system with that of using FirstER to see whether FirstER alleviated discomfort.

**Experience of Obtaining Medical Information With a Legacy System**

Interviews showed that participants were keen to know more about their medical information and to participate in their medical care. However, they were not well informed of their medical information, and they were passive in the use of medical information and their own medical care. The following is a description of the difficulties that patients were experiencing concerning their medical information: (1) difficulties getting accurate medical information in a timely manner; (2) difficulties obtaining medical information; (3) diverse reasons for desiring personal medical information.

**Difficulties Getting Accurate Medical Information in a Timely Manner**

The interviewees could not provide exact information when they were asked questions by medical staff because they could not remember, or it was difficult to arrange, medical information in an urgent situation.

*There were many things I couldn't think of, and it was difficult to prepare documents about medical information while rushing to the emergency department.* [study participant (patient)]

**Difficulty Obtaining Medical Information**

In the present system, patients usually obtained their medical information from the hospital. This was often experienced as stressful, as it was time-consuming and many medical information documents or CDs must be prepared.
Desire to Obtain Medical Information
The reasons for wanting to obtain one’s own medical information were diverse, and the results obtained were the same as those in the survey: participants wanted to use medical information directly in an emergency, and they needed exact information; also, participants wanted to concurrently look for a second opinion, considering its importance in cases of long-term disease.

Engagement and Intention of Use
Questions about engagement examined whether FirstER had satisfied the users’ needs for medical information so that they could continue using the application.

- It's important that I have my medical information because I've been sick for a long time. [study participant (patient)]
- I think I'll use it a lot because I can get a lot of information and it is convenient. [study participant (patient)]

Information Processing and Quality
We asked whether the patients had been provided with the information they wanted and whether the type of information or its contents were sufficient. Most users answered in the affirmative to these questions. Concretely, the participants reported that lab test results and medication information were the most useful. It meant that the participants used FirstER for viewing the medical information they needed. Some participants (7/20, 35.0%) reported that informational variety was lacking in the application, and some (4/20, 20.0%) reported that it was appropriate. This, once again, confirmed that user demand for information is high.

Experience of Using FirstER
We conducted interviews about FirstER to identify whether patients were satisfied with their experiences with it. We constructed interview questions with 4 categories: engagement, information processing and quality, functionality, and suggestions for improvement [19,23,27,28]. Each category related and interacted with others. Most participants were satisfied with the 4 categories of experience (Figure 4).

Engagement & intention to use
- Patients’ satisfaction with being able to have their own medical information

Information processing & quality
- Appropriacy of the type of information provided
  - Improve access to information patients wanted to see, such as medication, lab test, etc.
  - Convenience as an IT platform, not paper or CD
  - Ease of use
  - Convenience in screen use: size, color, shape, and use

Functionality
- I'm satisfied with the basic medical treatment and prescription medicine. [study participant (caregiver)]
- I don’t think we have much information yet. The more, the better. [study participant (patient)]

Functionality
- We asked if FirstER was convenient to use; provided increased access to necessary information; could help with communication with medical staff; and had an appropriate layout, screen color scheme, size features, and navigation. It seemed to be helpful in emergencies, and participants answered that it was more convenient to use an IT platform than to pack various documents. In addition, most of the respondents said that the application was easy to use and was properly configured, but there were opinions that it would be nice to have a screen-magnifying function for the elderly and more explanations about medical terms or figures.

- I think it's best that I can show my medical information to the emergency department when I'm in a hurry. [study participant (patient)]
- Just by several clicks, I can see my blood test result.
- It was more convenient than using the internet or seeing a document. [study participant (patient)]

It took me a while to register a video, and I always had to go to the hospital 30 minutes and an hour early. [study participant (patient)]
I always want to obtain information on my physical condition. [study participant (patient)]
I think it’s good for the elderly too, because the font is big. Also, it’s simple to navigate, so I think it'll be easy for the elderly as well as young people. [study participant (patient)]

Suggestions for Improvement

Through the users’ opinions for improvement, we wanted to gain insight into the factors that encourage users to continue using the application and to understand the kind of experience patients currently have. Responses to the service were positive. Various opinions were provided regarding improvements, such as a service extension for cooperative hospitals or outpatients and wards, simplifying the authentication and login process, providing additional information like imaging test results, and providing explanations of terminology and information.

I hope many hospitals participate so that I can see lots of other medical information. [study participant (carer)]

Multimedia Appendix 1 contains more information about the in-depth interviews.

SUS Analysis

We evaluated participant usability of FirstER with the System Usability Scale (SUS). The mean SUS score value was 67.1 (SD 13.8), which means participants evaluated FirstER as very near to acceptable [25]. When determining the relationship between smartphone-use scores and SUS values, the correlation coefficient was 0.8887, and it had a significant linear regression ($P=.0015$).

Summary of User Experience of the Legacy System and FirstER

A summary of the user experience with the legacy system and with FirstER is presented in Table 4.

## Table 4. Summary of the user experience with the legacy system and with FirstER.

<table>
<thead>
<tr>
<th>Key theme</th>
<th>Legacy system</th>
<th>FirstER</th>
</tr>
</thead>
</table>
| Engagement and intention to use | • Patients were not well aware of their health conditions and medical information, and they were passive in the use of their medical information and treatment.  
• Patients wanted their medical information for proof and for several other reasons, such as sharing with others, preparing for emergencies, etc. | • Patients were satisfied with owning their medical information.  
• FirstER improved patient communication with medical staff about their condition. |
| Information processing and quality | • Patients wanted their previous medical information, such as information on lab tests, medication, hospital visit records (hospital and department names), etc. | • FirstER provided the information patients had wanted, and the patients found the content to be overall sufficient.  
• Some participants reported that it would have been better if there had been explanations for better understanding of the medical terms. |
| Functionality              | • Difficulty obtaining accurate medical information promptly  
• The hassle of getting medical information; time-consuming, many documents, etc. | • FirstER enabled better and easier access to medical information using patients’ mobile phones. |

Discussion

**Principal Results and Strengths of the Study**

To the best of our knowledge, this was the first study to introduce mPHR to end-users such as patients and carers in real emergencies that were not covered by conventional PHR studies. It aimed to ensure that mPHRs improve patient access to information and improve patient experience in the emergency department. It is also meaningful to implement the essence of PHR in that it allows patients to collect their own medical records and seek continuous medical care by solving issues of high security, interoperability, and accuracy in patient record delivery with 3 large tertiary hospitals in Korea.

Studies have shown that patients were not well aware of their medical information and were passive in utilizing medical information and medical care. However, patients and carers wanted to own and better utilize medical information and were willing to be active in their medical activities. This study was the first PHR demonstration attempted in emergencies. The purpose was to observe the user experience of FirstER in emergencies; therefore, it is difficult to conclude whether FirstER outperformed the legacy system. However, FirstER fulfilled these patient needs by increasing access to information they previously needed and made it possible to sufficiently use this information, which showed that the introduction of mPHR is reasonable in real emergencies.

**Suitability of Information in FirstER: Improving Patient Experience by Providing Information That Patients Need**

Emergency departments function in almost all hospitals in one space, so they require faster and more accurate information and access to as much information as possible [3]. By providing patients with their necessary information, patient experience can be enhanced [5,23]. However, there is no standard for what
should be put into the emergency PHR. FirstER contained name, address, birth date, contact information, communication, allergy, and medical history related details [29]. Additionally, it also contained lab test results, medication-related information, etc., that cause information gaps in communication in emergency situations [4]. Medical staff selected the type of information reflected in FirstER, based on prior research on which information points are necessary for patients and medical staff in emergencies [24]. Imaging information was not included in FirstER because of system problems and general patient inability to read them independently. The survey results showed that 32.3% (329/1018) of participants reported no unnecessary information in FirstER, indicating that FirstER contained enough core data needed in emergency situations.

Reflections on the Low SUS Outcome

After receiving positive responses to FirstER in the survey and interview, the SUS was also expected to be above-average; however, it was not. The reason may be that SUS, which only deals with the ease of use of the application itself, does not contain the experience of medical information retrieval covered in surveys and interviews. Moreover, an unstable environment such as the emergency department may have made it more difficult to use FirstER rather than a typical application.

This demonstration was a pilot study to see the usability of mPHR in emergencies rather than to perfect the application. Usually, to make a better application, it takes a longer time period, and the application must go through several iterative processes. If we can further develop the application based on the results from this study, we can expect a better SUS.

Challenges in Application

First, interoperability is critical. In this study, we organized hospitals to participate and share data. However, for extension and everyday use of the service, detailed and extensive discussion is needed, as complexity increases exponentially with the increase in the number of participants. Even within an institution, multiple departments such as outpatient and operating rooms often lack sufficient standardization on patient data, which would result in challenges in a real-world application.

Second, data disclosure and privacy issues are critical. We designed this study using tight security protocols. Based on privacy legislation, the medical cloud zone, an service infrastructure (IaaS) provided by the Samsung Data System (Seoul, Korea), met the facilities and equipment standards necessary for the management and preservation of electronic medical records (EMRs), which is a requirement for the remote storage of EMRs. As for data transfer to each patient, we obtained strict written consent approved by the IRB and other consent forms in the application informing patients of which information we would collect from them. For registration, verification through the patient’s email address was required, and a unique patient’s hospital ID was used as a key to access the patient’s information from the system [30]. In addition, we provided insurance in case of accidents like patient information leakage.

Regarding data disclosure and privacy for real implementation, we have to maintain confidentiality based on regulations. Intensive user verification such as biometric technologies can be used to this end. In addition, there should be a fundamental consensus regarding the range of information sharable with these systems. Providers and users need to actively discuss the types, amounts, and methods of data sharing. In addition, we are required to consider the range of subjects that patients may want to share their data with.

Limitation

First, this study was conducted in only 3 hospital emergency departments; therefore, there could be a bias in the selection of subjects, and the results may not reflect patients and carers in all emergencies. In addition, because we had interviewed some participants via a convenience sampling method, it was difficult to reflect the opinions of all patients in the emergency department.

Second, this study was conducted within a short period of time, and within that period, visits to the emergency departments were often one-time; therefore, we could not check the participants using FirstER for a longer period of time.

Third, in relation to the above, we have not seen a better medical outcome among the patients, such as medication compliance, self-management, etc. It would have been better to show the practical utility of FirstER if we had identified better medical outcomes than those who did not use it.

Conclusion

FirstER showed that mPHRs can potentially contribute to enhancing patient experience by providing patients and carers with conveniently accessible medical information in real emergencies. To the best of our knowledge, this is the first study to introduce mPHR to end-users such as patients and carers in real emergencies that were not covered by conventional PHR studies. It is also meaningful to implement the essence of PHR in that it allows patients to manage their own medical records and seek continuous medical care while solving the issues of high security, interoperability, and accuracy.
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Abstract

Background: Determining a suitable dose of intravenous colistimethate is challenging because of complicated pharmacokinetics, confusing terminology, and the potential for renal toxicity. Only recently have reliable pharmacokinetic/pharmacodynamic data and dosing recommendations for intravenous colistimethate become available.

Objective: The aim of this work was to develop a clinician-friendly, easy-to-use mobile app incorporating up-to-date dosing recommendations for intravenous colistimethate in critically ill adult patients.

Methods: Swift programming language and common libraries were used for the development of an app, ColistinDose, on the iPhone operating system (iOS; Apple Inc). The compatibility among different iOS versions and mobile devices was validated. Dosing calculations were based on equations developed in our recent population pharmacokinetic study. Recommended doses generated by the app were validated by comparison against doses calculated manually using the appropriate equations.

Results: ColistinDose provides 3 major functionalities, namely (1) calculation of a loading dose, (2) calculation of a daily dose based on the renal function of the patient (including differing types of renal replacement therapies), and (3) retrieval of historical calculation results. It is freely available at the Apple App Store for iOS (version 9 and above). Calculated doses accurately reflected...
doses recommended in patients with varying degrees of renal function based on the published equations. ColistinDose performs calculations on a local mobile device (iPhone or iPad) without the need for an internet connection. **Conclusions:** With its user-friendly interface, ColistinDose provides an accurate and easy-to-use tool for clinicians to calculate dosage regimens of intravenous colistimethate in critically ill patients with varying degrees of renal function. It has significant potential to avoid the prescribing errors and patient safety issues that currently confound the clinical use of colistimethate, thereby optimizing patient treatment.

**KEYWORDS**
ColistinDose; colistimethate; colistin methanesulfonate; colistin; polymyxins; mobile app; renal function; renal replacement therapy; intermittent hemodialysis; sustained low-efficiency dialysis; continuous renal replacement therapy

**Introduction**

As the drug discovery pipeline for new antibiotics has dwindled [1,2], multidrug-resistant gram-negative pathogens have become a serious global health threat [3]. Colistin (ie, polymyxin E) has increasingly been used as a “last-line” therapy to treat infections caused by gram-negative “superbugs” unresponsive to other agents [4,5]. In clinical settings, colistin is most commonly available as an inactive prodrug, colistimethate (also known as colistin methanesulfonate [CMS]), for intravenous and inhalational administration [6]. Unfortunately, nephrotoxicity following intravenous administration of polymyxins (colistin or polymyxin B) can occur in up to 60% of patients and is the major dose-limiting factor [7-9]. Owing to earlier difficulties in determining concentrations of colistimethate and formed colistin, only relatively recently have studies reliably investigated the pharmacokinetics (PK) of colistimethate and formed colistin in patients [10-18]. These studies have revealed the extremely complicated PK of colistimethate and formed colistin, which in turn has made determining appropriate dosing regimens for intravenous colistimethate very challenging. The complex PK of both the prodrug and formed colistin in patients extend to those with different renal functions and those on different renal replacement therapies (RRT) given that the apparent clearance of colistin is dependent on renal function [10]. Adding to this complexity is that the dose units of colistimethate are expressed differently in different parts of the world, namely as either colistin base activity (CBA) or number of international units (IU) (approximately 33.3 mg of CBA=1 million IU=approximately 80 mg of CMS); these different expressions are known to have caused prescribing errors and patient safety issues, and substantially confound the clinical use of colistimethate [19]. Selecting an optimal dose of colistimethate in critically ill patients is thus a difficult process with serious consequences for both undertdosing (treatment failure and development of resistance) and overdosing (toxicity).

Mobile devices have become commonplace in health care settings. Professional mobile apps have created paradigm shifts in modern medicine in a number of areas including information storage and access, patient management and monitoring, clinical decision making, and clinical practice transformation [20].

Given the role of colistimethate as one of the most important last-line therapies for multidrug-resistant gram-negative bacteria and the difficulties associated with accurately determining an appropriate dose across many patient groups (including those on RRT), a user-friendly smartphone app utilizing the latest clinical pharmacological findings to determine optimal, personalized dosing regimens of intravenous colistimethate in patients would provide valuable assistance to clinicians.

We recently published the most comprehensive population PK model to date with dosing recommendations based on data from a total of 214 critically ill patients that included 29 patients on different forms of RRT [11]. To the best of our knowledge, there are no apps and only two online tools available for the calculation of colistimethate dosage regimens: a colistin dosing calculator [21] and a colistin calculator [22]. Neither tool utilizes the latest population PK model [11] for calculating the dosage regimens of intravenous colistimethate. This study aimed to develop an app, ColistinDose, for the iPhone operating system (iOS; Apple Inc) to allow clinicians to accurately and conveniently determine the dosing regimens of intravenous colistimethate on a local iPhone or iPad. Our app provides clinicians with an easy-to-use tool for determining optimal dosing regimens of intravenous colistimethate in adult patients with varying degrees of renal function directly at the bedside.

**Methods**

**Development of the ColistinDose Smartphone App**

Xcode and Interface Builder (Apple Inc) were employed to build the app’s human interaction interfaces. Several open-source libraries (including Charts, Former, Persei, and Realm; please refer to the Multimedia Appendix 1 and the Acknowledgments section in the app for detailed information) were also utilized to implement relevant user interface elements, animation, and, in particular, local data storage. The overall design of the workflow of ColistinDose is shown in Figure 1. We employed the Swift programming language and common libraries for iOS to ensure that ColistinDose was functional on different screen sizes and versions of the operating system on iPhones and iPads.
PK/Pharmacodynamics (PD) Models of Intravenous Colistimethate in Patients for ColistinDose

In 2017, we published dosing suggestions of intravenous colistimethate based on the largest population PK study conducted to date [11], including 214 critically ill patients (composed of 105 patients from an interim analysis [10] and 109 patients from an additional study site in Greece). In particular, the 2017 study included a larger number of patients with low creatinine clearances (CrCls), including 16 patients on hemodialysis, 4 on sustained low-efficiency dialysis (SLED), 7 on continuous veno-venous hemodialysis (CVVHD), and 2 on continuous veno-venous hemofiltration (CVVH); these additional patients receiving RRT improved the ability to predict doses for these patients. The structural model from the interim analysis provided the starting point for further analysis, with all relevant covariates retested. After the new population PK analysis, the final model remained similar to the earlier model.
For the calculation of the recommended loading dose (all patients), our final algorithm used ideal body weight (IBW) in all cases rather than the lower of actual body weight or IBW as per the interim analysis. The algorithm-derived maintenance (daily) dosing recommendations for patients with a CrCl >30 mL/min remained very similar to those proposed in the interim analysis. However, for patients with a CrCl <30 mL/min (including patients prescribed intermittent hemodialysis [IHD] who were on a nondialysis day), the new recommendations were approximately 100% higher than those suggested in the interim analysis and also substantially higher than the doses currently approved by the Food and Drug Administration [23]. By utilizing the most recent equations, ColistinDose provides the most accurate dosing recommendations, especially for patients with low CrCls.

**Calculations of Dosage Regimens Using ColistinDose**

Calculations were based on the equations for the loading dose (all patients) and daily dose (for patients not receiving RRT and for patients on various types of RRT) developed in our recent population PK study [11]. Patients’ IBW (kg) was calculated using the following equation: IBW = 50 kg (45.5 kg for females) + 2.3 × number of inches over 5 feet (ie, 60 inches); CrCl (mL/min) was calculated using the Cockcroft-Gault equation [24]. Three major functionalities were implemented in ColistinDose, namely calculations of the loading dose and maintenance daily dose, plus retrieval of historical records saved on the device. Recommended doses generated by ColistinDose were validated by comparison against doses calculated manually using the appropriate equations from the population PK study [11].

**Results**

**The ColistinDose App**

ColistinDose is simple to use and freely available for iOS (version 9 and above) at the Apple App Store. Upon opening the app to the main interface, the clinician is prompted to choose calculation of either a loading dose or a daily dose (Figure 2A). Prior to the publication of the final results of our population PK study [11], the importance of expeditiously achieving relatively high levels of formed colistin concentrations via a loading dose was already well known [10,11,17,18]. Following initiation of colistimethate treatment, the concentration of formed colistin increases slowly and may take up to 48 h before an acceptable average steady-state plasma concentration ($C_{\text{ss,avg}}$) of formed colistin is achieved. Achieving therapeutic concentrations rapidly in critically ill patients is important, as suboptimal PK/PD and delayed effective therapy are associated with increased mortality rates [25]. Low concentrations may also lead to development of resistance [26]. In ColistinDose, calculation of the loading dose is based on three key parameters: (1) the targeted $C_{\text{ss,avg}}$ of formed colistin, (2) gender (male/female), and (3) body height (inches or centimeters) (Figure 2A). Based on the recent population PK model, which found a colistin $C_{\text{ss,avg}}$ of 2 mg/L to be a suitable initial target concentration for intravenous treatment of bloodstream infections and some minor infections when the colistin minimal inhibitory concentration (MIC) was ≤2 mg/L [11], the selectable $C_{\text{ss,avg}}$ in ColistinDose has a default value of 2 mg/L and ranges from 0.5 mg/L to 4 mg/L, with a step of 0.5 mg/L. After pressing the “Calculate” button, the suggested loading dose is calculated using the following equation: CBA (mg) = $C_{\text{ss,avg}}$ (mg/L) × 2.0 × IBW (kg), where the IBW is calculated using the Devine formula described in “Methods” [27]. It is important to note that should the recommended loading dose exceed the maximum recommended daily dose of 300 mg CBA (ie, 9 million IU) [23], a warning message (headed “Immediate Attention”) will pop up to alert the user that the loading dose has been capped at 300 mg CBA due to safety considerations. Importantly, to help clinicians from different parts of the world, the calculated dose is expressed in both CBA and million IU to avoid prescribing errors that have been known to occur due to confusion over the conversion [19].

Because colistimethate (the administered prodrug) is predominantly renally cleared [28], whereas the formed colistin is largely cleared by nonrenal pathways [29], the equations for the calculation of the daily (maintenance) dose are complicated and require information on the renal function of the patient and whether they are on RRT [11]. Once calculation of the daily dose is selected from the main interface of ColistinDose, the CrCl (mL/min) is determined via input of the patient’s serum creatinine (mg/dL), gender (male/female), age (years), and weight (lbs or kg). A screenshot of the daily dose calculation is shown in Figure 2A. The targeted $C_{\text{ss,avg}}$ (mg/L) of formed colistin is also required [11]. Whether the patient is on RRT must also be selected. For patients not on RRT, the recommended daily dose is given in both CBA and million IU for 12-hourly administration (eg, 75 mg CBA per 12 h), with a suggestion that the first regular daily dose be administered 12 hours after the loading dose. This latter recommendation was taken from our population PK study [11]. For patients on RRT, three common dialysis options are provided: (1) IHD, (2) SLED, and (3) continuous RRT (CRRT). Based on our population PK analysis in patients receiving RRT, on a dialysis day of IHD, 20% or 50% of the baseline daily dose should be added after a 2-hour or 5-hour dialysis session, respectively [11]. For patients undergoing SLED or CRRT, 10% of the baseline daily dose should be supplemented for every hour of dialysis [11]. When the particular type of dialysis is chosen and a daily dose calculated, the user is reminded of this information with a screen prompt. For example, if CRRT is selected, the following message will appear below the dosing recommendations: “During CRRT, add 10% per 1 hour of CRRT to the baseline daily dose,” as suggested by our population PK study [11]. As per the loading dose, a warning message (headed “Immediate Attention”) pops up to alert the user whenever the calculated daily dose exceeds the maximum recommended 300 mg CBA (ie, 9 million IU) [11]. It should be noted that the actual calculated dose of colistimethate by ColistinDose can be higher, albeit with a cap of 300 mg.
Clinicians can choose to store the historical calculation records in the mobile device locally for each patient by using the “Save” option. Figure 2B demonstrates the saving of the dose calculations for a patient. With this function, clinicians can easily revisit previously calculated colistimethate doses as well as the types of renal dialysis, making dose adjustments where appropriate.

**Comparisons of Loading and Maintenance Daily Doses With Published Equations**

To evaluate the accuracy of ColistinDose against our published dosing algorithms, we performed mock calculations of loading and maintenance daily doses using the height, age, and body weight of 8 “patients,” including 2 patients on each type of RRT (Multimedia Appendix 2). The calculated loading and daily doses for the 8 patients were almost identical to those calculated manually using the equations from the latest population PK model [11], the minor differences being due to number rounding. The rounded results are then converted to million IU. Overall, the results in Multimedia Appendix 2 demonstrate that the doses generated by ColistinDose accurately reflect doses recommended in patients with varying degrees of renal function and on different forms of RRT based on the most up-to-date published algorithms. In addition, coauthors JMP, IK, and KSK have evaluated and used ColistinDose in their clinical practices. The conversion function between two different dose definitions (ie, CBA versus IU) in ColistinDose provides a useful tool to prevent potential prescription errors.
Discussion

Comparison of ColistinDose With Existing Colistin Dosing Aids

Compared with the two existing dosing aids (ie, colistin dosing calculator [21] and colistin calculator [22]), the advantages of ColistinDose are twofold. First, ColistinDose utilizes equations derived from the most recent and comprehensive population PK model published in 2017 [11], whereas the colistin dosing calculator and colistin calculator utilize dosing algorithms based on an interim population PK analysis published in 2011 [10]. Prior to the publication of the latest population PK study [11], we had published an interim population PK analysis of intravenous colistimethate that examined 105 critically ill patients across 3 study sites (2 in the United States and 1 in Thailand), including 12 patients on hemodialysis and 4 patients on CRRT (3 on CVVHD and 1 on CVVH) [10]. A nonlinear mixed-effects modeling tool, S-ADAPT, was used to analyze plasma concentration-versus-time data for both colistimethate and colistin and found that their dispositions were best described by linear 2- and 1-compartment models, respectively. These models then formed the basis for the development of colistimethate dosing suggestions for various categories of patients based on the PK data and its integration with PD data for Acinetobacter baumannii and Pseudomonas aeruginosa in murine thigh and lung infection models [12]. Prior to the interim population PK analysis [10], information on the PK of colistimethate and formed colistin was scarce and had been reported in only 32 patients, all with CrCl >40 mL/min [18,30]. As previously discussed, while dosing recommendations for patients with a CrCl >30 mL/min were very similar between the interim and final population PK analyses, there were substantial differences for patients with lower CrCl, including patients on dialysis; in the final analysis, recommendations for these latter patients were approximately 100% higher than those suggested in the interim analysis. Use of the interim dosing equations thus risks exposing patients to subtherapeutic concentrations of the active component, colistin, decreasing the likelihood of efficacy and increasing the possibility of the emergence of colistin resistance. As colistimethate is a last-line therapy often used in critically ill patients when no other therapeutic options are available, attaining sufficient plasma concentrations is imperative given the potential consequences of treatment failure.

Second, a major advantage of ColistinDose is that once the app is downloaded and installed, all calculations are conducted on the local mobile device (iPhone or iPad) without the need for an internet connection. In contrast, the colistin dosing calculator [21] and colistin calculator [22] are only available online.

Patients’ Privacy Protection

To protect the patient’s privacy and comply with ethics and data safety requirements, all data are only stored within and accessible from the app on the clinician’s mobile device; deleting or uninstalling the app will simultaneously delete all associated information permanently, as demonstrated in the disclaimer and terms of use issued by Monash University (refer to Multimedia Appendix 3). Clinicians are only required to input the patient’s ID—which could be either their patient ID number, a nickname, or anything easy to remember—to save the calculation results. Were the app to crash, only the crash data, not the patient’s information or previously saved calculation results, would be sent to the app developer via the iOS under the users’ agreement.

Limitations and Outlook

The primary limitation of ColistinDose is that the user interface is in English. This may cause inconvenience for non–English-native clinicians to use the app. In light of this, we are considering adding multiple languages in the next version of ColistinDose. Because colistin has a narrow therapeutic window and different renal functions can cause substantial interpatient variability of the PK [31], therapeutic drug monitoring is highly recommended to ensure favorable clinical outcomes in patients. Incorporation of new therapeutic drug monitoring results will improve the precision of our population PK model, as well as the future version of ColistinDose.

Conclusions

Colistimethate is increasingly used as a treatment of last resort in medically complex patients for infections caused by gram-negative “superbugs”. However, its complicated pharmacology and confusing dose definition can cause patient safety issues. Here, we have developed an easy-to-use mobile app, ColistinDose, that can be used at the bedside to facilitate the calculation of intravenous colistimethate dosage regimens for adult patients with varying degrees of renal function. To date, ColistinDose has been downloaded from 53 countries and regions around the globe. The potential for ColistinDose to improve patient care is significant, and its easy-to-use interface and functionalities can significantly assist clinicians worldwide to reduce prescribing errors, maximize efficacy, and minimize emergence of resistance and the likelihood of acute kidney injury in patients.
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Abstract

\textbf{Background:} Mobile health applications can offer tailored self-management support to individuals living with chronic health conditions. However, there are several challenges to the adoption of these technologies in practice. Co-design is a promising approach to overcoming some of these challenges by enabling the development of solutions that meet the actual needs and preferences of the relevant stakeholder groups.

\textbf{Objective:} Taking spinal cord injury as a case in point, the overall objectives of this study were to identify the perceived benefits of a co-designed self-management app that could promote its uptake and to explore the factors that may impede adoption.

\textbf{Methods:} We adopted a qualitative research approach guided by the Technology Acceptance Model. Data were collected through semistructured interviews with individuals with spinal cord injury (n=15) and two focus groups with health care professionals specialized in spinal cord injury (n=7, n=5). Prior to the interviews and focus groups, study participants were given time to explore the app prototype. All interviews were transcribed verbatim and analyzed using inductive thematic analysis.

\textbf{Results:} Findings of our analysis indicate that study participants perceived the app prototype as potentially useful for supporting individuals with spinal cord injury in preventing pressure injuries. In particular, we identified three concrete use cases highlighting the benefits of the app for different audiences: (1) a companion for newly injured individuals, (2) an emergency kit and motivational support, and (3) a guide for informal caregivers and family members. We also uncovered several challenges that might impede the adoption of the self-management app in practice, including (1) challenges in motivating individuals to use the app, (2) concerns about the misuse and abuse of the app, and (3) organizational and maintenance challenges.

\textbf{Conclusions:} This study adds to a growing body of research that investigates individuals’ adoption and nonadoption behavior regarding mobile health solutions. Building on earlier work, we make recommendations on how to address the barriers to the adoption of mobile health solutions identified by this study. In particular, there is a need to foster trust in mobile health among prospective users, including both patients and health care professionals. Moreover, increasing personal relevance of mobile health solutions through personalization may be a promising approach to promote uptake. Last but not least, organizational support also plays an instrumental role in mobile health adoption. We conclude that even though co-design is promoted as a promising approach to develop self-management tools, co-design does not guarantee adoption. More research is needed to identify the most promising strategies to promote the adoption of evidence-based mobile health solutions in practice.

\textit{(JMIR Mhealth Uhealth 2020;8(12):e22452) doi:10.2196/22452)
**Introduction**

Mobile health applications promise to provide tailored self-management support to individuals living with chronic health conditions. However, there are several challenges to the adoption of these technologies in practice. First, while there is an abundance of health apps freely available, the majority are not evidence-based [1,2]. This is especially true for apps aimed at individuals with disabilities [3-5]. There are also no clear guidelines or quality standards when it comes to mobile health (mHealth) applications. This may, in turn, discourage health care professionals from recommending them to patients [6].

Second, research has shown that individuals’ use of health applications often declines over time when the initial phase of curiosity has worn off [7,8]. A potential explanation for this may be that there is a misfit of the technology leading to a lack of integration into the person’s life. Third, technologies are evolving at an ever-increasing pace, yet, in health care, moving from development to adoption is a long and complex process [9,10]. This means that once a pilot evaluation is concluded, the application’s design and functionalities may already be outdated and may thus fail to reproduce the outcomes of a pilot evaluation in a real-life setting.

Involving relevant stakeholder groups in the early stages of the app development process constitutes a promising approach to address these challenges [11-14]. First, co-design can ensure an evidence-guided approach to translating different stakeholders’ needs and preferences into digital solutions in a meaningful way [12,15-19]. Moreover, if decisions regarding content, functionality, and design are guided by real-life experiences of prospective users, this helps to ensure the appropriateness and relevance of self-management applications. Involving prospective users also fosters trust and the credibility of the technology, thus increasing the likelihood of system acceptance and, as a result, accelerating adoption into practice [20,21].

This study forms part of a larger co-design research project carried out in Switzerland. The project aimed to develop an evidence-based self-management app to support community-dwelling individuals with spinal cord injury (SCI) in the prevention of pressure injuries. SCI is a complex chronic health condition that makes individuals prone to incurring secondary health conditions. Pressure injuries are among the most common and serious secondary health conditions in people with SCI [22-24]. In addition to a number of nonmodifiable risk factors (eg, natural skin aging) [25], self-management plays a key role in the prevention of pressure injuries [26,27]. The overall objectives of this study were to identify the perceived benefits of the self-management app that could promote its uptake and to explore the factors that may impede its adoption.

**Methods**

**Study Design**

This study forms part of a larger mixed-methods study that combined qualitative research methods (ie, semistructured interviews) into user-centered design approaches (ie, ideation workshop, design sprints, usability tests). Figure 1 illustrates the methodological approach of the overall project. Detailed descriptions of the app development process have been published elsewhere [5,28]. This paper focuses on assessing the perceived utility and acceptance of the app prototype that resulted from the previous phases of this project. The study was approved by the cantonal ethics commission (EKNZ 2017-01787).

**Figure 1.** Overview of the study methodology. SCI: spinal cord injury.
Data Collection and Analysis

Following a convenience sampling approach, we conducted 15 semistructured interviews with individuals with SCI and two focus groups with health care professionals specialized in SCI (n=7; n=5). Both individuals with SCI and health care professionals were given time to explore the app prototype (see Multimedia Appendix 1 for screenshots of the app prototype) prior to the interviews/focus groups. People with SCI first took part in a usability test [28] that allowed them to explore the app prototype in more depth. Healthcare professionals received a brief introduction to the main functionalities and elements of the app by the first author (JA). They could then freely explore the app prototype in pairs for 15 minutes before the focus group discussion. The interview and focus group guides were informed by the constructs of the Technology Acceptance Model [29]. In particular, we aimed to capture participants’ views regarding usability and perceived usefulness of the app prototype, as well as their attitudes and intentions toward using the app. In this paper, we focused our analysis on identifying concrete benefits of the app that could promote its uptake and exploring the factors that may impede its adoption into practice. Results of a preliminary usability test of the co-designed self-management app are reported elsewhere [28].

All interviews and both focus groups were conducted in German by the first author (JA), who is a native German speaker and communication scholar trained in qualitative research methods. All interviews and both focus groups were audio-recorded. Additionally, a research assistant was present during all interviews and focus groups to take notes. Interviews lasted 33 minutes on average, ranging between 17 and 69 minutes. Focus group 1 (FG1; n=7) lasted 100 minutes, and focus group 2 (FG2; n=5) lasted 97 minutes. In total, 687 minutes of audio material were transcribed verbatim for analysis.

Data were analyzed using inductive thematic analysis [30]. For this purpose, initial line-by-line coding was carried out by the first author (JA). In this initial coding phase, we aimed to identify instances where participants described situations where they either would personally use or could imagine someone else engaging with the self-management app. In the next step, we focused on uncovering the factors that may impede adoption by focusing on those instances where participants voiced concerns or challenges. Starting from the initial coding and in line with our research objectives, we identified preliminary themes and subthemes, which were continuously refined through discussion in regular meetings involving all coauthors.

The App Prototype

The interactive web-based app prototype evaluated in this study is the result of a multistage co-design process [5,28]. It includes five main features: (1) a smart camera, (2) a pressure injury diary, (3) an expert consultation, (4) reminders, and (5) a knowledge repository.

As such, the app prototype comprises features that can be used independently by people with SCI (eg, documenting pressure injuries, setting reminders), as well as a communication component that allows for interaction with Parahelp, a home care service provider specialized in SCI care. (See Multimedia Appendix 1 for screenshots of the app prototype.)

Participants

Within the scope of the overall project, we aimed to involve a balanced sample of participants in terms of age, gender, lesion level for people with SCI, and health care professionals’ expertise [28]. Prospective participants were identified through the local rehabilitation center (Swiss Paraplegic Center), patient association (Swiss Paraplegic Association), and home care provider specialized in SCI (Parahelp). Additionally, we launched a call for participants on the Paraplegie Community [31], an online community for people with SCI initiated and funded by the Swiss Paraplegic Foundation. All participants received detailed information on the study and signed a consent form. Study participants’ characteristics for the interviews and focus groups are presented in Table 1 and Table 2, respectively.

Table 1. Interview participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>People with SCI (n=15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (range)</td>
<td>40.8 (28-58)</td>
</tr>
<tr>
<td>Gender, n</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>11</td>
</tr>
<tr>
<td>Female</td>
<td>4</td>
</tr>
<tr>
<td>Lesion level, n</td>
<td></td>
</tr>
<tr>
<td>Paraplegic</td>
<td>7</td>
</tr>
<tr>
<td>Quadriplegic</td>
<td>8</td>
</tr>
</tbody>
</table>
### Results

#### Overview

Findings of our analysis indicate that both individuals with SCI and health care professionals saw potential value in the self-management app prototype. Study participants acknowledged its usefulness for different life situations and target groups, including newly injured individuals and experienced wheelchair users, as well as informal caregivers. In addition, we also identified some of the key factors that could impede the app’s adoption into practice. In the Results section, we illustrate our findings using quotes from the interviews and focus groups, each followed by a participant identifier. With the exception of the theme “Organizational and maintenance challenges” (which was predominantly present in the focus groups with health care professionals), themes occurred fairly equally in both groups. Thus, when we refer to “study participants,” this encompasses both individuals with SCI and health care professionals.

#### Benefits Promoting Uptake

**A Companion for Newly Injured Individuals**

Wheelchair users and health care professionals concurred that individuals who recently suffered a spinal cord injury, for example, those who are completing or have recently completed first rehabilitation, could particularly benefit from the app as a complementary measure to traditional patient education.

> The app could be complementary [to traditional patient education], yes. So the nurses could introduce the app to patients, maybe those that are not so much into paper-based information sheets and prefer something more interactive. [B, FG2]

One of the participants with SCI underlined how the app could support people who were recently injured in processing information at their own pace and in their own time. In recalling her own experiences from first rehabilitation, the participant described how the app could contribute to fostering patient autonomy and self-determination.

> But then the problem is simply that you were forced to attend this information day [on pressure injuries]. And with an app like this, I have the feeling that you have a look at the information when you want to. And you take as much information as you can process at that particular moment. And the advantage is simply that I can just shut it down. And I can then, perhaps in the evening, have another look at it when I’m in bed. I can really adjust it to my pace. And then, I feel, you’re more receptive. Because everybody has their own pace. And I think it’s bad when a certain pace is forced on you. Even on important issues. But if it’s forced on me and I block it out, then it’s no good for me. [P15]

Another important aspect that participants noted was that the app could help to lower individuals’ inhibition thresholds when in need of medical assistance or advice. In other words, they described the app as a low-key means of getting in touch with evidence-based knowledge and a health care professional at times or in situations where one might otherwise feel uncomfortable. Given that newly injured individuals in particular may not immediately recognize the seriousness of an early-stage pressure injury or may be embarrassed to seek help, participants noted that the app could support these individuals in early detection before the situation worsens.

> Especially on Sunday or late in the evening, then you don't dare to call, then you can just quickly ask, I think that's a very good thing. For example, if you get a bladder infection with a fever and you don't know exactly how/what/where - if you don't have that much experience. Certainly also for the relatives or caregivers [this would be useful]...at the onset, I think that's great. [P2]

Or you can also ask the question anonymously if you are embarrassed, if the pressure injury is in an embarrassing place, for example. [Then it's probably easier to ask such a question], I could imagine. Maybe if you're embarrassed about having to take a picture [of a pressure injury] on your butt. [P6]
Both individuals with SCI and health care professionals also pointed out that the app could help newly injured individuals to build and adopt new habits to better self-manage. Building these new habits after partial loss of functioning is key to effective self-management. Wheelchair users attributed particular value to the reminder function as a potentially powerful habit-building assistance that can provide structure and introduce new routines into someone’s life.

I would target first rehab patients more. The ones who don’t have the knowledge are the ones who really need to be told. So that it becomes routine. [P13]

I should be able to work with that, but maybe someone who’s just starting rehab. ...They’d have to use the app to get into the rhythm. That helps 100% in my opinion. [P1]

So, to some extent, if you get the reminder, maybe it can help you that you get into a rhythm like, like I have developed one now over the years. And you say, “Okay, over lunchtime, in the evening I look at this and that,” and yes, maybe that can help you. That in the end you’ll have the rhythm internalized. You just get the reminder. So just as a support. Because I think that’s important. That you still have a rhythm of your own, but you can adjust this here [in the app]. [P11]

An Emergency Kit and Motivational Support

Individuals with SCI highlighted that the app could be particularly useful under extraordinary conditions (ie, outside of their daily routine). According to them, these were situations where even experienced wheelchair users might be hesitant or unable to use their usual means of contact (ie, telephone call). Frequently mentioned examples of such extraordinary circumstances were during holidays abroad, where one might not trust the foreign health care system, or when fallen ill. Wheelchair users also described nighttime and weekends as situations where the app could potentially come in handy.

You can directly get in touch with people, with specialists, I would appreciate that. For example, I once had a bruise when I lived in the south of France, then I actually did it exactly like that: I took pictures and thought about which doctors I knew and sent the photo. [P10]

If it looks like this, you should try this and that for two days, and if it doesn’t get better, you have to do something. Now if someone didn't have a doctor while they are on holiday, let’s say, if you’re somewhere where you don’t have that much confidence in medical assistance, I think it [the app] is great. [P6]

These views were shared by the health care professionals. They also noted that the app could support wheelchair users in recognizing skin problems at an early stage. According to them, the app could help to reduce the risk of individuals waiting too long to get in touch by providing them with easy access to health care providers’ expertise. In this context, health care professionals emphasized the benefits of being able to receive images (ie, using the smart camera feature), allowing them to get an idea of how serious the situation is.
participants touched upon the importance of shared responsibility of care and the related need to provide caregivers with evidence-based information and practical support.

Yes, or a caregiver. I'd say a 60+ elderly lady, who looks after her husband. So if a person is really sleeping all day, that you remind the caregiver or the person themselves: “Okay, I have to change sides or lie on my stomach.” [P14]

And also, and certainly, the family members. The next of kin. That they know what this is all about. Because it’s not enough for the person in the wheelchair to know; instead the family should also know where the spot is and know if it’s somehow normal-red, which means it can be pressed away. [P15]

Above all, however, we notice that the relatives are most interested in what could change or has changed in terms of their [wheelchair user’s] care and status, at least that’s the case for first-rehab patients. Those [informational materials] are mostly used by the relatives, also at home, when suddenly questions arise that have not yet been a topic in everyday life. [D, FG2]

When comparing how information was currently provided to family members (ie, a bulky informational brochure) to the possibilities that the app would offer, health care professionals agreed that it would make information retrieval easier. They argued that an app could easily be used on the go, at any time, even just out of boredom. According to them, this may not only help family members to save time when looking for information but may also incentivize them to do so. Most importantly, the app would provide them with curated, evidence-based information.

B: Yes, that’s just the way it is, they hear, the relatives also hear everything, but it’s perhaps a lot of information on such a day and yes...That’s the issue with the patient manual, it’s just an A4 folder, a fairly bulky folder that takes up space. You always have to open it first...And just like that, here [with the app] open it and bang, bang, bang, and then you are where you are...That’s the difference maybe, which makes it more motivating to deal with it.

G: You’re probably more likely to have a look at it.

B: Yes, when you’re bored and then just browse.

G: You click around more.

F: It always saves time when I am looking for information. [FG2]

One study participant with SCI also referred to the potential of the app to address emotional aspects that are of great importance for the psychological well-being of people with SCI and the people around them alike. In his view, the app could help to foster understanding and empathy for individuals with SCI.

That’s what I find super cool. ...because a short example, I thought I had a huge family but since my accident three years ago they have all disappeared. So really disappeared or they are distancing themselves, etc. [P5]

**Challenges Impeding Adoption**

**Motivating Individuals to Use the App**

Established attitudes and behavioral patterns of people with SCI toward pressure injuries constitute potential obstacles. A key challenge we identified relates to onboarding or, in other words, motivating both experienced and newly injured individuals to use the app. Healthcare professionals voiced concerns that wheelchair users may, in fact, only start using the app once they experience skin problems. This raises questions as to how to best engage newly injured individuals in early preventive measures.

There are many who come and say: Now I’ve been in a wheelchair for 20 years, I’ve had no problems with my skin and now all of a sudden I have a decu [pressure injury]. Well, that won’t be someone who has regularly looked into such an app before. You probably only do that once you experience problems. [C, FG2]

I see it very much as an acute approach, “If something happens to me, I have a red spot, uh, I know here [in the app] I might find an answer.” [F, FG2]

In line with this, some of the wheelchair users noted that they didn’t consider themselves a primary target audience. In this context, some noted that frequent reminders in the form of pop-up messages could easily become annoying. Drawing on their own experiences, wheelchair users explained that they had internalized important preventive behaviors and knowledge. While they could see the potential benefits of the app for others, both newly injured and experienced, they themselves indicated that they would not need the app.

The reminders can also become too much, but in a way, I think it’s actually good, because sometimes it takes a bit [of a push], doesn’t it? Many, especially wheelchair users, who may have other things to do...It helps them if they are reminded a little bit of what they have to do, of things that might not be a lot of fun right now. But maybe it will give them the extra drive when you see it [the reminder]. And then you do it and then you’re done. [P3]

I don’t really need reminders as a support, I actually do everything quite independently. Sometimes you notice that it wasn’t enough pressure-release and that you have to do something else again - so, no, I don’t need something like that [an app to remind me]. [P2]

Similarly, the secure contact function was viewed as beneficial, yet many wheelchair users noted that under ordinary conditions, they would rather see a health professional in person or call them in case of an emergency. A key consideration in case of an emergency was to choose the quickest and simplest way to
Many people are afraid [to call]. But with me, if I want to know something, I usually call quickly. And I know I can find it somewhere on the website myself, but I don’t have time. Just tell me quickly and done. [P4]

If I had a pressure injury, I’d take a picture of it. I had one once and I was told to take a picture of it when I called. My friend took a picture of it quickly. The question is, how fast will it be handled when I put it into an app or when I call, what is the better or faster way, that’s what I’m wondering. [P6]

In relation to behavioral and attitudinal barriers, health care professionals raised another important issue they encountered in their daily work: “regular clients” (i.e., patients who regularly have problems and often have to be hospitalized because of these problems). According to them, this group of patients would use pressure injuries as a means of attracting attention, sometimes even consciously manipulating wounds to receive care. They considered it unlikely that these individuals could be motivated to use the app, let alone benefit from the app to prevent pressure injuries.

B: I know wound patients who tamper with their wounds so that someone will come and take care of them.
A: Exactly, but unfortunately we can’t reach those people [with the app].
B: But these are not necessarily the people who want to improve their situation. But these are the people who, let’s say, when they experience healing, then they also experience a loss of care and this loss of care they just can’t handle...So these are not the people we reach with something like that [the app]. [FG2]

Concerns About Misuse and Abuse of the App

Study participants expressed concerns that the app could potentially be misused and that both patients and health care professionals could fall victim to such misuse. On the one hand, they worried about privacy and data protection issues that prospective app users would be facing. In particular, participants raised questions regarding the storage, sharing, backup, and deletion of personal data.

On the one hand, that would be an advantage for me and certainly also an advantage if you could read it again. On the other hand, I simply have to ask myself, is the data even stored safely? Does it really stay where it is or is it passed on to third parties? [P12]

Privacy is very important to me that people keep information to themselves and don’t pass it on to anyone. ...Inside Parahelp I think it would be ok, but if it suddenly ends up with the plastic surgeons, I would really have a problem with that. It must really be a trusting relationship. [P13]

If I delete the app again, I have seen that there is a registration, so I assume that it [data] remains stored there. Do I want to have this data available or do I want it effectively deleted so that it is no longer on the server or delete the entire registration? That would be interesting to know. Yes, the risk is, that something is done with the data. ... [P14]

However, these concerns were not shared by all participants. For instance, one study participant with SCI noted that the stand-alone use of a smartphone with mobile data enabled would already compromise personal privacy. He thus did not consider the collection of data through the self-management app problematic but rather a necessary requirement to provide adequate support.

Either you live totally cut off or you can forget it because as soon as you have even one Facebook account, or just one Instagram account, or a smartphone with data volume, your privacy is limited. That’s why it [the app] is not dangerous at all, on the contrary...The data helps you, that’s why it needs certain permissions, like camera access, like audio access and position navigation, like GPS data coordinate access, that’s what it needs. [P5]

In addition to privacy concerns impacting the user, some study participants were concerned about the potential misuse of the app by patients and the negative impact this could have on health care professionals. In particular, they worried about excessive messaging from people with SCI without actual skin problems. According to the study participants, the fact that it would easier to initiate contact may lower individuals’ inhibition thresholds, thus increasing the risk that some people might contact health care professionals for irrelevant information or just to talk to someone.

Maybe lonely people who put a lot of stress on the experts, that would be a disadvantage for the experts. You can see that around here [specialized center], there are many who want to live here and try to get something [a place to live here]. Here it’s a place where you don’t feel lonely anymore. I can imagine that if you are bored, some people will just have a look [at who is online]. “There’s Julia or Freddy. I’ll ask.” [P10]

The fact is, there are many who feel alone and they just want to chat and start [a conversation] for every little thing or for nothing. But the aim is certainly not to overwhelm the professionals. [P5]

The risk is just that you have people out there who are just lonely and would use the app in search of interaction, you know? [F, FG1]

Organizational and Maintenance Challenges

When discussing what was needed to bring the app into practice, health care professionals also referred to organizational problems, including the difficulty of integrating the app with currently used systems. They feared that the adoption of the app might increase their workload (e.g., having to reenter existing
information). Healthcare professionals were also unsure of how to securely identify their clientele and worried about managing resources. Here, it is important to note that unlike other home care providers, Parahelp has a specific care mandate, meaning that only individuals meeting predetermined criteria are entitled to receive assistance from Parahelp (ie, persons with spinal cord injury). Determining whether these conditions are met was highlighted as a core challenge by health care professionals.

You have to be able to make a query to determine: does this person belong to our target audience or not. Because if you can’t have a professional make the selection, then we’ll suddenly have everyone in the chat. And then it [workload] explodes. [F, FG1]

With regard to the challenges of integrating the app into practice, some health care professionals also pointed to weaknesses in the app’s content. For example, the lack of information on psychological aspects was criticized. The maintenance and further development of the app were also heavily discussed. In particular, health care professionals were concerned about how information would be kept up to date and who would be responsible for ensuring information accuracy. They agreed that the app content should be regularly checked to ensure that it contains the latest evidence-based information. However, it was unclear who would be responsible for this task.

Exactly, so I think the possibility for developments and new innovations - because this is also evolving - this would need to be included [in the app]. It just has to be taken up somehow. [B, FG2]

A: But then who feeds the whole thing [app] with topics and content? So if I have such a question now as someone affected, that I go to Romania or something like that? Or I have the question...
B: It won’t be that specific...
A: Somebody has to feed [content into] that [the app].
B: Right, exactly. Of course, it can’t be that specific, you can’t provide resources for every country, it’s not possible, but if for example, the person goes to a hot country, or to a cold country. [FG2]

Discussion

Principal Findings

This study identified the perceived benefits of a co-designed self-management app for the prevention of pressure injuries that could promote its uptake and shed light on the factors that may impede its adoption in practice. It is one of the first studies on the perceived opportunities and challenges of a mobile health application to support individuals with spinal cord injury in the prevention of pressure injuries. By capturing both the perspectives of people with spinal cord injury and health care professionals, it complements earlier work, which has predominantly focused on assessing patient views [32] and compliance with app-based interventions [33].

Study participants perceived the app as potentially useful for supporting individuals with SCI in preventing pressure injuries. In particular, we identified three concrete use cases highlighting the benefits of the app: (1) a companion for newly injured individuals, (2) an emergency kit and motivational support, and (3) a guide for informal caregivers and family members. In addition, we also uncovered several challenges that might impede the adoption of the self-management app in practice, including (1) challenges in motivating individuals to use the app, (2) concerns about the misuse and abuse of the app, and (3) organizational and maintenance challenges.

Fostering the Adoption of Self-management Apps

It seems intuitive that a self-management app can be experienced as empowering and motivating by some while being deemed useless or even annoying by others. Similarly, some health care professionals may welcome an app as a promising alternative, while others may worry about increased workload. What can be done to capitalize on the app’s perceived benefits and to reduce barriers to uptake? Several studies have addressed this question more generally by developing frameworks aimed at improving the uptake and impact of eHealth technologies [14,34]. Drawing on our findings and Greenhalgh et al’s nonadoption, abandonment, scale-up, spread, and sustainability framework [34], we propose three promising strategies to address the barriers to adoption identified by this study (Figure 2).
Promoting Trust in mHealth Solutions

Findings of this study showed that both participants with SCI and health care professionals had concerns about the data protection and privacy of the app. Individuals with SCI in particular were worried that personal health information might be shared with third parties without their explicit consent. These findings indicate that trust in the app’s commitment and adherence to data protection and privacy plays an important role when it comes to adoption. In this context, transparency plays a central role [35,36].

To create trust in an app’s commitment and adherence to data protection, users need to be informed about the kind of data being collected, ownership of and control over the data, and their right to have their data deleted. All this information needs to be accessible to prospective users in a clear and concise format, informing them about their rights to access and control their data. However, how personal information is handled by mobile health apps often remains unclear [37-39]. Some apps, for example, track and share user data continuously by default, even when the app is not in active use, sometimes without explicitly informing users about these tracking practices in their terms of use [39]. A recent study [36] that investigated end users’ opinions on what constitutes a trustworthy mobile health app found that users interpreted lengthy terms of service and privacy policies as an attempt by developers to obscure possible risks. Moreover, the study showed that users perceived apps that request “too much” personal information as untrustworthy.

Tools like the mHealth App Trustworthiness checklist [36] can help to guide developers in creating trustworthy apps to foster the adoption of mHealth solutions. Visualization techniques might be promising approaches to make privacy information more accessible, making it easier for users to understand how apps collect, use, and share data. Also, a privacy by design approach that allows users to opt in for data sharing and enables granular permissions could help to strengthen user privacy [39] and, as a result, foster trust. Last but not least, the credibility of the provider (ie, the organization behind the app) will also likely have an impact on prospective users’ trust. To further strengthen prospective users’ trust, authors have also proposed to include logos of reputable organizations endorsing the app (eg, universities or hospitals) [40].

Providing a Personalized User Experience

Our findings showed that established attitudes and behavioral patterns of individuals with SCI constitute potential barriers to adoption. “Why use an app to contact a health care professional when I can just WhatsApp them?” “Why would I need a reminder to check my skin after having done it for the past 20 years?” “Why do I need the app? I never had problems with my skin.” These are the kind of questions prospective users might ask themselves. All of these questions hint at an important aspect: value. How can we create value for a diverse user group ranging from newly injured individuals to experienced wheelchair users, from those that constantly struggle with pressure injuries to those who have never experienced any problems with their skin? This is where personalization comes in.

Personalization technologies can help to better tailor the self-management app to an individual user’s needs and preferences [41] by ensuring that recommendations regarding preventive measures are perceived as relevant and actionable rather than generic advice. In matching an individual’s preferences and lifestyle, personalization can lower barriers to act on recommendations. Contextualization can ensure that interventions (eg, in the form of recommendations) are delivered at moments of need (eg, long time with low activity levels) or at an opportune moment when a particular recommendation is easy to follow (eg, when leaving work) [42,43]. While personalization is a familiar concept in health communication,
artificial intelligence and machine learning techniques offer unprecedented opportunities to take personalization to the next level [42,44,45]. These techniques can then be used to translate population-level data alongside individual user data to provide a personalized user experience, similar to recommendation systems like Netflix [41,42]. However, for personalization to be realized, users are required to disclose personal information [46]. Such information may include personal information that users actively enter themselves (eg, age, gender) but it may be complemented by information on app usage through tracking (eg, how often or when the app is used).

It is, however, important to acknowledge the limits of personalization. What personalization likely cannot achieve is motivating download and first-time use. This is where health care professionals have to step in to promote and endorse the app. However, in order to encourage health care professionals to endorse the app, it is first important to obtain their buy-in. To this end, it will be important to demonstrate that the app allows health care professionals to better support their patients in effectively reducing pressure injuries (ie, by supporting self-management and early detection). Moreover, it will be essential to show that the app will not impose an additional burden on health care professionals, leading to increased workloads.

Ensuring Organizational Support and Interoperability

It is important to consider that in the case of an app that enables communication between patients and health care providers, there are two prospective user groups: senders and receivers. Even though many of the app’s features can be used by people with SCI independently, the communication component requires uptake from health care professionals as well. Findings of our study indicate that health care professionals were particularly concerned about challenges in integrating the proposed solution with currently used systems and worried about additional workload to reenter existing information. Additionally, there were also concerns about inappropriate use of the app that could lead to overburdening of staff.

Given the crucial role of health care professionals’ acceptance of new technologies, it is of utmost priority to take these concerns seriously and to respond to them in an adequate manner. In addition to ensuring the technical requirements are met, including issues related to system operability, organizations also need to ensure that new systems can be smoothly integrated into existing workflows [47]. Organizations may also want to establish technical training and support to deal with cases of malfunction or inappropriate use [48]. This would allow health care professionals to feel that support is available and may help to reduce concerns over increased workloads.

Close to the completion of our own project, we realized that we had invested a lot of time and resources to understand what the user interface (ie, the front end of the application that individuals with SCI would interact with) should look like. However, our findings indicated that we had neglected to consider the administrative interface (ie, the back end of the application operated by health care professionals). In other words, we had not collected sufficient information on the internal workflows of the care provider Parahelp to determine whether and how the app could actually be integrated into their daily practice. In the current app prototype, we also did not consider reimbursement aspects, which constitute a relevant factor for adoption but, at the same time, trigger many other organizational questions.

Limitations

This study is subject to some limitations. First, we need to acknowledge that our research was focused on a narrow, specialized health care setting in Switzerland. However, while our findings may not necessarily be directly applicable to other health care settings or health conditions, they have relevant implications for mHealth research more broadly. In particular, the strategies we identified to promote the adoption of evidence-based mHealth solutions lend themselves to inform research on self-management apps in other areas. Second, two focus group participants (both affiliated with Parahelp) had been involved in the co-design process of the app prototype at an earlier stage of the project. This may have led them to hold more favorable attitudes toward the project and possibly steer the focus group discussion in this direction. To account for this potential bias, we made it clear that critical scrutiny would help us to identify potential weaknesses of the app prototype, which would in turn foster improvement. Lastly, we need to acknowledge that the characteristics of the wheelchair users with SCI who participated in this study may have had an impact on our findings. While we aimed for a balanced sample of wheelchair users in terms of age, gender, and lesion level, we cannot rule out the possibility that participating individuals may have had overall more favorable attitudes toward mHealth solutions than those who did not take part. While findings of this study may not reflect the views of the Swiss population with SCI, they provide the basis for further investigations at a population level.

Conclusion

Findings of this study indicate that even though co-design seems to be a promising approach to develop self-management tools that meet the needs of different stakeholder groups, it does not guarantee adoption. To fully harness the potential of a co-designed mHealth self-management solution and to overcome barriers to adoption, further efforts are needed. In particular, there is a need to foster trust in mHealth solutions among prospective users, including both patients and health care professionals. Moreover, increasing the personal relevance of mHealth solutions through personalization may be a promising approach to driving adoption. However, with data-driven approaches, such as machine learning, several ethical questions need to be considered, including but not limited to issues of autonomy, data protection, and privacy. Last but not least, organizational support and financial concepts also play a key role in mHealth adoption, particularly in the clinical context.
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Abstract

Background: Heart failure decompensation is a major driver of hospitalizations and represents a significant burden to the health care system. Identifying those at greatest risk of admission can allow for targeted interventions to reduce this risk.

Objective: This paper aims to compare the predictive value of objective and subjective heart failure respiratory symptoms on imminent heart failure decompensation and subsequent hospitalization within a 30-day period.

Methods: A prospective observational pilot study was conducted. People living at home with heart failure were recruited from a single-center heart failure outpatient clinic. Objective (blood pressure, heart rate, weight, B-type natriuretic peptide) and subjective (4 heart failure respiratory symptoms scored for severity on a 5-point Likert scale) data were collected twice weekly for a 30-day period.

Results: A total of 29 participants (median age 79 years; 18/29, 62% men) completed the study. During the study period, 10 of the 29 participants (34%) were hospitalized as a result of heart failure. For objective data, only heart rate exhibited a between-group difference. However, it was nonsignificant for variability (P=.71). Subjective symptom scores provided better prediction. Specifically, the highest precision of heart failure hospitalization was observed when patients with heart failure experienced severe dyspnea, orthopnea, and bendopnea on any given day (area under the curve of 0.77; sensitivity of 83%; specificity of 73%).

Conclusions: The use of subjective respiratory symptom reporting on a 5-point Likert scale may facilitate a simple and low-cost method of predicting heart failure decompensation and imminent hospitalization. Serial collection of symptom data could be augmented using ecological momentary assessment of self-reported symptoms within a mobile health monitoring strategy for patients at high risk for heart failure decompensation.

(JMIR Mhealth Uhealth 2020;8(12):e18496) doi:10.2196/18496

KEYWORDS
cardiac failure; heart failure; readmission; hospitalization; risk prediction; mHealth
**Introduction**

Heart failure (HF) is a complex, chronic, and debilitating cardiac condition currently estimated to affect 38 million people internationally [1]. In Australia, 2014 prevalence estimates indicated that there were 480,000 adults living with HF, which represents 2.1% of the Australian population, with the prevalence forecast to significantly increase [2]. HF is caused by the inability of the heart to fill and eject sufficient blood to meet bodily demands, resulting in symptoms such as dyspnea, fatigue, and palpitations [3]. The exacerbation of HF symptoms, representing HF decompensation, is a major driver of hospitalization rates. HF hospitalizations represent a significant proportion of the total expenditure for HF in Australia annually [2]. Therefore, monitoring HF symptoms is essential in order to identify and prevent potential HF decompensation and subsequent hospitalization.

Collaboration between people living with HF and health care professionals (eg, heart failure nurses) is critical for monitoring HF symptoms and potential exacerbations [4]. While there are smartphone apps that focus on symptom monitoring, none currently provide risk prediction [4]. While HF mortality can be predicted with reasonable accuracy [5,6], risk prediction for HF hospitalization has demonstrated only modest performance in models reported to date. Variables used in HF risk predication models have included, in isolation or in combination [7], administrative data (such as Medicare claims data) [8], patient characteristics, clinical data, and geomapping [9]. However, the quantitation of self-reported subjective symptoms as an early indication of decline and therefore risk has on the whole been overlooked. Therefore, the aim of this study was to compare the predictive value of objectively and subjectively measured HF respiratory symptoms on imminent HF decompensation and subsequent hospitalization within a 30-day period.

**Methods**

**Study Design, Setting, and Participants**

We conducted a prospective observational pilot study with participants identified via cardiologist assessment as being at high risk of a HF hospitalization. Participants were recruited from a single-center HF outpatient clinic within a tertiary hospital in Melbourne, Australia. Eligible participants were older than 18 years, had a physician-documented HF diagnosis, had a previous hospital admission for HF exacerbation, were on maximum tolerated pharmacotherapy, and were able to read and understand English. Exclusion criteria included severe HF symptoms (New York Heart Association Class IV), advanced malignancy, cognitive impairment, and use of end-of-life care. This study was approved by the Western Health Human Research Ethics Committee (2016.071).

**Measures**

Participants were visited twice weekly by a research assistant (one a biomedical science graduate the other a medical doctor) for a 30-day period from June 2016 to May 2017. The research assistants collected all measurements, including the subjective respiratory scores, from patients. Study data and sources are described in **Table 1**.

**Table 1.** Variables collected during study period and associated data sources.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objective measures</strong></td>
<td></td>
</tr>
<tr>
<td>Blood pressure</td>
<td>Validated study sphygmomanometer</td>
</tr>
<tr>
<td>Heart rate</td>
<td>Manual pulse</td>
</tr>
<tr>
<td>Weight</td>
<td>Validated study scales</td>
</tr>
<tr>
<td>B-type natriuretic peptide</td>
<td>Point-of-care testing</td>
</tr>
<tr>
<td><strong>Subjective measures</strong></td>
<td></td>
</tr>
<tr>
<td>Dyspnea</td>
<td>5-point Likert scale(^a)</td>
</tr>
<tr>
<td>Bendopnea</td>
<td>5-point Likert scale(^a)</td>
</tr>
<tr>
<td>Orthopnea</td>
<td>5-point Likert scale(^a)</td>
</tr>
<tr>
<td>Paroxysmal nocturnal dyspnea</td>
<td>5-point Likert scale(^a)</td>
</tr>
<tr>
<td><strong>Other variables</strong></td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td>Medical record and participant survey</td>
</tr>
<tr>
<td>Medical history</td>
<td>Medical record</td>
</tr>
<tr>
<td>Hospitalization status</td>
<td>Medical record</td>
</tr>
</tbody>
</table>

\(^a\)1 indicates no symptoms and 5 indicates severe symptoms.

Subjective symptoms of dyspnea, orthopnea, bendopnea, and paroxysmal nocturnal dyspnea (PND) were chosen because they are routinely used indicators of clinical status in HF, each of which feature in 2 key diagnosis criteria [10,11]. Likert scales to instantaneously quantify dyspnea in HF populations have been researched using 7- and 5-point scales [12,13]. Additionally, the 5-point Likert scale–quantified dyspnea has


previously demonstrated a relationship with subsequent emergency readmission [13].

**Statistical Analysis**

Given that this is a pilot study, no formal power calculations were undertaken. Baseline characteristics are presented as median (interquartile range) or frequency (percentage) and are compared between hospitalized and nonhospitalized patients using a rank sum test and Fisher exact test.

To assess whether objective measures (blood pressure, heart rate [HR], variation in HR, weight, and B-type natriuretic peptide [BNP]) were associated with hospitalization, their mean value, standard deviation, and slope of change were calculated over 7 days prior to hospitalization (for admitted patients) and over the whole observation period for others (with at least 7 days’ clearance before and after any hospitalization). These were then compared using a rank sum test. The same technique was applied using a symptom severity score, and their variability was compared by calculating a median score and range of scores.

To determine the optimal severity cutoff value on the Likert scale for each respective symptom, a random day within the 7 days prior to hospitalization (for hospitalized patients) and any random day for others was chosen. The area under the receiver operating characteristics curve (AUC) and the Youden index (YI) were calculated. This process was repeated 1000 times with different combinations of random days. The cutoff value with the most frequent highest AUC and Youden index was chosen. This cutoff was then used for all analyses.

To determine which combination of symptoms best predicted hospitalization, we calculated AUC, YI, sensitivity, and specificity and compared them among all combinations of symptoms (eg, bendopnea and orthopnea, bendopnea and dyspnea, bendopnea and dyspnea and orthopnea—a total of 10 possible combinations) on 1000 combinations of randomly chosen days (as described above). In the next step, 2 random consecutive symptom measurements (usually 2 to 3 days apart) were chosen, and we determined the ability to predict hospitalization if the symptom was severe on either day or both days or if the symptom severity increased across the 2 days. This was performed separately for each symptom and for all 10 combinations of symptoms (as described above). Sensitivity, specificity, AUC, and YI were calculated. All analyses were performed using Stata 15.1 (StataCorp).

**Results**

**Baseline Population Characteristics**

A total of 30 participants met the study inclusion criteria and provided written informed consent; however, one participant withdrew from the study shortly after enrollment. During the study, 10 of the 29 participants (34%) were hospitalized as a result of decompensated HF, as adjudicated by the Boston criteria on file review (the comparator group). Another participant was admitted for infection without congestion. As demonstrated in Table 2, the participants who were hospitalized had higher left ventricular ejection fractions but worse baseline Minnesota Living With HF scores and were on less angiotensin- converting enzyme inhibitors and angiotensin II receptor blocker therapies.
# Table 2. Baseline demographics and comparison by heart failure hospitalization.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All participants (N=29)</th>
<th>Not hospitalized (19/29, 66%)</th>
<th>Hospitalized (10/29, 34%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>79 (69-84)</td>
<td>74 (68-82)</td>
<td>81.5 (73-89)</td>
<td>.12</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>Male</td>
<td>18 (62)</td>
<td>11 (58)</td>
<td>7 (70)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>11 (38)</td>
<td>8 (42)</td>
<td>3 (30)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnic group, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.56</td>
</tr>
<tr>
<td>Non-Indigenous Australian</td>
<td>7 (24)</td>
<td>6 (32)</td>
<td>1 (10)</td>
<td></td>
</tr>
<tr>
<td>European</td>
<td>8 (28)</td>
<td>5 (26)</td>
<td>3 (30)</td>
<td></td>
</tr>
<tr>
<td>Indian</td>
<td>1 (3)</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>5 (17)</td>
<td>2 (11)</td>
<td>3 (30)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>8 (28)</td>
<td>5 (26)</td>
<td>3 (30)</td>
<td></td>
</tr>
<tr>
<td>Born in Australia, n (%)</td>
<td>11 (39)</td>
<td>9 (47)</td>
<td>2 (22)</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Some high school</td>
<td>19 (66)</td>
<td>15 (79)</td>
<td>4 (40)</td>
<td></td>
</tr>
<tr>
<td>Trade certificate</td>
<td>8 (28)</td>
<td>4 (21)</td>
<td>4 (40)</td>
<td></td>
</tr>
<tr>
<td>Some university</td>
<td>2 (7)</td>
<td>0 (0)</td>
<td>2 (20)</td>
<td></td>
</tr>
<tr>
<td><strong>Work status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>Part-time</td>
<td>1 (3)</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>2 (7)</td>
<td>2 (11)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>26 (90)</td>
<td>16 (84)</td>
<td>10 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Household income (Aus $)^a, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.40</td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>18 (62)</td>
<td>10 (53)</td>
<td>8 (80)</td>
<td></td>
</tr>
<tr>
<td>20,000-30,000</td>
<td>10 (34)</td>
<td>8 (42)</td>
<td>2 (20)</td>
<td></td>
</tr>
<tr>
<td>30,000-40,000</td>
<td>1 (3)</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Years since HF^b diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td>≤5 years</td>
<td>18 (62)</td>
<td>13 (68)</td>
<td>5 (50)</td>
<td></td>
</tr>
<tr>
<td>5-10 years</td>
<td>4 (14)</td>
<td>3 (16)</td>
<td>1 (10)</td>
<td></td>
</tr>
<tr>
<td>10-20 years</td>
<td>5 (17)</td>
<td>2 (11)</td>
<td>3 (30)</td>
<td></td>
</tr>
<tr>
<td>&gt;20 years</td>
<td>2 (7)</td>
<td>1 (5)</td>
<td>1 (10)</td>
<td></td>
</tr>
<tr>
<td>HFpEF^c, n (%)</td>
<td>16 (55)</td>
<td>12 (63)</td>
<td>4 (40)</td>
<td>.27</td>
</tr>
<tr>
<td><strong>Baseline NYHA^d, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>NYHA II</td>
<td>10 (34)</td>
<td>9 (47)</td>
<td>1 (10)</td>
<td></td>
</tr>
<tr>
<td>NYHA III</td>
<td>19 (66)</td>
<td>10 (53)</td>
<td>9 (90)</td>
<td></td>
</tr>
<tr>
<td>LVEF^e, median (IQR)</td>
<td>35 (28-50)</td>
<td>30 (22-46)</td>
<td>50 (35-57)</td>
<td>.02</td>
</tr>
<tr>
<td>Baseline Minnesota Living With HF score^f, median (IQR)</td>
<td>58 (48-70)</td>
<td>53 (40-62)</td>
<td>72.5 (54-81)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>HF hospitalization in previous 6 months, n (%)</strong></td>
<td>25 (86)</td>
<td>17 (89)</td>
<td>8 (80)</td>
<td>.59</td>
</tr>
<tr>
<td>Emergency department attendance in previous 12 months, n (%)</td>
<td>21 (75)</td>
<td>13 (68)</td>
<td>8 (89)</td>
<td>.37</td>
</tr>
<tr>
<td>Body mass index, median (IQR)</td>
<td>30.42 (25.65-38.72)</td>
<td>30.80 (25.65-39.82)</td>
<td>30.27 (25.13-32.25)</td>
<td>.65</td>
</tr>
<tr>
<td><strong>Medical history, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>Hypertension</td>
<td>27 (93)</td>
<td>17 (89)</td>
<td>10 (100)</td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>All participants (N=29)</td>
<td>Not hospitalized (19/29, 66%)</td>
<td>Hospitalized (10/29, 34%)</td>
<td>P value</td>
</tr>
<tr>
<td>----------------------------</td>
<td>-------------------------</td>
<td>--------------------------------</td>
<td>---------------------------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10 (53)</td>
<td>6 (60)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>16 (55)</td>
<td>10 (53)</td>
<td>6 (60)</td>
<td>.19</td>
</tr>
<tr>
<td>Hypercholesterolemia</td>
<td>22 (76)</td>
<td>16 (84)</td>
<td>6 (60)</td>
<td>.41</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>19 (66)</td>
<td>11 (58)</td>
<td>8 (80)</td>
<td>.37</td>
</tr>
<tr>
<td>Cerebrovascular accident</td>
<td>7 (24)</td>
<td>6 (32)</td>
<td>1 (10)</td>
<td>.45</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>17 (59)</td>
<td>10 (53)</td>
<td>7 (70)</td>
<td>.43</td>
</tr>
<tr>
<td>COPD or asthma</td>
<td>11 (38)</td>
<td>6 (32)</td>
<td>5 (50)</td>
<td></td>
</tr>
</tbody>
</table>

**Use of therapies**

<table>
<thead>
<tr>
<th>Use of therapies</th>
<th>All participants (N=29)</th>
<th>Not hospitalized (19/29, 66%)</th>
<th>Hospitalized (10/29, 34%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loop diuretic, n (%)</td>
<td>27 (93)</td>
<td>17 (89)</td>
<td>10 (100)</td>
<td>.53</td>
</tr>
<tr>
<td>Daily loop diuretic dose, median (IQR)</td>
<td>80 (80-120)</td>
<td>80 (40-80)</td>
<td>100 (80-60)</td>
<td>.09</td>
</tr>
<tr>
<td>β blocker, n (%)</td>
<td>26 (90)</td>
<td>17 (89)</td>
<td>9 (90)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>ACE-I or ARB, n (%)</td>
<td>22 (76)</td>
<td>17 (89)</td>
<td>5 (50)</td>
<td>.03</td>
</tr>
<tr>
<td>Aldosterone antagonist, n (%)</td>
<td>12 (41)</td>
<td>8 (42)</td>
<td>4 (40)</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

aAt the time of publication, a currency exchange rate of Aus $1=US $0.74 was applicable.
bHF: heart failure.
cHFrEF: heart failure with reduced ejection fraction.
eLVEF: left ventricular ejection fraction.
fThe Minnesota Living With Heart Failure scoring range is from 0 to 105, with higher scores indicating poorer health-related quality of life.
gCOPD: chronic obstructive pulmonary disease.
hACE-I: angiotensin-converting enzyme inhibitor.
iARB: angiotensin II receptor blocker.

**Objective Measures**

Of the 4 objective measures collected, only HR demonstrated a significant difference between groups (median 80 vs 67 beats per minute [bpm]; P=.02) (Table 3). Variation in HR over the study period, however, was nonsignificant between groups (7 vs 6 bpm; P=.71). Participants admitted to the hospital demonstrated higher BNP values (median 1113 vs 546 pg/mL; P=.09), with a higher average daily increase prior to hospitalization (20 vs 0.05 pg/mL/d; P=.08).
Table 3. Objective and subjective measures.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Not hospitalized, median (IQR), (n=19)</th>
<th>Hospitalized, median (IQR), (n=10)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objective measures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Weight</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average (kg)</td>
<td>87 (73.8 to 95.6)</td>
<td>84.5 (64 to 96.1)</td>
<td>.52</td>
</tr>
<tr>
<td>Variability (standard deviation) (kg)</td>
<td>0.97 (0.63 to 1.30)</td>
<td>1.07 (0.61 to 2.86)</td>
<td>.57</td>
</tr>
<tr>
<td>Slope (kg/d)</td>
<td>0.00 (–0.04 to 0.02)</td>
<td>0.13 (–0.15 to 0.33)</td>
<td>.26</td>
</tr>
<tr>
<td><strong>Systolic blood pressure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average (mmHg)</td>
<td>121.8 (108 to 128.7)</td>
<td>123.2 (113.8 to 131.7)</td>
<td>.65</td>
</tr>
<tr>
<td>Variability (standard deviation) (mmHg)</td>
<td>12.8 (8.3 to 15.4)</td>
<td>15.4 (11.1 to 17.6)</td>
<td>.29</td>
</tr>
<tr>
<td>Slope (mmHg/d)</td>
<td>0.25 (–0.37 to 0.64)</td>
<td>1.06 (–0.82 to 10.5)</td>
<td>.31</td>
</tr>
<tr>
<td><strong>Heart rate</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average (bpm(^a))</td>
<td>67.4 (62.0 to 76.2)</td>
<td>80.4 (74.3 to 88.0)</td>
<td>.02</td>
</tr>
<tr>
<td>Variability (standard deviation) (bpm)</td>
<td>7.5 (4.3 to 10.0)</td>
<td>7.2 (3.6 to 14.4)</td>
<td>.71</td>
</tr>
<tr>
<td>Slope (bpm/d)</td>
<td>–0.04 (–0.17 to 0.36)</td>
<td>–0.61 (–1.59 to 0.87)</td>
<td>.38</td>
</tr>
<tr>
<td><strong>B-type natriuretic peptide</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average (pg/mL)</td>
<td>545.6 (237.4 to 891.7)</td>
<td>1112.5 (554.5 to 1565)</td>
<td>.09</td>
</tr>
<tr>
<td>Variability (standard deviation) (pg/mL)</td>
<td>99.9 (47.5 to 231.9)</td>
<td>164.4 (75.2 to 186.7)</td>
<td>.83</td>
</tr>
<tr>
<td>Slope (pg/mL/d)</td>
<td>0.05 (–4.85 to 5.81)</td>
<td>19.65 (4 to 41.45)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Subjective measures(^b)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Subjective Measures

Symptom scores were examined, with hospitalized patients reporting higher median dyspnea, bendopnea, and PND with a lower 7-day range, implying consistently worse symptoms (all \(P < .01\)) (Table 3). Figure 1 shows the symptom measurements experienced at each severity level of the Likert scale. Orthopnea was worse in the HF hospitalization group (\(P = .01\)) but had similar variability (\(P = .22\)). A symptom score of at least 3 for dyspnea, 2 for orthopnea, and 4 for PND and bendopnea produced the highest AUC and YI for predicting HF hospitalization. Figure 2 shows the areas under the curve for respiratory symptoms.

---

\(^a\)bpm: beats per minute.

\(^b\)For subjective measures, the median is the median and IQR of the participants’ median scores. Range is the median and IQR of participants’ range of scores; for example, if the range was 1, that patient had a symptom of 3 and 4 only.
Figure 1. Subjective symptom measurements experienced at each severity level of the Likert scale, showing the weighting of severity in the hospitalized versus nonhospitalized group.
Figure 2. Areas under the curve for subjective respiratory symptoms. AUC: area under the curve.

The highest YI (0.54) and AUC (0.77) were observed when on any given day dyspnea, orthopnea, and bendopnea symptoms were severe. This combination predicted hospitalization with a sensitivity of 81% and a specificity of 73%. Similar results were observed when at least orthopnea and bendopnea were severe (YI=0.53; AUC=0.76; sensitivity of 81%; specificity of 73%). Higher sensitivities but lower specificities were observed when dyspnea and bendopnea (84% and 68%, respectively) or dyspnea and orthopnea (87% and 64%, respectively) were severe (see Multimedia Appendix 1 for graphical representation). All other combinations resulted in a YI <0.50 and an AUC <0.75.

Discussion

Principal Findings

In this analysis of the prediction of decompensation and HF hospitalization within 30 days, we demonstrated that compared with objective measures, a simplified system for quantifying respiratory symptom status may be an accurate and useful predictor. Specifically, the highest precision of HF hospitalization was observed when patients with HF experienced severe dyspnea, orthopnea, and bendopnea on any given day (AUC=0.77; sensitivity of 83%; specificity of 73%). Early detection of deterioration would allow the care team to provide agile HF care that may be able to prevent subsequent hospital admission.

The lack of a sound risk prediction tool for imminent HF hospitalization makes organization and prioritization of HF care challenging [5]. Current Australian HF guidelines call for systems of care with an “alert system to flag patients who are displaying signs of clinical deterioration and pathways for rapid medical review” [3]. Given that subjective data outperformed objective data in this pilot cohort, there are opportunities for patients to be able to regularly log respiratory symptoms. This eliminates the need for patients to regularly use medical equipment (eg, sphygmomanometer, scales) to collect prediction data.

Real-time regular data collection of a participant’s state, such as HF symptoms, can be conducted through ecological momentary assessment (EMA) [14]. This method allows a picture to be formed of a participant’s symptoms, reducing recall bias. EMA data are best collected by electronic means, such as mobile and wireless devices (mobile health [mHealth]), to ensure easy, timely, and compliant documentation [14,15].

The ease of collection of EMA self-reported respiratory symptom data via mHealth could lead to large data sets for analysis. Artificial intelligence and machine learning are increasingly being used to provide clinically meaningful predictive data analysis, especially with large data sets [16]. This technique can be applied to build automated clinical decision systems for problems such as hospitalization risk [16].

Limitations

The main limitation of this pilot study is its sample size and length of follow-up. The small sample size may affect the variability of some measures (eg, weight), and this should be addressed in future larger trials over a longer period. Future studies could establish baseline respiratory symptoms for patients and examine the timeline of changes in the severity of symptoms and of hospitalization. Additionally, there was selection bias, as patients were recruited from a single-center HF clinic, and this may not represent a typical HF population. However, unlike previous studies using patients drawn from clinical trials [17], our patients were recruited from standard practice, which may increase the generalizability of the study. Another strength is the use of primary data collected during the study rather than secondary data, such as trial databases, registries, and administrative claims data, which have been used in other studies.

Conclusions

The use of patient-reported serial quantification of 4 key respiratory HF symptoms (dyspnea, bendopnea, orthopnea, and PND) may provide low-cost detection of imminent decompensation and therefore potential hospitalization. Future research should focus on testing and validating this model with a larger sample, augmenting the findings using an EMA of self-reported HF symptoms via mHealth, and using artificial intelligence data analysis techniques to increase risk prediction accuracy.
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Abstract

Background: Over 100 million individuals have high blood pressure, and more than half of them are women. The Dietary Approaches to Stop Hypertension (DASH) dietary pattern is a proven lifestyle approach to lower blood pressure, yet population-level adherence is poor. Innovative strategies that promote DASH are needed.

Objective: This paper aims to improve adherence to the DASH diet among women with hypertension or prehypertension.

Methods: We conducted a 3-month randomized controlled feasibility trial comparing app-based diet tracking (active comparator) to app-based diet tracking plus feedback on DASH adherence via text message (intervention). The intervention platform extracted nutrient data from the app, compared it to DASH recommendations, and sent tailored feedback text messages. Outcomes included the number of days participants tracked their diet, changes in their DASH adherence score, and blood pressure.

Results: The women (N=59) had a mean age of 49.9 (SD 11.9) years and were primarily non-Hispanic White (41/59, 69%) and college educated (49/59, 83%). The mean baseline DASH score was 2.3 (SD 1.3). At 3 months, the intervention and active comparator participants had similar mean days tracked per week (4.2, SD 2.1 days vs 4.6, SD 2.7 days; P=.54) and mean changes in their DASH score (0.8, 95% CI 0.2-1.5 vs 0.8, 95% CI 0.4-1.2; P=.75). Intervention participants had lower systolic (mean difference: –2.8 mmHg, 95% CI –1.8 to 7.4; P=.23) and diastolic (mean difference: –3.6 mmHg, 95% CI –0.2 to 7.3; P=.07) blood pressure compared with active comparator participants. Most intervention participants (23/29, 79%) said they would recommend the DASH Cloud intervention to a friend or family member. However, only 34% (10/59) indicated that the feedback text messages helped them reach their diet goals.

Conclusions: A digital health intervention to improve DASH adherence is feasible and produces moderately high engagement among women with elevated blood pressure. The intervention did not enhance DASH adherence over diet tracking alone but resulted in greater reductions in blood pressure. Larger studies are needed to determine how digital health interventions can improve population-level adherence to DASH.

Trial Registration: ClinicalTrials.gov NCT03215472; https://clinicaltrials.gov/ct2/show/study/NCT03215472
Introduction

More than 100 million Americans have high blood pressure [1], the primary risk factor for heart disease and stroke, which are two of the leading causes of death in the United States [2]. In 2017, the American Heart Association implemented new guidelines for the detection, prevention, and treatment of high blood pressure [3]. These guidelines lowered the thresholds for what is considered an optimal blood pressure, which resulted in about 30 million more Americans requiring treatment for high blood pressure, including 13 million more women [1,3,4]. Many of these women, however, present with atypical risk factors for high blood pressure and may not receive the treatment they need [5]. Participation of women in blood pressure trials is disproportionately lower, and there is a need for a lifestyle treatment that is tailored for women [6]. Lifestyle treatment is indicated for all individuals with high blood pressure regardless of whether medication is also indicated, but it is the first line of treatment for those in the elevated blood pressure category [3].

The Dietary Approaches to Stop Hypertension (DASH) dietary pattern is an evidence-based lifestyle treatment to lower blood pressure [7]. DASH emphasizes nutrient-rich foods, such as fruits and vegetables, whole grains, and low-fat dairy products, and limits red meat and processed foods [8]. DASH was specifically designed to increase nutrient consumption of calcium, magnesium, potassium, fiber, and protein and reduce the intake of saturated fat, total fat, and cholesterol [8]. The initial DASH trial, which compared a typical US diet to the DASH dietary pattern among adults with nonmedicated high blood pressure, resulted in a decrease of systolic and diastolic blood pressure by 5.5 and 3.0 mmHg, respectively [7]. The blood pressure–lowering effects of DASH have been replicated in multiple trials [9-11].

As such, DASH is recommended in national blood pressure [3,12] and dietary [13] guidelines. However, the adoption of DASH on a population level remains poor [14]. Fewer than 1% of US adults are fully adherent to DASH, and only 20% meet half of the recommendations of DASH [9,15]. This indicates a need for improved dissemination and support to increase population uptake and adherence to DASH.

Smartphones are a promising channel for disseminating and supporting DASH adherence. More than three-quarters of Americans have smartphones, with high rates of ownership across all socioeconomic strata [16]. Diet and fitness smartphone apps account for 43% [16,17] of mobile medical apps, with the most popular apps having 50 million users [18]. These publicly available apps are primarily diet trackers that ask users to enter all foods and beverages consumed and then link those data with nutritional databases. Although popular, these apps lack evidence-based components known to produce behavior change, such as consistent self-monitoring, goal setting, problem-solving skills, feedback, and social support [19,20]. To address this, we can create programs that combine these publicly available apps with evidence-based behavior change principles to improve dissemination of DASH.

In the current study, we created the DASH Cloud intervention. Using data collected through a commercial diet-tracking smartphone app, DASH Cloud provides tailored feedback via text messages about adherence to DASH, accompanied by motivational messages designed to support behavior change. We tested the feasibility of the intervention among women with high blood pressure using a randomized controlled study design. The 3-month trial compared the DASH Cloud intervention to diet tracking alone on adherence to DASH. Using the principles of feasibility outlined by Leon et al [21], feasibility was determined based on successful recruitment and retention and the successful implementation of the intervention. We hypothesized that women receiving the 3-month DASH Cloud intervention would have (1) greater rates of diet tracking and (2) greater adherence to DASH.

Methods

Study Design and Eligibility

We recruited women aged 21 to 70 years with a BMI of >18.5 kg/m². Women were eligible if they self-reported being diagnosed with hypertension, using medication for blood pressure, or having a recent systolic measurement of 120 to 159 mmHg or a diastolic blood pressure measurement of 80 to 99 mmHg. They were required to have a smartphone with the latest operating system or be willing to update to the current version, have a data plan, and be willing to receive daily text messages. Having an email address and fluency in English were also required. Participants were excluded if they had a cardiovascular event in the last 6 months or a current cancer diagnosis, had been institutionalized for a psychiatric disorder within the past year, or if they were pregnant, lactating, or enrolled in another dietary change study.

Eligible participants were redirected to an online consent form to review and sign, which included both a brief video that described the study and a written version. Participants then completed online surveys and attended baseline study visits at our study offices. During the first baseline visit, participants’ height, weight, blood pressure, and depression status were measured.

At the first baseline visit, participants downloaded and were instructed on how to use the Nutritionix diet-tracking app (Syndigo LLC) and asked to track their diet for a week to assess their ability to track using the study app. Participants came back for a second baseline visit 1 week later if they tracked a minimum of 4 consecutive days. During the second baseline visit, participants were randomized using a permuted block design with random block sizes ranging from 4 to 8.
allocation table was created by a biostatistician using Sealed Envelope and uploaded to a Research Electronic Data Capture (REDCap) project. Allocation was revealed to unblinded research staff upon random assignment by the REDCap software, allowing the research staff to orient the participant to either the DASH Cloud intervention or an active comparator arm. Participants had a follow-up visit after 3 months. Participants were compensated US $25 at the second baseline visit and the 3-month follow-up visit. All study protocols were in accordance with the ethical standards of Duke University and were approved by the Duke University Health Center institutional review board. The study was registered on ClinicalTrials.gov on July 12, 2017 (NCT03215472).

Recruitment

Participants were recruited using a multipronged approach, including (1) flyers distributed to gyms, community centers, grocery stores, and health and wellness clinics throughout Raleigh, Durham, and Chapel Hill, North Carolina; (2) study details posted on Research Match, a national clinical trials registry that matches participants to studies; (3) social media posts on Twitter, Facebook, and Nextdoor; and (4) contact with participants who were ineligible for other studies but showed interest in similar behavioral studies.

Intervention Description

The intervention included (1) daily diet tracking using the Nutritionix app; (2) daily or weekly text messages that included tailored feedback on adherence to DASH, motivational messages to boost adherence, and tips for specific dietary changes; (3) animated videos designed to increase skills around different topics related to DASH; and (4) the DASH booklet available from the National Heart, Lung, and Blood Institute (NHLBI) [22].

Daily Diet Tracking

All participants were asked to use Nutritionix daily and enter all foods and beverages consumed. Like many commercial diet apps, Nutritionix primarily provides tracking capabilities. The app interface includes options to enter foods by meal and time of day and includes small pictures of each food. Nutritionix also has a comprehensive and easily accessible nutrient database supporting entries into the app. This database includes all data available from the United States Department of Agriculture (USDA) Food Composition Database, data from restaurant chains, and foods added by registered dietitians staffed by Nutritionix. Dietary data were automatically uploaded from the Nutritionix app daily via an application programing interface (API). The API connects the Nutritionix server to the DASH Cloud intervention delivery system, which uses servers stored in a platform operated out of the Duke Global Digital Health Science Center called Prompt. As is common with nutrient databases [23], not all foods available in the Nutritionix database had complete nutrient data. For example, magnesium and potassium were nutrients we used in our DASH algorithm that were often not available for many foods. As such, to ensure we had complete nutrient data, our registered dietitians on staff manually filled in any missing nutrient data that were received via the Nutritionix API.

Feedback Texts

Using an automated algorithm, the intervention platform sent daily feedback via text message at 12:00 PM EST for the first 2 weeks and weekly feedback via text message for the remainder of the study (Figure 1). We opted to send the texts daily during the first 2 weeks to provide feedback proximal to the specific food choice. After 2 weeks, we switched to giving feedback weekly to reduce the potential burden from texting daily. This decision was based on balancing the concept of proximal feedback with the perceived burden from frequent notifications. The feedback message began with a personalized greeting (eg, “Hello, [name]”) and the participant’s DASH diet adherence score from the previous day (eg, “Your DASH score yesterday was 5.5”). This score was calculated using the Mellen et al [15] index to evaluate DASH adherence based on nutrient targets. The score uses a 9-point scale based on the previous day’s intake for potassium, sodium, magnesium, calcium, saturated fat, total fat, total protein, cholesterol, and fiber. Our algorithm compared the total intake and the recommended targets for these nutrients in DASH. Similar to the Mellen et al [15] index, our software platform was coded to automatically apply a score of 0, 0.5, or 1 to each nutrient based on its difference from the recommended target. The texts included feedback on which nutrients met the target and tips for improving nutrient intake for those that were suboptimal (eg, “You did best with reducing saturated fat and boosting your fiber intake and seemed to struggle with getting enough potassium and magnesium”). Feedback also included motivational messages regarding changes in the overall DASH score and prompted participants to reflect on which dietary choices most impacted their DASH score. Each week on Sunday afternoons, we also sent a separate text message about a different topic related to DASH (eg, “Dining out on DASH,” with links to animated educational videos). Overall, these text messages were intended to be motivational by offering behavioral tips to reinforce dietary change and providing social support for women at risk for hypertension and cardiovascular disease. We aimed to tailor the intervention content for women and, in particular, improve understanding of the risks specific to women regarding cardiovascular disease. Participants were not expected to respond, and an automatic reply was sent if participants did respond indicating that they could reach out for support to our staff via email.
Active Comparator Arm
Participants in the active comparator arm were asked to track their diet daily using the Nutritionix app and were shown a video that introduced the DASH dietary pattern. They were asked to try to follow DASH guidelines. However, unlike the intervention arm, they did not receive any of the text messages, which included tailored feedback and skills training videos. Active comparator participants received the same publicly available booklet from NHLBI with information about the DASH diet.

Measures

Baseline Sociodemographic and Psychosocial Variables
To characterize participants, we measured various sociodemographic and psychosocial variables. Sociodemographic measures were collected at baseline using standard survey questions used in previous studies. This included age, race and ethnicity, educational attainment, marital status, employment, insurance status, and the number of children within the household. Depression was assessed using the validated 8-item survey from the Patient Health Questionnaire [24]. The scale ranges from 0 to 24, and a score of >10 indicates depression.

Anthropometrics
Weight and height were collected by study staff and BMI was calculated for each participant. Height was measured twice and recorded to the nearest 0.1 cm using a wall-mounted height rod (Portrod; Health O Meter). Weight was measured twice and recorded to the nearest 0.1 kg using a scale (Scale-Tronix 5005; Welch Allyn).

Engagement With Diet Tracking
Engagement was operationalized as a valid day tracked, determined by looking at overall caloric intake. A day with missing data or a daily caloric level of <600 calories was considered to be a day that did not have complete tracking data and was marked invalid [25]. We assessed the average days tracked per week and calculated the proportion of participants who tracked at least 5 days per week.

DASH Diet Adherence
To assess change in DASH adherence, dietary intake was measured using the Automated Self-Administered 24-hour (ASA24) recall tool from the National Cancer Institute.
ASA24 is an automated tool that uses the USDA’s validated multiple-pass method to elicit intake throughout a given day [26]. Using an unannounced protocol, participants were asked via email to complete 1 weekend day and 1 weekday of dietary intake within a 2-week period. The ASA24 provides comprehensive nutrient data on all foods and beverages consumed during the previous 24-hour period. These data were used to calculate a nutrient-based DASH index score, developed by Mellen and colleagues [15], as mentioned above. Nutrient targets can be found in the “Change in DASH Adherence Across Arms” section and were standardized to total calorie intake. Individual nutrient scores were summed to calculate a total DASH adherence score. As such, the score range is 0 to 9, with higher scores indicative of greater adherence and a score of 9 indicating full adherence to the DASH dietary pattern.

**Blood Pressure**

Participants confirmed that they had not consumed coffee or used tobacco 30 minutes before the blood pressure measurement. We standardized our procedures to use the right arm unless a participant indicated that it was medically contraindicated, and we measured arm circumference to determine blood pressure cuff size. After resting for 5 minutes, blood pressure was measured 3 times with 30-second intervals in between each measurement using a blood pressure monitor (HEM-907XL; Omron Healthcare). Using the average blood pressure measurement, we categorized participants based on their severity of hypertension [3].

**Intervention Satisfaction**

At 3 months, using surveys adapted from our previous studies, we assessed perceived ease and usefulness of the Nutritionix app across both study arms and overall satisfaction with the DASH Cloud intervention within the intervention arm only. Using a 5-point Likert scale from strongly disagree to strongly agree, we asked participants about their perceptions of all elements of the intervention, including the ease and usefulness of the Nutritionix app, the DASH score in the feedback, the personalization of the texts, the timing of the texts, and whether an individual would recommend this program to others. The “Satisfaction With Intervention Activities” section describes the intervention satisfaction questions we asked the intervention arm only and the proportion that responded in agreement.

**Analysis**

For descriptive analyses, normally distributed variables were summarized and reported as means and standard deviations. Engagement was analyzed using a 2-tailed $t$ test to compare overall mean engagement over the course of the study. Engagement trends over time were analyzed using a random-intercept mixed model with unstructured covariance. The model included a continuous variable for time in weeks, a treatment group variable, and a time-by-group interaction term. To assess changes in the DASH adherence score, we conducted a primary analysis that treated invalid baseline and 3-month data as missing. Using standard protocols for obtaining valid dietary intake [23], we defined invalid assessments as those having a mean daily caloric intake of <600 or >3500 calories or those that did not include at least 2 recalls from 1 weekend day and 1 weekday or that included recalls that were collected more than 2 weeks apart. To examine the effect of the treatment group over time on DASH adherence, controlling for baseline levels of DASH adherence, we conducted linear regression models assessing 3-month DASH scores and DASH component values by study arm and including baseline DASH adherence as a covariate. Within-group changes in DASH scores and components were estimated using repeated-measures analysis of variance methods. Sensitivity analysis models were conducted using the same methods while including measurements previously excluded as invalid in the per-protocol models. Between-group differences in 3-month systolic and diastolic blood pressure were also assessed using linear regression models and adjusting for baseline values. Missing 3-month values in the DASH and blood pressure models were addressed using intent-to-treat principles with maximum likelihood estimations. Analyses were conducted using SAS 9.4 (SAS Institute) software and $P$ values with an $\alpha < .05$ were considered statistically significant.

**Results**

**Recruitment and Retention Rates**

The recruitment period lasted from July 21, 2017, to November 5, 2017. The CONSORT (Consolidated Standards of Reporting Trials) diagram (Figure 2) shows the study flow for both recruitment and retention: 422 individuals filled out the screening on the DASH Cloud website, and 363 of those individuals were ineligible, declined participation, or did not complete baseline activities. The primary reason for ineligibility was not meeting the blood pressure criteria. Of the remaining eligible participants, 59 were then randomized to receive the DASH Cloud intervention (n=30) or the active comparator arm (n=29). At the end of the study, 90% (28/30 intervention, 25/29 control) of participants attended the final 3-month visit. The ASA24 surveys were collected outside the in-person 3-month visit and had different retention rates. Of the 59 total participants, 53 (90%; 29/30 intervention, 24/29 control) completed the ASA24 per protocol at baseline, and 46 (78%; 25/30 intervention, 21/29 control) completed it at 3 months; 43 (73%; 24/30 intervention, 19/29 control) completed it per protocol at both time points. All participants completed at least 1 ASA24 at baseline, and 55 of the 59 (93%) participants completed at least 1 diet recall at 3 months.
Baseline Characteristics

As is shown in Table 1, participants (N=59) were all women with a mean age of 49.9 (SD 11.9) years and a mean BMI of 33.9 (SD 7.6) kg/m² (Table 1). Most participants were non-Hispanic White (41/59, 69%), insured (57/59, 97%), college educated (49/59, 83%), employed (42/59, 71%), and married (36/59, 61%). At baseline, the mean systolic blood pressure was 122.9 (SD 14.2) mmHg and the mean diastolic blood pressure was 80.2 (SD 8.8) mmHg. The majority of participants (41/59, 69%) were classified as having elevated blood pressure according to updated blood pressure guidelines from the American Heart Association and the American College of Cardiology, which is defined as any measurement of systolic blood pressure over 120 mmHg or a diastolic blood pressure measurement over 80 mmHg. These updated guidelines have lowered the threshold for elevated blood pressure, and lifestyle treatments, such as DASH, are a first line of treatment for those meeting these criteria. There were no differences in baseline characteristics by study arm.
Table 1. Sociodemographic and clinical baseline characteristics of participants enrolled in the DASH Cloud intervention trial (N=59).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.9 (11.9)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>33.8 (7.6)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), mean (SD)</td>
<td>122.9 (14.2)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg), mean (SD)</td>
<td>80.2 (8.8)</td>
</tr>
<tr>
<td>Normal blood pressure category (defined as &lt;120/80 mmHg), n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>18 (31)</td>
</tr>
<tr>
<td>Self-reported use of blood pressure medications, n (%)</td>
<td>29 (49)</td>
</tr>
<tr>
<td>Married or living with partner, n (%)</td>
<td>36 (61)</td>
</tr>
<tr>
<td>Children in household, n (%)</td>
<td>23 (41)</td>
</tr>
<tr>
<td>Currently employed, n (%)</td>
<td>42 (71)</td>
</tr>
<tr>
<td>Currently insured, n (%)</td>
<td>57 (97)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Vocational or trade school or some college after high school</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Associate degree from college or university</td>
<td>5 (8)</td>
</tr>
<tr>
<td>College degree</td>
<td>15 (25)</td>
</tr>
<tr>
<td>Postgraduate degree from college or university</td>
<td>34 (58)</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>41 (69)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>10 (17)</td>
</tr>
<tr>
<td>Hispanic Black</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Hispanic White</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Other (Asian, multiracial, or unreported)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Depression, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Minimal depression (score of 0-4)</td>
<td>37 (63)</td>
</tr>
<tr>
<td>Mild depression (score of 5-9)</td>
<td>18 (31)</td>
</tr>
<tr>
<td>Moderate depression (score of 10-14)</td>
<td>4 (6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Using the blood pressure treatment categories from the 2017 American Heart Association and the American College of Cardiology guidelines.

<sup>b</sup>Using the 8-item Patient Health Questionnaire scale, with scores ranging from 0 to 24.

Engagement With Diet Tracking

Figure 3 shows the actual and predicted days tracked per week across study arms. The mean days tracked per week overall was slightly higher, although not statistically significant, in the active comparator arm compared with the intervention arm (mean 4.6, SD 2.7 days vs 4.2, SD 2.1 days; *P*=.54). Likewise, a higher proportion of active comparator participants tracked 5 days or more per week, on average, compared with intervention participants (18/29, 63% vs 14/30, 47%; *P*=.24). However, the intervention participants experienced a steeper reduction in diet-tracking engagement over time, with rates decreasing by 0.23 (95% CI 0.16-0.29) days per week (*P*<.001), which is about a day per month faster than the active comparator group.
As is shown in Table 2, the mean DASH score at baseline was 2.2 (SD 1.3), and there were no significant differences across study arms (2.2, SD 1.3 in intervention vs 2.4, SD 1.3 in active comparator; \( P = .85 \)). After we adjusted for baseline DASH scores, participants in the intervention arm had DASH scores that were 0.01 (95% CI –0.7 to 0.7) points lower than the active comparator arm at 3 months (\( P = .97 \)). Both groups experienced significant increases in DASH scores at 3 months (intervention mean change: 0.8, 95% CI 0.2-1.5; \( P = .02 \); active comparator mean change: 0.8, 95% CI 0.4-1.2; \( P < .001 \)). No significant differences were observed between groups on any nutrient component within the DASH score after adjusting for baseline between-group differences. Both groups experienced significant or marginally significant increases in fiber intake over the 3 months. Both groups also reported significant decreases in saturated fat. Within the intervention group, there was a significant increase in magnesium intake and a significant decrease in total fat consumption. Within the active comparator group, there was a significant decrease in total fat consumption and an increase in calcium.

Sensitivity analysis that included ASA24 data that were not valid per protocol produced results that were generally consistent with the per-protocol models using valid data. Data from all 59 participants were included, with 93% (55/59) of participants contributing 3-month data to these models.
Table 2. Change in DASH adherence score and DASH score components within and across study arms among participants in the DASH Cloud intervention trial (N=59).a

<table>
<thead>
<tr>
<th>Nutrient</th>
<th>Standards</th>
<th>Intervention</th>
<th>Active comparator</th>
<th>Between-group difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Baseline, mean (SD)</td>
<td>3 months, mean (SD)</td>
<td>Estimated mean difference (95% CI)</td>
</tr>
<tr>
<td>DASH score</td>
<td>0–9</td>
<td>2.2 (1.3)</td>
<td>3.1 (1.4)</td>
<td>0.8 (0.2 to 1.5)</td>
</tr>
<tr>
<td>Total fat (% of total calories)</td>
<td>&lt;27% of total daily kcal</td>
<td>37.9 (7.4)</td>
<td>37.6 (7.2)</td>
<td>–0.2 (–2.7 to 2.4)</td>
</tr>
<tr>
<td>Saturated fat (% total calories)</td>
<td>&lt;6% of total daily kcal</td>
<td>12.6 (3.5)</td>
<td>11.4 (2.9)</td>
<td>–1.4 (–2.6 to –0.2)</td>
</tr>
<tr>
<td>Protein (% total calories)</td>
<td>&gt;18% of total daily kcal</td>
<td>16.0 (3.9)</td>
<td>17.4 (5.2)</td>
<td>1.2 (–1.1 to 3.4)</td>
</tr>
<tr>
<td>Cholesterol (mg/1000 kcal per day)</td>
<td>&lt;71.4 mg/1000 kcal</td>
<td>172.2 (84.8)</td>
<td>160.9 (101.1)</td>
<td>–13.2 (–61.9 to 35.4)</td>
</tr>
<tr>
<td>Fiber (g/1000 kcal)</td>
<td>&gt;14.8 g/1000 kcal per day</td>
<td>9.1 (4.9)</td>
<td>11.0 (4.3)</td>
<td>2.1 (0.7 to 3.5)</td>
</tr>
<tr>
<td>Magnesium (mg/1000 kcal)</td>
<td>&gt;238 mg/1000 kcal per day</td>
<td>142.2 (32.0)</td>
<td>171.3 (45.7)</td>
<td>28.3 (7.5 to 49.0)</td>
</tr>
<tr>
<td>Calcium (mg/1000 kcal)</td>
<td>&gt;590 mg/1000 kcal per day</td>
<td>494.4 (170.9)</td>
<td>489.5 (222.9)</td>
<td>–12.5 (–96.9 to 71.9)</td>
</tr>
<tr>
<td>Potassium (mg/1000 kcal)</td>
<td>&gt;2238 mg/1000 kcal per day</td>
<td>1318.0 (420.3)</td>
<td>1489.8 (439.8)</td>
<td>168.7 (–23.4 to 360.9)</td>
</tr>
<tr>
<td>Sodium (mg)</td>
<td>&lt;2400 mg per day</td>
<td>3223.6 (912.1)</td>
<td>3078.4 (975.1)</td>
<td>–187.3 (–602.8 to 228.1)</td>
</tr>
</tbody>
</table>

aParticipants with an invalid ASA24 were treated as missing.

bDASH: Dietary Approaches to Stop Hypertension.

Change in Blood Pressure Across Arms

After adjusting for baseline, participants in the intervention arm had systolic blood pressures that were, on average, 2.8 (95% CI –1.8 to 7.4) mmHg lower than the active comparator arm at 3 months, though not significantly (P=.23). Participants’ 3-month average diastolic blood pressure was lower in the intervention arm, on average, by 3.6 (95% CI –0.2 to 7.3) mmHg compared with the active comparator arm after adjusting for baseline, though not significantly (P=.07).

Association Between Change in DASH Adherence and Change in Blood Pressure

Overall, changes in DASH scores and changes in blood pressure were inversely correlated. A 1-unit improvement in the DASH score was associated with a 2.5 (95% CI 0.5 to 4.5) mmHg decrease in systolic blood pressure (r=–0.34; P=0.02) and a 1.6 (95% CI 0.05 to 3.3) mmHg decrease in diastolic blood pressure (r=–0.27; P=0.05). The observed correlation was consistent between groups (P=.63). On average, the intervention group decreased by 2.7 (95% CI 0.4 to 5.0) mmHg in systolic blood pressure (r=–0.44; P=0.03) and 1.3 (95% CI 1.0 to 3.6) mmHg in diastolic blood pressure (r=–0.23; P=0.26) for each unit improvement in the DASH score over 3 months. The association
in the active comparator group was slightly weaker, with a 1.7 (95% CI −2.1 to 5.4) mmHg decrease in systolic blood pressure ($r$ = −0.20; $P$ = .37) and a 1.8 (95% CI −0.8 to 4.4) mmHg decrease in diastolic blood pressure ($r$ = −0.29; $P$ = .16) per unit of DASH score improvement.

**Satisfaction With Intervention Activities**

Across study arms, 82% (24/29) of intervention participants indicated with agreement or strong agreement that the Nutritionix app was easy to use. Half of participants (14/29, 50%) said that they would use the app frequently, and only 15% (4/29) indicated that the app was cumbersome to use. Within the intervention arm, the majority of intervention participants (23/29, 79%) said they would recommend the DASH Cloud intervention to a friend or family member (Table 3). Many participants (23/29, 79%) felt the texts were sent at a convenient time, and many (22/29, 76%) preferred a consistent time to receive the texts. Most (23/29, 79%) participants felt the DASH dietary pattern tips were easy to understand. Notably, only about half (16/29, 55%) of participants felt the feedback and DASH score were helpful; 45% (13/29) felt that the DASH score was motivating, and 41% (12/29) indicated that the DASH score reflected their dietary pattern. In addition, 76% (22/29) felt that a DASH score of 10 (reflecting full adherence) was difficult to achieve. About one-third (10/29, 34%) reported that the text messages helped them reach their diet goals, and only 28% (8/29) felt the text messages were personalized.

<table>
<thead>
<tr>
<th>Statements about DASH Cloud intervention components</th>
<th>Agreement with statement, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The feedback received on the automated text messages was helpful.</td>
<td>16 (55)</td>
</tr>
<tr>
<td>The DASH text messages helped me reach my personal diet goals.</td>
<td>10 (34)</td>
</tr>
<tr>
<td>The DASH text messages felt personalized.</td>
<td>8 (28)</td>
</tr>
<tr>
<td>The DASH text messages were sent at a convenient time each day.</td>
<td>21 (72)</td>
</tr>
<tr>
<td>I found the DASH score of 1-10 helpful.</td>
<td>16 (55)</td>
</tr>
<tr>
<td>I found the DASH score motivating.</td>
<td>13 (45)</td>
</tr>
<tr>
<td>The DASH score accurately reflected my diet pattern.</td>
<td>12 (41)</td>
</tr>
<tr>
<td>A DASH score of 10 was difficult to achieve.</td>
<td>22 (76)</td>
</tr>
<tr>
<td>I found the diet tips easy to understand.</td>
<td>23 (79)</td>
</tr>
<tr>
<td>I found the diet tips helpful to improve my DASH score.</td>
<td>16 (55)</td>
</tr>
<tr>
<td>I found the videos helpful.</td>
<td>19 (66)</td>
</tr>
<tr>
<td>I enjoyed watching the videos.</td>
<td>16 (55)</td>
</tr>
<tr>
<td>I learned a lot from the videos.</td>
<td>14 (48)</td>
</tr>
<tr>
<td>I applied the skills I learned from the video in my routine</td>
<td>14 (50)</td>
</tr>
<tr>
<td>Would you recommend this program to a friend or family member looking to eat healthy?</td>
<td>23 (79)</td>
</tr>
</tbody>
</table>

*DASH: Dietary Approaches to Stop Hypertension.*

**Discussion**

**Principal Findings**

Adoption of the DASH dietary pattern can help with blood pressure reduction for the 100 million Americans with suboptimal blood pressure [3]. This study aimed to develop and test the feasibility of using a digital health tool that leverages smartphone diet-tracking apps to improve population-level adoption of DASH. We found that it was feasible to use a commercially available diet-tracking app in our intervention platform and add a behavioral intervention aimed at improving DASH adherence. We were successful at recruiting and retaining women with high blood pressure and achieved moderate to high rates of engagement with diet tracking across both study arms. Similarly, both study arms saw a small increase in DASH adherence at 3 months. However, we found that adding a digital behavioral DASH intervention to a diet-tracking app did not increase DASH adherence compared to diet tracking alone.

These findings are notable for various reasons. First, they signal that participants can achieve and sustain moderate to high engagement with diet-tracking apps even if no feedback is provided on app entries and that these apps can be used to improve their behavioral efficacy. Studies that have examined diet-tracking engagement without added behavioral intervention components demonstrated lower rates of tracking than the average of 4 days per week that we found in this study. In a study by Laing and colleagues [27], rates of diet tracking using the popular app My Fitness Pal dropped significantly after the first month. Patel and colleagues [28] found a similar steep decline in diet tracking after the first month. It may be that our focus on DASH rather than fitness or weight control motivated all participants regardless of whether they received feedback to engage more frequently.

Second, these findings also signal that any feedback is not always better than no feedback for improving engagement and overall dietary quality, with the caveat that we were not powered to evaluate those differences statistically. Behavior change

---
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theories and relevant empirical studies support that giving feedback, particularly tailored feedback, can improve engagement and subsequent behavior change [29,30]. However, the structure of the feedback, the level of personalization, and the relevancy of the feedback are important. Given the study design, we cannot know for sure why the intervention group tracked their diet less often as a result of the feedback; responses to the intervention satisfaction questionnaire give us some insight. Most notable is that less than half of participants found the DASH score used in the feedback motivating and reflective of what they ate. This finding does not preclude the use of “summary type” scoring feedback for improving dietary intake; rather, this suggests that we need to reconsider how to make it more helpful and interpretable to individuals. Additionally, as in any technology, we experienced bugs or issues with coding that did not line up with the logic outlined in the feedback algorithm. We aimed to test for these bugs before and during the execution of the intervention. However, it is possible that the presence of bugs could have impacted intervention engagement and perceptions about helpfulness of the feedback messages. We did not measure this in the study, so we are not able to quantitatively or qualitatively indicate how often this occurred or how much impact any bugs had on outcomes. Future studies should aim to consider measuring the impact of these bugs on outcomes.

Additionally, many participants stated that achieving full DASH adherence was difficult. Given this perception, the DASH score may not have provided positive reinforcement to support dietary behavior change. We are not aware of other studies that gave feedback on nutrients to improve diet quality, and we decided to use nutrient intake as part of the feedback because of its clear link to DASH adherence and the subsequent benefits on blood pressure. Participants may prefer feedback on adherence using food groups or some other measure of adherence. Overall, it would have been helpful to conduct a formal qualitative study after the intervention to better understand the discrepancies between the groups in engagement outcomes and determine how we could have improved satisfaction and perceptions of ease and helpfulness of the intervention. Future studies testing the feasibility of digital health interventions such as DASH Cloud should consider how best to understand the factors that will improve sustained engagement. We did not include a coach or any human support, and it may be that to change dietary behaviors, additional supports are needed beyond what can be provided via technology alone.

Third, these findings indicate that we may need to reconsider how to best provide personalized feedback to improve overall DASH adherence. Only 28% (8/29) of participants said they felt the texts were personalized, despite the use of an algorithm designed to personalize messages about intake of specific DASH nutrients. Our understanding of the most effective formula for personalizing feedback is mixed, but many studies support that personalizing interventions and feedback improves engagement [29,30]. We suggest that the personalization also reflect individual circumstances (eg, including feedback tips specific to one’s family structure) and attitudes and beliefs (eg, self-efficacy for changing behavior) and how those characteristics then impact the individual’s dietary behaviors. Future studies should work toward testing these different approaches when personalizing feedback. Despite the low ratings for the use of the DASH score and the personalization of the texts, 79% (23/29) of participants said they would recommend this program. This suggests that the overall concept of using diet-tracking apps to promote adherence to DASH is appealing.

The high rating of the program overall is important because of the substantial need to improve population-level adoption of DASH. Mellen and colleagues [15] used population-level data to assess DASH adherence shortly before and after the integration of DASH into national dietary guidelines. They found that less than 1% of the population is fully adherent to DASH and only 20% meet half of the DASH recommendations [15]. DASH adherence remained poor in subsequent cross-sectional population cohort studies [9]. As is supported by the current study, it may be that full DASH adherence is difficult to achieve. Indeed, trials testing intensive behavioral interventions to promote DASH have also struggled to help individuals achieve full adherence [31,32]. The PREMIER trial [33,34] was a comprehensive, multicomponent, behavioral intervention to improve adoption of DASH. The PREMIER intervention included standard behavior change components delivered via frequent face-to-face counseling with a registered dietitian and group meetings [33,34]. This high-intensity approach was effective in improving DASH adherence, but not full adoption of DASH [32]. This intervention also included other behavioral components, including sodium reduction, increased physical activity, and weight loss. Although comprehensive, focusing on multiple behaviors at a given time may have made it more difficult to fully adopt all DASH recommendations. Similarly, the ENCORE (Exercise and Nutritional Interventions for Cardiovascular Health) trial tested a comprehensive behavioral approach to adopting DASH, assessing the comparative efficacy of DASH to DASH plus behaviors for weight management on changes in blood pressure [35]. They found that both groups doubled their DASH adherence score, but the average score post intervention remained suboptimal [31]. Notably, the ENCORE trial found a linear relationship between DASH adherence and change in blood pressure. Full DASH adherence may be optimal, but partial adherence to DASH can be effective for lowering blood pressure [31].

The intensive intervention approaches tested in both PREMIER and ENCORE were effective in improving the adoption of DASH to clinically meaningful levels, but these approaches are not accessible to the broader population. To our knowledge, this was one of the first studies to test the feasibility of using mobile technologies and smartphone apps to disseminate and improve the adoption of DASH. Mann and colleagues [36] developed a similar intervention called DASH Mobile that consisted of easy tracking of DASH food portions; integrated Bluetooth blood pressure, weight, and pedometer monitoring; goal setting; simple data visualizations; and multimedia video clips to train patients in the basic concepts of the lifestyle change plan. This intervention has some notable distinctions from the current study. First, the intervention included more than just diet tracking and text message feedback and videos. It included
other behavioral goals and behaviors to track, as well as the use of a coach to support behavior change efforts. Second, the research team developed the app rather than using commercially available ones to start. As such, it went through prototype testing and the researchers had to consider many elements of user design that for many commercially available apps have already been considered. Mann and colleagues [36] discuss lessons learned in the development of their DASH Mobile platform that are important for others looking to develop digital health programs to increase adoption of DASH. Our findings add to that evidence base but suggest that a lower-intensity approach improves DASH adoption only slightly. To truly extend the reach of evidence-based behavioral interventions to disseminate DASH, we need to continue to test ways to replicate what was done in PREMIER and ENCORE while maintaining the potential for dissemination we aimed for in DASH Cloud.

Strengths and Limitations

Strengths of this study included the purposeful choice to use commercial apps in the intervention platform. This choice allows for more flexibility in future studies and increases the potential that this platform could be adapted for other technologies or outcomes. For example, if a new technology is developed that uses a different tool for tracking diet (eg, voice-assisted tracking), the intervention could be easily implemented with that new technology. This design choice increases the potential for dissemination. The use of a randomized controlled design allowed us to isolate the feasibility of the feedback and disentangle the effects of the tracking. Our results provide good insight about how feedback may not always improve engagement with diet tracking. Further, we achieved strong recruitment and retention rates, which supports the feasibility of this approach.

Despite these strengths, there are several limitations worth noting. This was a feasibility trial with a small sample size, so it is difficult to interpret the findings of this study because it was not powered to show an effect on changes in DASH adherence, engagement, or blood pressure. The primary focus was to assess the feasibility of developing the DASH Cloud platform by examining recruitment and retention rates and engagement with intervention activities, then exploring the effects of the intervention on DASH diet adherence and changes in blood pressure. As such, we did not conduct any power analyses. This is consistent with guidelines from Leon et al [21], which state that conducting power analyses is not needed when testing for feasibility. We also did not limit our study sample to only participants with hypertension or participants not taking hypertension medications. This was purposeful, given the focus on feasibility. However, this may have attenuated any differential effects on change in blood pressure. A common limitation of dietary studies is that the accuracy of the data collected is subject to potential recall and response biases [25,26]. Since participants were aware that their diet data would be collected, it may have led them to overestimate or underestimate dietary intake. Similarly, since we operationalized engagement using a valid day of tracking based on caloric intake, there may have been nondifferential misclassification of participants. Participants may have logged one meal or one food item to reach this threshold. Furthermore, the results of this study are not generalizable beyond the study population, which included mostly non-Hispanic White, educated women. The focus on recruiting only women was to better understand ways to reduce women’s disproportionate cardiovascular risk using lifestyle approaches to blood pressure management.

Conclusion and Future Directions

We developed a digital program, DASH Cloud, that leverages commercially available diet-tracking apps that millions of Americans are using. In the current feasibility study, we found moderate to high engagement with diet tracking, an important predictor of successful behavior changes. However, this study also provided insights into the manner and type of feedback that should be given to participants using these diet-tracking apps. We need to better understand how to provide both personalized and relevant feedback to improve the uptake of DASH. To truly impact population health, we need to continually think not just about what best promotes the adoption of a healthy diet but also how to best disseminate and extend the reach of evidence-based treatments like the DASH dietary pattern.

Acknowledgments

The authors would like to thank the staff and researchers at the Duke Global Digital Health Science Center and the Sarah W Stedman Nutrition and Metabolism Center at Duke University. We are grateful to the Building Interdisciplinary Careers in Women’s Health career development program and all the women who participated in the DASH Cloud study.

DMS was supported by the Building Interdisciplinary Research Careers in Women’s Health Career Development Award (K12HD043446) from the National Institutes of Health. The funder had no role in the preparation, review, or approval of the manuscript and decision to submit the manuscript for publication.

Authors’ Contributions

DMS had full access to all of the data in the study and takes responsibility for the integrity of the data and the accuracy of the data analysis. DMS conceived of the study, acquired study funding, led the study design and supervised its coordination, and drafted the manuscript for publication. JB, JC, and HA managed the study execution and contributed to drafting the manuscript. LPS and GGB consulted on data safety, study design, and execution and contributed to drafting the manuscript. JC, HA, and JB coordinated the intervention design and contributed to drafting the manuscript. SA participated in study design, conducted statistical analysis, and contributed to drafting the manuscript. MCK participated in statistical analysis and contributed to drafting...
the manuscript. No writing assistance other than copy editing was provided in the preparation of the manuscript. All authors read and approved the final manuscript.

Conflicts of Interest
DMS reports serving on the clinical advisory board for Omada Health. GGB reports being a shareholder in Coeus Health and serving on a scientific advisory board for Nutrisystem. The remaining authors declare no conflicts of interest.

References


Abbreviations

API: application programming interface
ASA24: Automated Self-Administered 24-hour
CONSORT: Consolidated Standards of Reporting Trials
DASH: Dietary Approaches to Stop Hypertension
ENCORE: Exercise and Nutritional Interventions for Cardiovascular Health
NHLBI: National Heart, Lung, and Blood Institute
REDCap: Research Electronic Data Capture
USDA: United States Department of Agriculture
Experiences, Attitudes, and Needs of Users of a Pregnancy and Parenting App (Baby Buddy) During the COVID-19 Pandemic: Mixed Methods Study

Alexandra Rhodes¹, BSc, MSc; Sara Kheireddine¹, BSc, MSc; Andrea D Smith¹, BSc, MPhil, PhD
Department of Behavioural Science and Health, Institute of Epidemiology and Health Care, University College London, London, United Kingdom

Corresponding Author:
Alexandra Rhodes, BSc, MSc
Department of Behavioural Science and Health
Institute of Epidemiology and Health Care
University College London
Gower Street
London, WC1E 6BT
United Kingdom
Phone: 44 20 7679 2000
Email: alexandra.rhodes.15@ucl.ac.uk

Abstract

Background: The COVID-19 pandemic has impacted the lives of expectant parents and parents of young babies, with disruptions in health care provision and loss of social support.

Objective: This study investigated the impact of the COVID-19 pandemic and its associated lockdown on this population through the lens of users of the UK National Health Service–approved pregnancy and parenting smartphone app, Baby Buddy. The study aims were threefold: to gain insights into the attitudes and experiences of expectant and recent parents (with babies under 24 weeks of age) during the COVID-19 pandemic; to investigate whether Baby Buddy is meeting users' needs during this time; and to identify ways to revise the content of Baby Buddy to better support its users now and in future.

Methods: A mixed methods study design combining a web-based survey with semistructured telephone interviews among Baby Buddy users in the United Kingdom was applied. Data were collected from April 15 to mid-June 2020, corresponding to weeks 4-13 of the lockdown in the United Kingdom.

Results: A total of 436 expectant (n=244, 56.0%) and recent (n=192, 44.0%) parents responded to the web-based survey, of which 79.1% (n=345) were aged 25-39 years and 17.2% (n=75) spoke English as their second language. Of the 436 respondents, 88.5% (386/436) reported increased levels of anxiety around pregnancy, birth, and being a new parent, and 58.0% (253/436) were concerned about their emotional and mental health. Of the 244 pregnant respondents, 43.4% (n=106) were concerned about their physical health. Telephone interviews with 13 pregnant women and 19 recent parents revealed similarly increased levels of anxiety due to reduced health care provision and loss of support from friends and family. Although a minority of respondents identified some positive outcomes of lockdown, such as family bonding, many telephone interviewees reported feeling isolated, disregarded, and overwhelmed. Recent parents were particularly anxious about the impact of the lockdown on their baby's development and socialization. Many interviewees were also concerned about their physical health as a consequence of both limited access to face-to-face medical appointments and their own poorer dietary and physical activity behaviors. Across both samples, 97.0% (423/436) of respondents reported that Baby Buddy was currently helping them, with many commenting that its role was even more important given the lack of face-to-face support from health care and parenting organizations. Greater speed in updating digital content to reflect changes due to the pandemic was suggested.

Conclusions: The COVID-19 pandemic has created heightened anxiety and stress among expectant parents and those with a young baby, and for many, lockdown has had an adverse impact on their physical and mental well-being. With reductions in health care and social support, expectant and new parents are increasingly relying on web-based resources. As a free, evidence-based app, Baby Buddy is well positioned to meet this need. The app could support its users even more by actively directing them to the wealth of existing content relevant to their concerns and by adding content to give users the knowledge and confidence to meet new challenges.
Introduction

The COVID-19 pandemic has impacted people’s lives in ways that few could have predicted. With health care services channeling resources to patients with COVID-19 and face-to-face contacts being reduced to limit the risk of contagion, antenatal, birth and postnatal care have all been affected. Moreover, due to the COVID-19 pandemic and its associated lockdown, expectant parents and parents of young babies have lost their usual support networks.

In recent years, the use of pregnancy and parenting apps has become widespread [1,2]. A 2016 study in Australia found that three-quarters of a sample (n=410) of pregnant women and women who had had a baby in the last three years had used a pregnancy app, and over half had used a parenting app [3]. In terms of the people who use pregnancy apps, research suggests that women who are pregnant for the first time and have owned a smartphone for longer have higher uptake [4], while women with lower income and nonnative speakers of the app language have lower uptake [2]. Access to information on pregnancy health and fetal development has been reported to be the primary reason for using a pregnancy app, along with access to information on nutrition [2,5]. Although data on the use of pregnancy and parenting apps in the United Kingdom are not available, smartphone ownership is reported to be in excess of 90% among UK women of childbearing age [6].

Launched in the United Kingdom in 2014, Baby Buddy is a pregnancy and parenting app approved by the National Health Service (NHS) that is designed to support expectant and new parents through pregnancy and the first 24 weeks of parenthood and to reduce inequalities [7]. Baby Buddy was developed by taking a proportionate universalism approach: it was designed and developed for use by all UK parents but was created to be particularly relevant and engaging for parents from communities whose voices are seldom heard and whose children are at higher risk of poorer outcomes [8]. The app is first to download and is available in all app stores. In addition, Best Beginnings, the charity behind Baby Buddy, works with NHS trusts and local authorities to embed the app into maternity care pathways. Baby Buddy provides trusted, evidence-based information and self-care tools to help expectant and new parents build their knowledge and confidence and effect positive behavior changes. Its content and functionality were co-created with parents and professional health organizations. With low literacy level requirements and extensive video content (over 300 short video clips of parents sharing their own stories and professionals sharing advice), Baby Buddy ensures inclusivity and is easily accessible to people not in education, training, or employment and those whose first language is not English (see Multimedia Appendix 1 for more details about the app). Contrary to other pregnancy apps [2], Baby Buddy data show disproportionate usage by young women (under 25 years of age), women from Black, Asian, and minority ethnic communities, and people who speak English as a second language (ESL) [9].

As a virtual resource, Baby Buddy has been able to continue to provide support to its users during the pandemic. However, Best Beginnings was quick to recognize that the needs of Baby Buddy users and the role the app plays for them might have shifted during this period. Therefore, the decision was made to conduct a service evaluation study to identify how Baby Buddy is currently meeting its users’ needs and how to increase the value of the app to its users during this time. With a new version of Baby Buddy due to launch in 2021, the findings from this research could also feed into the future development of the app. This study acted as the precursor to a UK population-wide web-based survey exploring the experiences of expectant parents and parents of babies under 2 years of age, Babies in Lockdown [10].

The aims of this study were threefold: first, to gain insights into the attitudes and experiences of expectant parents and parents of very young babies during the COVID-19 pandemic; second, to investigate whether Baby Buddy is meeting the needs of its users during this time; and third, to identify ways in which the content of Baby Buddy can be added to or updated to better support its users both now and in the future.

Methods

Ethical Approval

As a service evaluation study, this project was exempt from University College London (UCL) ethical approval. However, procedures for informing respondents about the research and how their data would be handled, maintaining their anonymity, and obtaining respondent consent complied with the General Data Protection Regulation (GDPR) and were consistent with standards demanded by UCL ethics.

Given the potential mental fragility of respondents caused by the COVID-19 pandemic, a strategy for providing follow-up support was planned, including links to support within the app (eg, the 24/7 Baby Buddy Crisis Messenger clinically supervised text service) and telephone and web-based support from other charitable organizations.

Study Design

The study used a mixed methods approach comprising an anonymous web-based survey and a series of semistructured telephone interviews among a sample of survey respondents who expressed willingness to take part in further research.

The web-based survey was designed to capture the impact of COVID-19 on the respondents’ views and experiences of being pregnant or parenting a young baby, mood, levels of anxiety, key concerns, and additional worries; the perceived impact of the pandemic on their baby; contact with health care authorities to embed the app into maternity care pathways. Baby Buddy provides trusted, evidence-based information and self-care tools to help expectant and new parents build their knowledge and confidence and effect positive behavior changes. Its content and functionality were co-created with parents and professional health organizations. With low literacy level requirements and extensive video content (over 300 short video clips of parents sharing their own stories and professionals sharing advice), Baby Buddy ensures inclusivity and is easily accessible to people not in education, training, or employment and those whose first language is not English (see Multimedia Appendix 1 for more details about the app). Contrary to other pregnancy apps [2], Baby Buddy data show disproportionate usage by young women (under 25 years of age), women from Black, Asian, and minority ethnic communities, and people who speak English as a second language (ESL) [9].

As a virtual resource, Baby Buddy has been able to continue to provide support to its users during the pandemic. However, Best Beginnings was quick to recognize that the needs of Baby Buddy users and the role the app plays for them might have shifted during this period. Therefore, the decision was made to conduct a service evaluation study to identify how Baby Buddy is currently meeting its users’ needs and how to increase the value of the app to its users during this time. With a new version of Baby Buddy due to launch in 2021, the findings from this research could also feed into the future development of the app. This study acted as the precursor to a UK population-wide web-based survey exploring the experiences of expectant parents and parents of babies under 2 years of age, Babies in Lockdown [10].

The aims of this study were threefold: first, to gain insights into the attitudes and experiences of expectant parents and parents of very young babies during the COVID-19 pandemic; second, to investigate whether Baby Buddy is meeting the needs of its users during this time; and third, to identify ways in which the content of Baby Buddy can be added to or updated to better support its users both now and in the future.

Methods

Ethical Approval

As a service evaluation study, this project was exempt from University College London (UCL) ethical approval. However, procedures for informing respondents about the research and how their data would be handled, maintaining their anonymity, and obtaining respondent consent complied with the General Data Protection Regulation (GDPR) and were consistent with standards demanded by UCL ethics.

Given the potential mental fragility of respondents caused by the COVID-19 pandemic, a strategy for providing follow-up support was planned, including links to support within the app (eg, the 24/7 Baby Buddy Crisis Messenger clinically supervised text service) and telephone and web-based support from other charitable organizations.

Study Design

The study used a mixed methods approach comprising an anonymous web-based survey and a series of semistructured telephone interviews among a sample of survey respondents who expressed willingness to take part in further research.

The web-based survey was designed to capture the impact of COVID-19 on the respondents’ views and experiences of being pregnant or parenting a young baby, mood, levels of anxiety, key concerns, and additional worries; the perceived impact of the pandemic on their baby; contact with health care
professionals and perinatal support; and their use and views of Baby Buddy. The survey was hosted on SurveyMonkey, with collection settings to anonymize responses and disallow multiple responses from the same IP address. The survey comprised 12 questions (over 6 pages), all but 3 of which were mandatory and 8 of which included free text boxes for respondents to record their opinions in their own words. The questions were worded to reflect the status of the respondent (i.e., pregnant, gave birth within the last 6 months, or partner of either) established in question 1. Minimal demographic information (age, ESL, and region) was collected to reduce respondent burden. The survey was piloted with expectant and new parents (n=4) and professionals working in the perinatal field (n=4). Data collection occurred between April 15 and May 31, 2020.

The topic guide for the telephone interviews was designed by AR and approved by Best Beginnings (see Multimedia Appendix 2). All interviews were conducted by AR, an experienced qualitative researcher with many years of experience conducting sensitive research, and SK, who received training and guidance on interviewing approaches and techniques from AR. Telephone interviews took place from April 29 to June 18, 2020.

Sample and Recruitment Strategy
A convenience sample of Baby Buddy app users was recruited via the app. A notification and link to the survey was incorporated into many pieces of daily information within the Today’s Information feature in the app from April 15 to May 31, 2020 (see Multimedia Appendix 3 for the recruitment message). The Today’s Information feature delivers a new piece of gestational stage–appropriate information each morning to the user’s home screen. The link was added to every seventh piece of daily information to ensure that it would be delivered to all users once over the course of a week irrespective of their gestational stage or baby age. The link took potential respondents to a survey information page that outlined the anonymous nature of the survey and how the data would be reported; the page also provided a link to the Best Beginnings privacy statement as well as an email address for queries. Participants’ consent was sought before they proceeded to the survey.

Telephone interview respondents were selected from the list of those who agreed to participate in further research (requested at the end of the web-based survey) and had provided contact details. Selection was initially random but was later based on age, postcode, and ESL to ensure a representative sample. An a priori decision was made to conduct a minimum of 20 interviews, after which AR and SK would decide whether the saturation point had been reached and, if not, among which respondent types further investigation was required.

Neither the web-based survey nor the telephone interview respondents were offered any incentives.

Data Analysis
Quantitative data analyses were undertaken in SPSS version 26 (IBM Corporation). Pearson chi-square tests were used to determine whether responses varied according to age or ESL. Qualitative data (telephone interviews and comments from the free text boxes) was analyzed thematically [11]. The 5-stage analysis process was conducted by hand. First, AR and SK listened to and transcribed their own interviews as well as 30% of each other’s interviews. Second, AR developed an initial coding framework (see Multimedia Appendix 4) based on key topics from the interview guide and free text boxes as well as additional, unanticipated topics that emerged from the first five interviews [12]. Third, AR and SK coded their own and 30% of each other’s interview transcripts and AR coded the free text comments from the survey. The coding framework continued to be refined throughout the coding process, with any discrepancies between AR and SK over codes or coding definitions being resolved through discussion. Fourth, emerging themes were identified, and AR and SK agreed on the final themes through an iterative process of discussion, refinement, and development. Fifth, AR and SK revisited the transcripts to confirm the legitimacy of the final themes. AS verified the coding and theme development process for accuracy and appropriateness.

Results
Participant Characteristics
Web-Based Survey
A total of 543 Baby Buddy app users opened the survey, and 436 (80.7%) completed it; however, 23 users (4.2%) declined to answer the demographic questions, of whom 14 (2.6) also did not answer the last three survey questions. The characteristics of the final sample are shown in Table 1. Of the sample, 55.9% respondents were pregnant (244/436) and 44.0% were recent parents (192/436). Only 2.1% (9/436) of the sample were partners of pregnant women or women who had recently given birth. The majority of the sample was aged between 25 and 39 years (345/436, 79.1%) and spoke English as their first language (361/436, 82.8%).
Table 1. Descriptive characteristics of the web-based survey respondents by age group (N=436), n (%).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Pregnant</th>
<th>Partner pregnant</th>
<th>Given birth in last 6 months</th>
<th>Partner given birth in last 6 months</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;21</td>
<td>12 (2.8)</td>
<td>0 (0)</td>
<td>3 (0.7)</td>
<td>0 (0)</td>
<td>15 (3.4)</td>
</tr>
<tr>
<td>21-24</td>
<td>15 (3.4)</td>
<td>0 (0)</td>
<td>8 (1.8)</td>
<td>0 (0)</td>
<td>23 (5.3)</td>
</tr>
<tr>
<td>25-29</td>
<td>64 (14.7)</td>
<td>0 (0)</td>
<td>40 (9.2)</td>
<td>1 (0.2)</td>
<td>105 (24.1)</td>
</tr>
<tr>
<td>30-34</td>
<td>76 (17.4)</td>
<td>1 (0.2)</td>
<td>83 (19.0)</td>
<td>2 (0.5)</td>
<td>162 (37.1)</td>
</tr>
<tr>
<td>35-39</td>
<td>41 (9.4)</td>
<td>1 (0.2)</td>
<td>35 (8.0)</td>
<td>1 (0.2)</td>
<td>78 (17.9)</td>
</tr>
<tr>
<td>40-44</td>
<td>12 (2.8)</td>
<td>0 (0)</td>
<td>14 (3.2)</td>
<td>0 (0)</td>
<td>26 (6.0)</td>
</tr>
<tr>
<td>≥45</td>
<td>2 (0.5)</td>
<td>1 (0.2)</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>17 (3.9)</td>
<td>2 (0.5)</td>
<td>4 (0.9)</td>
<td>0 (0)</td>
<td>23 (5.3)</td>
</tr>
<tr>
<td>Total</td>
<td>239 (54.8)</td>
<td>5 (1.1)</td>
<td>188 (43.1)</td>
<td>4 (0.9)</td>
<td>436 (100)</td>
</tr>
</tbody>
</table>

ESL: English as a second language.

**Telephone Interviews**

A total of 32 telephone interviews were conducted (AR, n=19, 59%; SK, n=13, 41%). With the exception of one interview that lasted 12 minutes, the interviews lasted between 21 and 55 minutes, averaging 30 minutes (median interview length 28 minutes). Table 2 summarizes the telephone interview sample characteristics. The majority of respondents were women who were married or cohabiting. Of these 32 respondents, 14 (44%) were pregnant women (between 8 and 38 weeks), 2 of whom (14%) had another child or children. The remaining 18 respondents (56%) had a baby under 6 months of age (between 3 and 24 weeks), 2 of whom (11%) had another child and 1 of whom (6%) was a father. Of the 18 postnatal respondents, 2 (11%) had given birth during the lockdown. The majority of the sample was of White British ethnicity (21/32, 66%). Of the 32 respondents, 6 (19%) were ESL respondents.

Table 2. Descriptive characteristics of the telephone interviewees by age group (N=32), n (%).

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Pregnant (n=13)</th>
<th>Postnatal (n=19)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>White British</td>
<td>White other</td>
</tr>
<tr>
<td>21-24</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>25-29</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>30-34</td>
<td>2 (6)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>35-39</td>
<td>2 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>40-44</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>≥45</td>
<td>7 (22)</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>

Overview of Quantitative and Qualitative Findings

Given the alignment of the quantitative and qualitative findings and to create a holistic picture, the results of the web-based survey and telephone interviews are presented together under the four main themes that emerged from the analysis of the qualitative data (see Multimedia Appendix 5 for theme definitions and examples). The first three themes are interconnected and consider the impact of COVID-19 on expectant parents and parents of very young babies. The first theme explores how the pandemic has resulted in increased levels of anxiety and stress, identifying three underlying causes: current disruption, future uncertainties, and fear of contracting COVID-19. The second and third themes expand on these underlying causes, focusing on the aspects of life during the pandemic that have most affected pregnant and postnatal women—reduced levels of support and life under lockdown. The final theme considers the use of Baby Buddy during the pandemic and respondents’ ideas for additional content.

No statistically significant differences were detected according to age or ESL.

**Increased Levels of Anxiety and Stress**

Of the 436 web-based survey respondents, 88.5% (n=386) reported that the pandemic had increased their levels of anxiety around pregnancy, birth, and being a new parent, with 42.8% (n=187) claiming the pandemic had made them a lot more anxious (see Table 3). The negative impact of the pandemic on mental well-being was also reflected in the web-based survey responses to the question “Please can you give us three words
to describe your mood over the past 5 days.” with anxious appearing alongside happy and tired as the three most commonly used words. In response to the question “What are your main concerns right now?” which included 11 options as well as “none of the above” and “other” (see Multimedia Appendix 6), over 60% of respondents identified their own emotional and mental health to be a main concern. For the 244 pregnant respondents, this was the highest scoring main concern at that moment (61.3%, 144/235), while for postnatal respondents, it was second (58.0%, 109/188) to concerns about their baby’s health (63.3%, 119/188). The qualitative findings indicated a range of negative emotional states in addition to anxiety and stress, including loneliness, irritability, sadness, and depression.

I am a lot more tense and anxious some days more than others and then I am very irritable. I cannot go out much and don’t really have motivation to talk to people. [Free text]

Table 3. Levels of anxiety about pregnancy and birth (pregnant) and having a new baby (postnatal) during weeks 1-2 and weeks 3-4 (N=436), n (%).

<table>
<thead>
<tr>
<th>Anxiety levela</th>
<th>Pregnant</th>
<th>Postnatal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overall</td>
<td>Weeks 1-2</td>
</tr>
<tr>
<td></td>
<td>(n=244)</td>
<td>(April 15-29, n=116)</td>
</tr>
<tr>
<td>A lot more anxious</td>
<td>108 (44.2)</td>
<td>56 (48.3)</td>
</tr>
<tr>
<td>A little more anxious</td>
<td>111 (45.5)</td>
<td>50 (43.1)</td>
</tr>
<tr>
<td>No different</td>
<td>23 (9.4)</td>
<td>10 (8.6)</td>
</tr>
<tr>
<td>A little less anxious</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>A lot less anxious</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aEvaluated with a 5-point Likert scale. Questions asked: “How has coronavirus made you feel about pregnancy and birth?” (pregnant) and “How has coronavirus made you feel about being a new parent or supporting a new parent?” (postnatal).

Not surprisingly, people already suffering from mental health issues had been hit particularly hard by the pandemic.

I have had bad days when I break down and cry….my entire day is lying on the sofa or in bed doing absolutely nothing. [Pregnant 21 weeks, age 20-24 years, Black, Asian, minority ethnicity]

I have started to struggle in the last two weeks…. I had a fight with my boyfriend because I was so tired [Baby 16 weeks, age 30-34 years, White other]

I have become lazy – I can’t be bothered… lethargic. I don’t feel hungry because I am not moving enough…. I can’t be bothered with cooking or cleaning now…. the boys have lost their appetite – one boy is losing weight…. they stay in their PJ’s all day, say there is no point in brushing their teeth as no one is going to smell their breath…. the boys are worried that when I go to hospital I am going to die. [Pregnant 34 weeks, age 25-29 years, Black, Asian, minority ethnicity]

Fear of Contracting COVID-19

During April, when the pandemic was peaking in the United Kingdom, anxiety over contracting COVID-19 was high. Pregnant women expressed anxiety over the impact their contracting the virus might have on their unborn child. Those close to delivery were particularly anxious about contracting COVID-19 in hospital when giving birth. Indeed, over two-thirds of the pregnant web-based survey respondents (152/235, 64.7%) said that staying safe when giving birth was worrying them more than normal at the moment, and over half (125/235, 53.2%) were worried about staying safe at antenatal appointments (see Multimedia Appendix 7).

I’m scared of the unknown- how much does it affect pregnant women and unborn babies, will my new-born be at huge risk? [Free text]

While the most common concern for postnatal respondents was their baby’s health, qualitative insights showed that responders’ concerns did not revolve around their baby contracting the virus but around the potential impact on their baby should they themselves contract COVID-19, such as whether they would still be able to breastfeed and who would look after their baby.

I don’t want my baby to catch anything while he is so little. I don’t want to catch coronavirus and leave my child without a parent. [Free text]
Qualitative findings suggested that for many respondents, fear of contracting COVID-19 diminished during May, perhaps because death rates fell and respondents felt safer because lockdown and social distancing measures were well-established.

\textit{I am happy with lockdown as I feel my baby and I are protected.} [Free text]

The exception was respondents whose risk of contracting COVID-19 was above average, including respondents who were of Black, Asian, or minority ethnicity, those with underlying health conditions, and those whose partners were health care workers.

\textit{It’s a worrying time to be health care professionals and being pregnant. I worry that my husband will get coronavirus and infect me and that could result in FGR [fetal growth restriction] or worse.} [Free text]

**Current Disruption**

During the first weeks of the research (weeks 4-6 of lockdown), the respondents’ focus appeared to be on current disruptions caused by the pandemic and proximate uncertainties such as accessibility to food and medicines, job insecurity, and financial worries. Current disruption seemed to be greater for pregnant respondents for a number of reasons. For some pregnant women, there was considerable confusion as to whether they should be going to work if employers were not necessarily aware of or adhering to government advice.

\textit{I’m a community care worker. I’ve had problems with work as they won’t pay me sick pay and they haven’t fired me, they just aren’t giving me any shifts so I’ve lost my income.} [Pregnant 8 weeks, age 21-24 years, White British]

Many pregnant respondents stated that the changes to their antenatal care schedule were unsettling, with some appointments being cancelled. Some women struggled to make contact with their midwives, especially in the early days of lockdown. For those whose due date was imminent, disruption of birth plans was a major source of anxiety, with the single greatest fear being having to go through labor and give birth without their partner. However, later survey responses and interviews suggested that some of these fears had subsided as reports circulated of good outcomes among those who had been induced before birth. For many, the loss of face-to-face interaction with family and friends was particularly magnified for those whose partners were health care workers.

\textit{My partner is working from home, so I am trying to keep him (baby) quiet. I’d just like a break. He is always with me 100% of the time.} [Baby 6 months, age 30-34 years, Black, British]

A frequently voiced concern for postnatal respondents was the stress of 24/7 parenting. They were not only struggling with the strain of having no time to themselves but were also worrying about having to be more self-reliant and responsible for monitoring their baby’s health and development. This impact was particularly magnified for those whose partners were working long hours at home or out of the home, as well as for single mothers.

\textit{My partner is working from home, so I am trying to keep him (baby) quiet. I’d just like a break. He is literally with me 100% of the time.} [Baby 6 months, age 35-39 years, White British]

For many, the loss of face-to-face interaction with family and friends created feelings of isolation and loneliness. For those with pre-existing mental health issues, this could be particularly challenging.

\textit{My maternity leave has not been what I had hoped. I have not been able to access help with the baby from family or friends because of social distancing. I have not had the benefits of meeting up with other mums and have felt isolated and very lonely at times.} [Free text]

**Future Uncertainties**

Over the course of the research, a shift appeared to occur from focusing on current disruption to future uncertainties. Postnatal respondents were particularly anxious about the longer-term impact of the pandemic, such as limited access to support services to monitor their baby’s development, the impact of lockdown on their baby’s socialization, and how both they and their baby would cope with returning to work. Whereas 42% (78/187) of all respondents said they were more worried than usual about caring for a new baby under the "stay at home advice" in the first two weeks of the survey, this had risen to 55% (44/80) in the survey’s last two weeks (see Multimedia Appendix 7).

**Emotional and Physical Impact of Reduced Support**

Free text comments from the web-based survey and telephone interviews showed that the impact of loss of support on the respondents’ mental and physical well-being was substantial. Several sources of support were identified by respondents: family and friends, health care professionals, and government.

**Support from Family and Friends**

Although modern technology enables video calls with family and friends, the respondents, especially those with young babies, felt that they were suffering considerably from the loss of face-to-face interaction. Without antenatal and postnatal groups and visits to family and friends, respondents felt that they were missing out on opportunities to share experiences and learn from others. Many reported increased usage of digital pregnancy and parenting resources, and some had found online support groups and classes. In practical terms, the loss of informal childcare support (such as grandparents babysitting) meant that mothers no longer had time to themselves for mental revival or physical exercise. Several postnatal respondents remarked that their intended postpartum fitness regime had been put on hold as a consequence of having no help with childcare.

**Support from Health Care Professionals**

The survey findings showed that for pregnant respondents, there had been an equal number of face-to-face and telephone midwife...
appointments (face-to-face: 134/235, 57.0%, vs telephone: 131/235, 55.7%). For postnatal respondents, health visitor appointments had been largely by telephone (telephone: 107/188, 56.9%, vs face-to-face: 24/188, 12.8%). Over 53% of pregnant respondents (125/235, 53.2%) and postnatal respondents (110/188, 58.5%) reported that they were worrying more than usual about being able to see their health care professional if they needed to (see Multimedia Appendix 7). Many respondents reported the negative impact of reduced support from health care professionals, with face-to-face antenatal and postnatal appointments being replaced with telephone appointments or simply being cancelled.

**Pregnant Respondents**

In the telephone interviews and free text sections of the survey, pregnant respondents often expressed their concern and disappointment at receiving what they regarded as suboptimal antenatal care. Although some respondents pointed out that telephone appointments reduced their risk of contracting COVID-19, many worried about the aspects of care they might be missing. Indeed, a common sentiment was that of being disregarded or sidelined.

*My antenatal care is now much more rushed and stressful. There is no time to talk to the midwife and it very much feels like a quick process to check my urine and blood pressure only. This makes me feel less connected and more anxious.* [Free text]

*I’ve had days when I break down and cry. We aren’t getting as much support from the midwives. I am out of vitamins and the children’s centres are closed. I’ve had 6 different midwives and when I call them I never get a reply, just a message, sometimes saying they are no longer working.* [Pregnant 21 weeks, age 21-24 years, Black, Asian, minority ethnicity]

*I want to hear my baby’s heartbeat – a phone call’s not the same.* [Pregnant 7 weeks, age 35-39 years, White other]

While there was no evidence that pregnant women themselves chose to avoid antenatal appointments, many talked about their initial reluctance to visit a hospital, especially since their partner was unable to accompany them. However, their experiences had generally been positive, and separate areas or entrances for antenatal patients had reassured respondents.

In most instances, reduced health care professional support did not appear to have impacted the safety or health of the pregnant women. However, in a number of more concerning cases, the absence of face-to-face consultation had impacted the respondents both mentally and physically.

*I had a bladder infection. They were like you can’t come in to the doctor’s, so everything was by phone and they didn’t test it and then I had to make a choice, if I wanted to just take the lower tablets which would cover the bladder infection but not kidney, or the kidney ones but the kidney ones had a chance of miscarriage ... stuff like that I find quite scary.* [Pregnant, 13 weeks, age 30-34 years, White British]

**Postnatal Respondents**

Qualitative findings suggested that the reduced support from health care professionals had a greater impact on postnatal respondents. A widespread lack of face-to-face appointments with health visitors and general practitioners (GPs) meant that many respondents were worried about their baby’s health and development.

*They were worried that he wasn’t putting on weight...he was referred to the GP for acid reflux but we only had a telephone consultation.... the health visitor isn’t coming any more. When I asked what I could do, she said check whether he is growing out of his baby grows [all-in-one sleep suits].* [Baby 8 weeks, age 40-44 years, White British]

*My baby was on a feeding plan but I can’t have her weighed anymore and the doctor has diagnosed reflux over the phone but the medication we’ve tried isn’t working. I feel quite tearful and less supported than at first.* [Free text]

Although some respondents had been able to speak to their health visitor on the telephone, others reported having no health visitor service at all. Concerns about the baby’s weight gain were frequently voiced, as were breastfeeding issues by those who had given birth just before or during lockdown.

*I was struggling breastfeeding. I would have gone to breastfeeding group, but that’s been cancelled.... I was in pain and I felt let down, but I felt really guilty asking for help.* [Baby 7 weeks, age 30-34 years, White British]

*Feeding is a challenge at the moment....it’s been painful. I was engorged and he was crying, and I was upset that he was upset, so my partner went to get some formula, but Tesco’s isn’t 24 hours anymore.* [Baby 7 weeks, age 30-34 years, White British]

Several respondents talked about their threshold for seeking medical or developmental advice for their baby being higher, both as a result of their concerns about burdening an already stressed health service and the safety of visiting a GP surgery or hospital. The resulting greater self-reliance in monitoring and diagnosing issues with their baby was worrying and stressful.

*You can’t get things now – you can’t get a thermometer.... if you are a bit anxious because the baby is unwell that ramps up 20 times because you can’t do anything.* [Baby 7 weeks, age 30-34 years, White British]

*No-one has seen him in 2 months. What if there’s something he’s doing that’s not right?* [Baby 5 months, age 25-29 years, White British]

A small but meaningful number of respondents had experienced postponed or cancelled hospital appointments for themselves or their baby, which had caused substantial anxiety.

*He’s got a cows’ milk allergy and kept being sick....with what’s going on, I think he’s been forgotten – I feel as if it’s been left. We were supposed to have...* [Free text]
Many postnatal respondents questioned the cancellation of 6-week postnatal checks. Although for most respondents, this had little impact beyond reinforcing the sense of being disregarded by the NHS, a small number of respondents felt that their recovery had been hindered by not being able to see their GP.

I had an episiotomy and I’m still in pain 7 weeks later. The doctor said no six-week checks … eventually the doctor gave me a call but I haven’t had an examination. I feel as if I have been short changed. [Baby 7 weeks, age 30-34 years, White British]

I didn’t get the aftercare I was expecting and I’m in agony but not able to get real help from the NHS. Just feels like I had my baby and then abandoned. [Free text]

One exception to postnatal respondents’ general dissatisfaction with health care services was baby vaccinations. Respondents reported positive experiences of visiting GP surgeries, remarking on reassuringly high levels of hygiene and social distancing precautions.

Support from Government

A lack of clear guidelines from the government led some respondents to feel that they were a forgotten sector of the population. Although initial guidelines had suggested that pregnant women should shield, there was confusion as to whether this meant staying indoors or being allowed out to exercise and whether it was still applicable (by May) or had been superseded by new advice. Postnatal respondents were not aware of any advice directed at them as parents of young babies, and many were critical of its absence.

I just feel like new moms and parents have just been completely left out of the Government’s mindset and their exit strategy really. [Baby 3 months, age 30-34 years, White British]

I don’t think I am being supported. The Government should be giving us more information, like where do you go to get your baby weighed….there were 8 weeks when she wasn’t weighed – quite a worry really. [Baby 12 weeks, age 30-34 years, White British]

As talk of easing lockdown restrictions began (mid-May), postnatal respondents were particularly frustrated by the lack of consideration given to their circumstances.

I would like someone to be representing our needs to politicians so that priority is given to measures like “bubbles” that would help new families SO much rather than people being allowed to have a cleaner come! [Free text]

Life Under Lockdown

Unsurprisingly, lockdown had an immense impact on all aspects of the respondents’ lives. Within the context of pregnancy and parenting, four subthemes emerged from the qualitative analysis: missing out, lifestyle disruption, couple relationships, and impact on baby.

Missing Out

The greatest disappointment for pregnant respondents appeared to be that their partners were missing out on antenatal appointments. Women worried that less involvement might adversely affect their partner’s bonding with the baby. Missing out on antenatal groups was also disappointing for women, although some were attending existing groups on the web or had found new online support groups or forums to compensate.

We’ve looked at the videos (on Baby Buddy) of the baby moving in the womb. It’s good for my husband as he can’t go to my scans. He hasn’t even heard the heartbeat …. I worry he isn’t bonding with the bump. [Pregnant 21 weeks, age 21-24 years, Black, Asian, minority ethnicity]

The sense of missing out was expressed much more strongly by postnatal respondents who felt that they were being deprived of all the fun activities they had looked forward to doing during maternity leave, such as play dates, baby classes, and seeing more of family and friends. Some respondents thought a UK-wide extension to maternity leave was needed, while those who were able to extend their maternity leave were considering doing so.

I’m due to go back in November, but I am thinking of taking the full 12 months as I haven’t been able to do stuff with her. [Baby 3 months, age 30-34 years, Black, Asian, minority ethnicity]

A small minority expressed more positive views of the benefits of a quieter life.

No pressure to go to groups, no need to go places at specific times, no stress of public feeding or changing nappies in public toilets. He has 100% of my attention and is very happy and settled. [Free text]

Lifestyle Disruption

Both pregnant and postnatal respondents talked about disruption to routine adversely affecting their physical health. Their physical health was the third (106/235, 45.1%) and fourth (65/188, 34.6%) most highly rated concern at the moment (see Multimedia Appendix 6) for pregnant and postnatal respondents, respectively. Most people were getting far less exercise than normal, as work and activities outside the home had ceased and many were reluctant to go outside at all due to fear of contracting the virus. This was particularly true for those living...
in urban areas, where it was difficult to conform to social distancing rules.

I don’t get out of the house for days, weeks on end….there are too many people outside….it’s getting difficult walking from room to room. [Pregnant 34 weeks, age 25-29 years, Black, Asian, minority ethnicity]

We’re not getting out much – we are super cautious because of the hole in her heart….so many people around it wouldn’t have been possible to do any distancing. [Baby 16 weeks, age 30-34 years, White British]

At the time of the research, the government guideline was to go out to exercise only once per day, and many parents were choosing to take their baby out over exercising themselves. For some respondents, the lack of physical activity had become self-perpetuating, with energy levels decreasing to a concerningly low level.

I hadn’t been out (from mid-March) until the end of April. I went for a very short walk – I was really tired. [Baby 4 months, age 30-34 years, White other]

Similarly, many respondents talked about changes to their diet. On the positive side, some respondents reported doing more home cooking during lockdown, although they were more likely to bake than cook nutritious meals. However, 35.3% (83/235) of pregnant respondents and 28.2% (53/188) of postpartum respondents were concerned about healthy eating. A reduction in consumption of fruit and vegetables was reported widely in the telephone interviews, as many respondents were attempting to visit shops as infrequently as possible and delegating grocery shopping to their partner. Reports of more frequent snacking and treat-eating due to boredom, misery, or simply a lack of other treat options were widespread.

Physically I am a wreck. My back hurts, I never do any exercise as my baby doesn’t sleep during the day. My ligaments hurt, my breasts hurt. I want to lose some weight, but I am stress eating – I’m not hungry. I just eat because I want something sweet. [Baby 16 weeks, age 30-34 years, White other]

**Couple Relationships**

Here, experiences were divisive; many respondents with a partner working from home really appreciated the additional time spent together. Postnatal respondents pointed out the practical benefits of sharing childcare and household tasks as well as the emotional benefits of the greater opportunity to bond as a family.

My baby is having the best start to life! Full undivided access to her mummy and her daddy!! For 2 months! [Free text]

However, for a small number of respondents, lockdown had created tensions within the couple’s relationship. Those whose partners were working hard, either from home or outside, could find themselves resenting their partner’s seemingly “normal” lives when they were feeling isolated, alone, and bored. Respondents also talked about arguments about levels of hygiene and adherence to lockdown guidelines; this seemed more prevalent in couples in which the partner was working outside the home.

There have been a couple of occasions where there have been cross words…. I am sat in this house all day alone …with the hours he is out of the house I don’t have another adult to speak to – it’s made it a bit more isolating. [Baby 7 weeks, age 30-34 years, White British]

**Impact on Baby**

Less than half of pregnant respondents (47%, 89/190) felt that the changes that the pandemic was causing in their lives were affecting their baby. Several telephone interviewees expressed concern that their stress might transfer to their baby in the womb and adversely affect its development. In contrast, over three-quarters of postnatal respondents (76%, 118/155) felt that the changes were affecting their baby, and this high level of concern was voiced strongly by telephone interviewees. They worried that their baby was missing out on interactions with other people, experiences, and activities, which would have a detrimental impact on the baby’s development and socialization. Respondents frequently expressed concerns that their baby might forget their grandparents and other family members or become clingy and reluctant to interact with others.

My baby has been unable to meet family and I am anxious that she will be fearful of others when it comes to the time she needs to go to nursery. [Free text]

Lockdown had also affected some babies’ routines, with changes in sleeping patterns reported most frequently. Although some postnatal respondents viewed lockdown to be an ideal time to develop new routines, others found it challenging to cope with the changes and felt that their baby had become more unsettled and cried more frequently.

The only way I used to be able to get him to nap at lunch time was to go for a walk in the buggy … I was unable to go out at all at the start because he had a temperature so I couldn’t get him to sleep so there were about 3 weeks that were kind of hellish. [Baby 6 months, age 35-39 years, British]

**Use of the Baby Buddy App During the Pandemic**

While the majority of survey and telephone interview respondents felt they were using the Baby Buddy app about the same amount during the pandemic (pregnant: 70.5%, 172/244; postnatal: 74.5%, 143/192), nearly a quarter of the survey respondents said they were using the app more (pregnant 25%, 61/244; postnatal 19.8%, 38/192). Comments from the free text boxes and telephone interviewees showed that many women were finding Baby Buddy to be particularly valuable in the absence of support from health care professionals and baby groups.

I have had very little contact with my midwife and I really like how much information I can get from the app given that I can’t seem to get any support from anywhere else. [Free text]
Without groups to go to I’ve found having these apps to be even more useful and helpful. [Free text]

I have enjoyed using Baby Buddy throughout pregnancy and these early months and find it even more reassuring now that external input is so limited. [Baby 7 weeks, age 30-34 years, White British]

I look forward to the little bit of advice every day. It is written in such a non-judgemental way, encouraging but not patronising. I feel like it’s giving me some of the general knowledge I’d be picking up from other mums at baby groups. [Free text]

Table 4 summarizes the ways in which Baby Buddy helped its users, with 90.0% (392/436) of respondents identifying at least one way in which the app was helping them during the pandemic. Access to reliable information was cited by 82.6% (360/436) of survey respondents, and telephone interviewees frequently remarked that the main strength of the app was the provision of trustworthy and easy-to-understand information. Most interview respondents had either been recommended Baby Buddy by their midwife or had seen a poster or leaflet for the app at an antenatal appointment. Therefore, they felt confident that the app met with NHS approval and that its content would be accurate and trustworthy.

Because it’s linked to the NHS it’s not like googling. [Baby 3 months, age 30-34 years, Black, Asian, minority ethnicity]

Reliable, trustworthy and ad-free source of information. Great videos. [Free text]

<table>
<thead>
<tr>
<th>Type of help</th>
<th>Pregnant (n=244)</th>
<th>Postnatal (n=192)</th>
<th>Total (N=436)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Giving me access to reliable information</td>
<td>193 (79.1)</td>
<td>167 (87.0)</td>
<td>360 (82.6)</td>
</tr>
<tr>
<td>Helping me bond with my baby</td>
<td>60 (24.6)</td>
<td>64 (33.3)</td>
<td>124 (28.4)</td>
</tr>
<tr>
<td>Helping me with my emotional and mental health</td>
<td>50 (20.5)</td>
<td>53 (27.6)</td>
<td>103 (23.6)</td>
</tr>
<tr>
<td>Helping me with my physical health</td>
<td>26 (10.7)</td>
<td>27 (14.1)</td>
<td>53 (12.2)</td>
</tr>
<tr>
<td>Helping me with my relationships</td>
<td>19 (7.8)</td>
<td>20 (10.4)</td>
<td>39 (8.9)</td>
</tr>
<tr>
<td>Baby Buddy isn’t helping me</td>
<td>31 (12.7)</td>
<td>13 (6.8)</td>
<td>44 (10.1)</td>
</tr>
<tr>
<td>Helping me in other ways</td>
<td>24 (9.8)</td>
<td>23 (12.0)</td>
<td>46 (10.6)</td>
</tr>
</tbody>
</table>

Of the respondents who reported which Baby Buddy features they were finding most helpful at the moment, 97% (377/436) identified Today’s Information (see Multimedia Appendix 8). Similarly, interview respondents consistently praised the Today’s Information feature for being interesting, useful, and time-appropriate. Indeed, several respondents remarked on the seemingly uncanny timing of the messages.

It’s reliable – like the people who are writing it are knowledgeable. Today’s message is always more or less in line with what I am thinking. [Baby 16 weeks, age 30-34 years, White other]

I’m not the best at researching stuff and reading a big book in advance so this gives me nice little bite-size chunks of things I need to know. [Pregnant 16 weeks, age 40-44 years, White British]

Other features were helping a smaller number of Baby Buddy users at the moment. This could be explained by the finding that interview respondents frequently reported that they rarely explored the app beyond the Today’s Information section. For those who did, the videos were singled out as being very helpful. Typically, respondents who had viewed videos that had been highlighted in Today’s Information. Fewer respondents had explored the videos by category, although those who had appreciated the number and variety of videos available.

The information is so useful – I share it with my husband. We’ve looked at the videos – the baby moving in the womb. It’s really good for my husband because he didn’t get to go to the scan and I worry he is not bonding with the bump. He hasn’t heard the heartbeat. [Pregnant 21 weeks, age 21-24 years, Black, Asian, minority ethnicity]

I like to see the videos – they’ve helped a lot to see that other women are struggling too. [Baby 16 weeks, age 30-34 years, White other]

Other app features specifically praised by interview respondents included Ask Me, Your Appointments, You Can Do It, and Your Partner. Only one respondent was aware of Get Help. The idea of a 24/7 text helpline was widely appreciated; however, Get Help was not necessarily felt to be a good descriptor of this feature.

I love the partner’s advice. A lot of apps don’t bring the partner into it...it’s brilliant. It’s (pregnancy) a stressful time and two people don’t always react the same. [Pregnant 8 weeks, age 21-24 years, White British]

The main criticism from the 10.1% of users (44/436) who felt that Baby Buddy was not helping them during the pandemic was its slowness to adapt to the new situation. Recommending courses of action that were no longer available under current circumstances, such as ask your health visitor, join a play group, and have a baby shower, were both unhelpful and a sad reminder of activities that respondents were missing out on.

One of the things that came through was a video saying keep your distance from people with colds and ‘flu and there was this pregnant woman sitting on a bench next to a man coughing. I laughed at it, but not
to acknowledge when we are in a middle of a pandemic is a bit of a blunder I would say. [Pregnant 16 weeks, age 40-44 years, White British]

Sometimes I won’t check because it reminds me of all the things I’d like to be doing but can’t because of social distancing. [Free text]

Views on whether Baby Buddy should be providing COVID-19–specific information were mixed. While some respondents felt that this information should be prominent within the app, others expressed a keen desire that Baby Buddy remain a safe haven from the pandemic. Clarity around the guidelines and links to websites providing recommendations and advice were generally thought to be helpful.

Several respondents identified additional information and advice needs as a consequence of the pandemic. This included how to ensure your baby is gaining the right amount of weight and meeting developmental milestones (in the absence of health visitors); ideas for stimulating and entertaining babies (in the absence of classes); ways to calm a crying or fractious baby; ways to reduce one’s own anxiety and stay calm; and making sure you are getting enough vitamin D with limited time outdoors.

**Things to do with him when you are stuck inside – keeping him entertained, what’s best for his development.** [Baby 5 months, age 25-29 years, White British]

An additional suggestion was the inclusion of self-made videos from Baby Buddy users with their tips for coping with pregnancy, birth, and parenting a very young baby during the pandemic.

Beyond content relating to the current circumstances, another notable demand for additional information came from respondents who had one or more other children. These respondents were keen to receive advice specific to their circumstances, such as how to cope with tiredness in pregnancy when you have an active toddler, how to prepare a child for the birth of their sibling, and how to avoid sibling rivalry.

**The thing that I would find even more useful would be if they designed a section for 2nd or 3rd time mums…how to explain to your kids they’ve got another brother or sister coming, things like that.…that would be amazing.** [Pregnant 34 weeks, age 30-34 years, White other]

First-time mothers suggested adding new functionalities, usually those they had found in other parenting apps. These included features to allow mothers to record feeding information (eg, time and length of feed, which breast) or diaper records and chat rooms for parents to share tips and provide mutual support.

## Discussion

### Principal Findings

This service evaluation study aimed to understand the attitudes, experiences, and needs of Baby Buddy app users in the United Kingdom during the COVID-19 pandemic, with a view to identifying ways in which Baby Buddy could further support its users. The web-based survey in conjunction with the follow-up telephone interviews revealed heightened levels of anxiety and stress around being pregnant, giving birth, and parenting a new baby during the pandemic. Reduced support, especially from health care professionals, and the impact of the lockdown clearly affected the mental and physical well-being of pregnant women and parents of young babies. Baby Buddy users appreciated having access to a source of easily accessible, reliable, and trustworthy advice, and some users felt that the app helped to compensate for the loss of face-to-face advice and support. A small minority felt that greater speed in adapting the content to reflect the new situation would have been beneficial.

Reports of insufficient support for new parents in the United Kingdom with health and parenting issues have been reported elsewhere [13]. This research showed that with more restricted access to health care services and support, accessing reliable and trustworthy information has become a key concern for pregnant women and those with young babies. Previous research has highlighted concerns women have about the reliability of pregnancy and parenting advice on the web [14] as well as the importance of trustworthiness in health apps in general [15] and pregnancy apps in particular [16]. As an NHS-approved app, and one that is often recommended to users by their health care professionals, Baby Buddy is well positioned to meet this increased demand for digital pregnancy and parenting support.

The heightened levels of anxiety and stress during the COVID-19 pandemic found among Baby Buddy users are consistent with research among the general UK population [17] and perinatal populations from other countries [18]. A study of over 4000 pregnant women in China reported a significantly higher rate of depressive symptoms (measured on the Edinburgh Postnatal Depression Scale), suggesting an increased risk of mental illness, including self-harm behaviors [19]. Studies in Turkey [20] and Canada [21,22] have also found higher rates of anxiety and depression in pregnant women during the pandemic and called for clinical surveillance and psychosocial support to mitigate adverse impacts on mothers and babies. One study was able to compare levels of anxiety and stress in the same pregnant women before and during the pandemic, and it was found that the COVID-19 pandemic is responsible for significant increases in stress [23]. There is an established body of evidence that anxiety and stress in pregnancy are risk factors for adverse outcomes for mother and baby, including longer term cognitive, emotional, and behavioral development issues in childhood [24]. Studies have indicated negative affect to be associated with preterm birth and low birth weight [24], although some surprising data are emerging showing dramatic reductions in preterm births from January to April 2020 compared to previous years [25,26]. Maternal anxiety and stress has also been shown to predict postnatal depression, potentially leading to impaired parenting quality and effectiveness [27,28]. Although face-to-face care from maternitY and mental health services is clearly the optimum solution, Baby Buddy is in a position to provide support to expectant and new parents through its existing content, including the perinatal mental health films, the feature for couples (You and Your Partner), the Get Help feature, signposting to many other charities, and the Baby Buddy

http://mhealth.jmir.org/2020/12/e23157/
Crisis Messenger for 24/7 confidential and clinically assured support. The potential role of web-based resources in ameliorating COVID-19–related anxieties in perinatal women is echoed in a study among obstetricians in India [29].

This study also found physical health to be an important concern, especially among pregnant women. With lockdown limiting women’s ability to exercise, restricting their access to healthy foods, and leading to more snacking on foods high in fat, sugar, and salt, there may be a long-term impact on mothers and babies as a result of increased risks associated with excessive gestational weight gain [30,31]. These findings are consistent with data from the general UK population [32,33]. Once again, Baby Buddy can support its users by directing them to existing film and written content on exercising at home and healthy meal and snacking ideas.

The vast majority (90%) of Baby Buddy users in this study reported finding the app helpful during this period, especially given the reduced support from health care professionals, family, and friends. However, while Baby Buddy provides a wealth of information to support its users, many users were not finding all this information. It is especially important during these times of reduced support and heightened anxiety to actively encourage Baby Buddy users to explore beyond the daily information feature, Today’s Information, to find additional content and functionality. The addition of new video content featuring expectant and new parents during the COVID-19 pandemic may help to support users by normalizing feelings and experiences they are having during these unprecedented times. It may also help reduce feelings of “missing out” by exemplifying that many other young families are facing the same challenges.

With the pandemic limiting access to their usual support networks and health care professionals, Baby Buddy users have had to become more self-reliant in their roles of parenting a young baby. This has created additional information needs, particularly around baby stimulation, socialization, growth, and development. Although the app already contains written and film content covering these issues, adding new content to further meet these needs could improve the support Baby Buddy provides to its users and help increase new parents’ confidence in monitoring their baby’s well-being and development while reduced access to professional support continues.

This study was a precursor to a UK-wide survey of expectant parents and parents of children under 2 years of age. Babies in Lockdown, commissioned by Best Beginnings, Home-Start UK, and the Parent-Infant Foundation and undertaken by Critical Research [10]. The findings of the two studies are consistent with data from the general UK population [32,33]. Once again, Baby Buddy can support its users by directing them to existing film and written content on exercising at home and healthy meal and snacking ideas.

A limitation of this study is that the survey focused on Baby Buddy users, the findings cannot be generalized to all pregnant and new parents in the United Kingdom, although its findings were highly consistent with the follow-up survey described above [10]. A further limitation of this study is self-selection bias, as respondents chose whether to respond to the survey and take part in a telephone interview. Moreover, anxiety, stress, and depression levels were self-reported rather than being measured using validated scales. A final limitation of this study was the decision to collect only age and language demographics in the web-based survey. At the time the study was designed, there was no awareness of the disproportionate risk of poor COVID-19 outcomes among Black, Asian, and minority ethnicity communities [35], and the main consideration was to reduce barriers to completion. This omission was amended for the telephone interviews and in the follow-up study referred to previously [10].

Conclusion
The COVID-19 pandemic has created heightened anxiety and stress among expectant parents and those with a young baby. This study found that for many expectant and new parents, lockdown has had an adverse impact on their physical and mental well-being. With reductions in health and social supports, expectant and new parents are relying even more on web-based resources. As a free, evidence-based app, Baby Buddy is well positioned to meet this need. The app could support its users even more by actively directing them to the wealth of existing content relevant to their concerns and by adding content to give users the knowledge and confidence to meet the new challenges facing them. As the longer-term impact of the COVID-19 pandemic becomes apparent, it will be necessary to add to and update the content of the Baby Buddy app to meet new needs.
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Abstract

Background: Diet-tracking mobile apps have gained increased interest from both academic and clinical fields. However, quantity-focused diet tracking (eg, calorie counting) can be time-consuming and tedious, leading to unsustained adoption. Diet quality—focusing on high-quality dietary patterns rather than quantifying diet into calories—has shown effectiveness in improving heart disease risk. The Healthy Heart Score (HHS) predicts 20-year cardiovascular risks based on the consumption of foods from quality-focused food categories, rather than detailed serving sizes. No studies have examined how mobile health (mHealth) apps focusing on diet quality can bring promising results in health outcomes and ease of adoption.

Objective: This study aims to design a mobile app to support the HHS-informed quality-focused dietary approach by enabling users to log simplified diet quality and view its real-time impact on future heart disease risks. Users were asked to log food categories that are the main predictors of the HHS. We measured the app’s feasibility and efficacy in improving individuals’ clinical and behavioral factors that affect future heart disease risks and app use.

Methods: We recruited 38 participants who were overweight or obese with high heart disease risk and who used the app for 5 weeks and measured weight, blood sugar, blood pressure, HHS, and diet score (DS)—the measurement for diet quality—at baseline and week 5 of the intervention.

Results: Most participants (30/38, 79%) used the app every week and showed significant improvements in DS (baseline: mean 1.31, SD 1.14; week 5: mean 2.36, SD 2.48; 2-tailed t test $t_{29} = -2.85; P = .008$) and HHS (baseline: mean 22.94, SD 18.86; week 4: mean 22.15, SD 18.58; $t_{29} = 2.41; P = .02$) at week 5, although only 10 participants (10/38, 26%) checked their HHS risk scores more than once. Other outcomes, including weight, blood sugar, and blood pressure, did not show significant changes.

Conclusions: Our study showed that our logging tool significantly improved dietary choices. Participants were not interested in seeing the HHS and perceived logging diet categories irrelevant to improving the HHS as important. We discuss the complexities of addressing health risks and quantity- versus quality-based health monitoring and incorporating secondary behavior change goals that matter to users when designing mHealth apps.

(JMIR Mhealth Uhealth 2020;8(12):e21733) doi:10.2196/21733
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Introduction

Background
An increasing number of mobile apps have explored ways to monitor and improve health behavior efficiently and effectively [1-3]. Among these mobile health (mHealth) apps, diet monitoring is one of the most popular domains, as diabetes and obesity are shown to lead the top 2 fields producing revenue in the mHealth market [4]. A systematic review of mobile apps showed that mHealth apps on obesity and nutrition increased adherence to diet monitoring and effectively improved primary clinical outcomes, such as weight loss and maintenance of reduced blood glucose levels [1,5].

However, for effective dietary monitoring, ideally, users would need to quantify their food consumption down to the level of the number of grams of each nutrient [6]. Focusing on such a quantification of diet can bring several challenges. Food journaling can be too much effort, time-consuming, or tedious [7,8]. Food journaling with detailed entries can be challenging as users often might not remember or know what and how much they have eaten [9]. Users also feel that the dietary information in the database is unreliable, calories burnt seemed random and did not line up [10], and entering unhealthy food consumption in detail makes people feel guilty in general. As these barriers lead to limited engagement with diet-tracking apps, researchers have attempted lightweight approaches of diet tracking, and such attempts have been shown to be successful by providing users with a photo-based food-tracking app and encouraging them to track only one food type per day [11].

A 2018 study published in the Journal of American Medical Association showed the effectiveness of focusing on diet quality over quantity—with a focus on restricting low-quality foods, such as processed foods, added sugar, or refined grains—rather than calorie counting [12]. However, mobile apps on dietary monitoring focused on the quantification of diet (eg, calorie counting) and other health behaviors (eg, steps). This quantification approach does not necessarily address the needs of broader groups of individuals. Numeracy and literacy in general can be barriers. People show increased confusion around the serving size [13]; however, for these apps to work appropriately, it would require accurate calculations of these very nuanced behavior choices. For instance, one might have eaten a mixed salad, but the system needs to know how many grams of spinach versus carrots and which salad dressing were consumed to calculate accurate calories and nutritional content. Sophisticated, detailed, quantified tracking practices are not popular for all user groups [14]. Tracking detailed health information is a user burden, affecting sustained tracking behavior [8].

The effectiveness of mHealth includes seeing the effect of behavior change. The knowledge of risk level helps individuals understand how urgently they need to change their behavior. Individuals at higher risk are more motivated to change if they know that they are at high risk [15]. A mobile app allowing users to observe how their risks are affected by their day-to-day choices relating to health and wellness (eg, such as their choice of food that day) can greatly help in the prevention of chronic diseases. The awareness of heart disease risk is one of the most critical methods and strategies to change behavior. Numerous mobile apps have been designed to bring awareness directly or indirectly about heart disease [16,17]. However, these apps rarely show how lifestyle behavior changes related to risk factors—smoking, diet quality, or alcohol consumption—affect their outcomes to prevent heart disease [1,16-22]. Although understanding future risks increases motivation of individuals to change behavior, whether individuals will actually change their behavior is a more complicated, sophisticated problem to solve than just getting the message across [23].

Objectives
Our goal was to design and test a mobile app that would help users focus on improving diet quality with the help of real-time feedback on future heart disease risk as a result of their diet quality patterns. In this way, we could increase individuals’ awareness of cardiovascular risks based on daily dietary choices. Thus, users can focus on the behavior that is present and immediate, rather than an uncertain future [24,25]. Users can log simplified categories that have a high-quality diet—for example, vegetables, fruits, and whole grains—to help them focus on the quality of food rather than the detailed nutritional value, calories, and quantity of food. Our research questions (RQs) are as follows:

- **RQ 1**: How feasible was logging diet quality?
- **RQ 2**: How feasible was communicating risk to motivate behavior change?
- **RQ 3**: How effective was the app in changing health outcomes?

Our study demonstrated that (1) monitoring simple diet quality can have a significant effect on dietary behavior change and (2) regardless of participants’ interest in heart disease risk, the app reduced the risk.

Methods

Study Design
We designed the app based on behavior change techniques (BCTs) [26]. We used focus groups to iteratively improve the paper prototypes and developed an Android-based app as a result. We then conducted a 5-week pre-post study with a follow-up at 2 weeks after the study to evaluate the app’s efficacy of clinical and behavioral outcome changes as well as app usage patterns.

Focus Groups for App Development
We conducted 3 focus groups in a sequence (n=13, with 3-5 people for each group) to iteratively improve the initial digital paper prototype (Figure 1). The participants were at risk for...
heart disease and were recruited from a weight management clinic in the US Midwest. During the focus groups, the participants were presented with images from the initial prototype to test the usability and learnability of each screen (Figure 1). We revised the design iteratively based on the feedback. We then developed a mobile app on an Android platform.

Figure 1. Screens from the prototype presented to the focus group. Users can select which goal to work on using the mountain climbing metaphor (left). As users accomplish the goals, they can unlock the next category of goals. Selecting a category on the behavior category map will direct the user to the goal selection screen (center). The screen on the right shows choice for sides and how future cardiovascular risks might differ, if the user were to repeat the behavior for a week.

**Final App Design**

The BCT suggests 4 core components in designing an intervention: environmental contexts, goals, feedback and monitoring, and reinforcement. The app contains 5 screens: main menu, profile, goals, meal calendar (food logging screen), and cardiovascular risk (screen showing heart disease risk score). We designed the profile page to incorporate environmental context, the goals menu for users to personalize goals, meal calendar to log diet quality for feedback and monitoring, and cardiovascular risk screen to reinforce and reward positive diet change. A first-time user is directed to the profile screen to provide demographic information related to calculating their risk.

**Diet Quality and Healthy Heart Score**

The definition of high-quality diet in this study was based on the Healthy Heart Score (HHS), a risk score system for heart disease risk, developed at Harvard University (Figure 2) [15]. Among several heart disease risk models (eg, Framingham) [27], HHS is uniquely useful for middle-aged adults who do not have elevated clinical factors, such as high blood pressure or cholesterol, but may still be at high risk for developing cardiovascular disease (CVD). The HHS model builds on lifestyle factors, such as smoking status; level of physical activity; alcohol intake; and a diet score (DS) based on the consumption of fruits and vegetables, nuts, cereal fiber, sugar-sweetened beverages, and red and processed meats. HHS measures diet quality using the DS factor (Figure 2). A high DS indicates that the individual is eating more healthy foods, including fruits, vegetables, nuts, and white meat. Consumption of unhealthy foods, including red meat, processed meat, and sugary drinks, will lead to lower DS.
Figure 2. Description of the Healthy Heart Score and calculation of diet score for women and men.

**Women**

20-year CVD risk (\(\%\)) = \(1 - 0.966(\text{age}^{0.967\times 0.537\times 0.10})\)

where \(X = 0.10820\times\text{age} + 0.15295\) (if past smoker) + 0.90138 (if current smoker) + 0.04676×\(\text{BMI}\)

\[-0.09123\times(\text{grams of alcohol d}^{-1} + 0.6004\times(\text{grams of alcohol d}^{-1} )^2) - 0.02951\times\text{hours of exercise d}^{-1} - 0.05113\times\text{diet score d}^{-1}\]

\[\times 0.03326\times(\text{servings d}^{-1} \times \text{cereal fiber d}^{-1}) + 0.18283\left(\text{if fruits + vegetables } \geq 3\right) + 0.14522\]

\[\left(\text{if nuts > 1 servings d}^{-1}\right) + 0.14631\times(\text{servings d}^{-1} \times \text{sugar–sweetened beverages d}^{-1}) - 0.15624\times(\text{servings d}^{-1} \times \text{red and processed meats d}^{-1})\times 10\]

**Men**

20-year CVD risk (\(\%\)) = \(1 - 9636\times(\text{age}^{0.743}\times 0.10)\)

where \(X = 0.13580\times\text{age} - 0.0055\times\text{age}^2 + 0.06979\) (if past smoker) + 0.42305 (if current smoker) + 0.07424×\(\text{BMI}\)

\[-0.00098\times(\text{grams of alcohol d}^{-1} + 0.0001\times(\text{grams of alcohol d}^{-1} )^2) - 0.01755\times\text{hours of exercise d}^{-1} - 0.06691\times\text{diet score d}^{-1}\]

\[\times 0.01316\times(\text{servings d}^{-1} \times \text{cereal fiber d}^{-1}) + 0.08919\left(\text{if fruits + vegetables } \geq 3\right) + 0.00535\]

\[\left(\text{if nuts > 1 servings d}^{-1}\right) + 0.14734\times(\text{servings d}^{-1} \times \text{sugar–sweetened beverages d}^{-1}) - 0.07112\times(\text{servings d}^{-1} \times \text{red and processed meats d}^{-1})\times 10\]

In the diet-monitoring screen (Figure 3, left), users can enter up to 4 food categories for each meal they eat each day: breakfast, lunch, dinner, and snack. Following HHS, users can log the overall quality of diet through the 7 food category items noted by HHS: 4 healthy categories, that is, fruits, vegetables, whole grains, and nuts, and 3 unhealthy categories, that is, red meat, processed meat, and sugary drinks. The app also allowed the selection of other categories to log foods not included in the provided categories. The goals screen showed the default number of servings suggested for each food category. Users can either drag a food category icon, for example, fruit, to one of the meal slots, which counts as one serving of that category to that meal, or tap the calendar and work on the pop-up window to increase or decrease the number of servings and add the name of the food they consumed. The definition of a serving was not defined—any consumption counted as a serving, following the antiquantification approach. In the goal screen (Figure 3, center), the default suggestions on the intake amount of unhealthy food categories were set to 0 servings. The combined total for fruits and vegetables should be at least 3 servings per day or, equivalently, 21 servings per week.

Figure 3. The left panel shows the meal calendar screen, where users can enter simple quality-oriented diet categories. The central panel shows options to add more details about the food, if the user desires. The right panel shows the screen that updates Healthy Heart Score as the user enters diet information.

**Future Cardiovascular Risk**

The cardiovascular risk (Figure 3, right) screen shows the current HHS, the user’s calculated cardiovascular risk score in real time. The screen compares the risk at the time the user started using the app with the risk at the current week. In this risk screen, we rescaled the HHS to a range from 1 to 10 from its original unit, 0% to 100%, following the suggestion provided by the focus groups and in consultation with the expert who developed the HHS. The focus groups complained that the percentage was confusing—for example, it was unclear whether 50% meant 50% higher risk than others or half of the risk compared with others (or compared with the current status). In the rescaled scoring range, the ideal risk score for a healthy
individual is between 1 and 2, and if one has a risk score of 9 or above, the person is 4 times or more likely to develop heart disease than an individual with a healthy lifestyle.

Goals
At the beginning of each week, the app prompts users to set their goals and directs them to the goals screen. Users can press the goal icon of the food categories they want to actively work on. Users can deactivate a goal by tapping it again, and the goal will appear grayed out. If one of the goals for unhealthy categories is active, users will be notified on the meal calendar if they exceed the maximum number of servings stated by the goal. The goals screen includes a checkbox that shows whether the user has met the goal.

Pre-Post Study: Recruitment and Procedures
The participants were recruited from a weight management clinic at a major hospital in the US Midwest. A research coordinator waited in the waiting room of the clinic with a recruitment flyer and screened interested potential participants for the following criteria: (1) aged above 18 years, (2) self-reported as overweight or obese, and (3) self-reported as at risk for diabetes. A total of 38 participants were enrolled to start the intervention between June and September 2016 for a 5-week period (denoted as week 0-4), with a follow-up meeting at 2 weeks after the end of week 4. The participants were asked to use the app for at least 6 days a week for the 5-week period of the study. The participants had the option to continue using the app until the follow-up meeting. Initially, the participants were asked to log their diet to establish a baseline. Starting at the beginning of week 1, the app started prompting the participants to set goals for each week based on HHS recommendations, either by keeping the default suggestion (ideal diet) or changing it to personalized goals.

At baseline and at the end of week 4, participants visited the clinic for a clinician to measure their weight and fasting blood sugar levels. At the end of week 4, participants were reminded that they were no longer required to use the app. In addition, an exit interview was held at the follow-up visit to discuss the participants’ experiences with the app. Figure 4 shows the study procedure.

Figure 4. Timeline of prestudy and poststudy measurements and follow-up and the notation of the weeks.

All participants received cash compensations of up to US $50. Participants received partial or full compensation depending on how much they completed the following: 3 web-based surveys, measuring health outcomes twice, and using the app for at least 6 days a week during week 0 to 4. The app was provided to the participants in 2 ways. If the participants had an Android phone, the app was installed on their phones. Otherwise, the participants were provided with a Samsung Galaxy S3 phone, with the app installed, for the duration of the study. These participants were required to return their phones at the follow-up.

The study was approved with a full review by the institutional review board (IRB) of the institution that collected the data. All other researchers of this study were given access to deidentified data with the permission of the IRB.

RQs and Analyses
We wanted to answer 3 RQs regarding the feasibility of logging diet quality, motivating behavior change through feedback on future heart disease risks, and the app’s efficacy of behavior change.

RQ 1: How Feasible Was Logging Diet Quality?
We recorded and analyzed the time, frequency, and screen activity of the participants’ tapping events on the app. We analyzed how often participants went to each screen and which food categories were logged over time. We also analyzed user logs of food names to understand diet logging behavior.

RQ 2: How Feasible Was Communicating Risk to Motivate Behavior Change?
We analyzed the participants’ usage of the risk screen. We then tested the correlation between the participants’ usage of the screen and HHS.

RQ3: How Effective Was the App in Changing Health Outcomes?
We conducted a paired sample t test to compare the outcome changes in diet quality, HHS, and in-clinic measurements (weight and fasting blood glucose levels) between pretest (at the beginning of week 0) and posttest (at the end of week 4) measurements. We used the statsmodels package in Python to run the analysis.

Results
Overview
In this section, we first report the demographic information of the participants and the recruitment outcome. We then report results on diet quality, risk score checking, health outcomes and DS, and the association between app use and DS.

Participants and App Use
A total of 84% (32/38) of the recruited participants completed the follow-up. Table 1 summarizes the demographic information of the participants. Overall, 58% (22/38) of participants used the study phones provided and the rest used their own phones.
In total, 8% (3/38) of the participants who were Android phone users stopped using the app and stopped responding to the researchers. Another participant (1/38, 3%) withdrew as the app was too cumbersome. Furthermore, 5% (2/38) other participants withdrew as they decided that the study no longer applied to them. The remaining 32 participants (female: 26/32, 81%; age (years): mean 57.48, SD 11.85) who completed the study had a wide range of age, weight, smoking status, and experience of using a smartphone. A total of 3% (1/32) of the participants were smokers, 38% (12/32) were former smokers, and 59% (19/32) were nonsmokers. A total of 53% (17/32) of participants were diagnosed with diabetes. Overall, 13% (4/32) of participants were overweight (BMI between 25 and 29.9 kg/m²) and the remaining 88% (28/32) of participants were obese (BMI≥30) [28].

Table 1. Demographic information of participants.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants who completed follow-up a, n (%)</td>
<td>32 (85)</td>
</tr>
<tr>
<td>Participants who used the provided phones a, n (%)</td>
<td>22 (58)</td>
</tr>
<tr>
<td>Age of participants who completed follow-up b, years, mean (SD)</td>
<td>57.48 (11.85)</td>
</tr>
<tr>
<td>Female participants b, n (%)</td>
<td>26 (81)</td>
</tr>
<tr>
<td><strong>Participants who smoked, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Former</td>
<td>12 (38)</td>
</tr>
<tr>
<td>Non smoker</td>
<td>19 (59)</td>
</tr>
<tr>
<td><strong>Participants with diabetes b, n (%)</strong></td>
<td>17 (53)</td>
</tr>
<tr>
<td><strong>Weight of participants, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Overweight</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Obese</td>
<td>28 (88)</td>
</tr>
</tbody>
</table>

aThe total number of participants is 38.
bThe total number of participants who enrolled is 32.

RQ 1: How Feasible Was Logging Diet Quality?

**App Use**

During the active intervention when the participants were required to use the app (baseline to week 4), participants tapped on the app, that is, clicked to view contents or to make food entries, 27 times on average (SD 25.6) per week. After week 4 and until follow-up, participants tapped on the app 11 times on average (SD 18.3) per week. Figure 5 shows each participant’s overall app use over the weeks.
Figure 5. Each small graph shows each participant’s total number of tapping events over the entire 7-week period, including the 2-week follow-up (between the baseline and follow-up). The x-axis shows the week of intervention (0 indicating the frequency accumulated between the baseline and at the end of week 0). The y-axis shows the total number of tappings for each week. A total of 27 participants visited the screen approximately every week for the intervention duration (weeks 0-4).

Diet Logging

Overall, 88% (28/32) of participants logged food consumption data every week between the baseline and the end of week 4, at least once a week. About half of the participants logged food consumption data approximately every day. As seen in Figure 6, during the active weeks, the 32 participants altogether logged other the most (6066/15,025, 40.37%), followed by vegetables (2857/15,025, 19.01%), fruit (2398/15,025, 15.96%), whole grains (1614/15,025, 10.74%), nuts (698/15,025, 4.65%), red meat (627/15,025, 4.17%), processed meat (614/15,025, 4.09%), and sugary drinks (151/15,025, 1.00%). Figure 6 shows when these food categories were logged to meal slots during the course of the day—breakfast, lunch, dinner, or snack. Fruits and whole grains were logged proportionally larger during breakfast meals than during other meals, and vegetables were logged proportionally larger during lunch and dinner meal times. Other categories were logged equally over all meal slots.

Figure 6. All 32 participants’ logging per food category and for which meal of the day the logging occurred during the active intervention period (between baseline and the end of week 4).
Participants entered a qualitative description of the food in the food name field for 38.14% (5730/15,025) of all diet logging instances. Overall, 48.87% (2800/5730) of these instances were entered when logging to the other category, 18.00% (504/2800) for vegetables, 15.00% (420/2800) for fruit, 8.00% (224/2800) for whole grains, 4.00% (112/2800) for nuts, 3.00% (84/2800) for red meat, 3.00% (84/2800) for processed meat, and 0.68% (19/2800) for sugary drinks. For all categories except other, participants gave a sample description of the food category they entered. For instance, the fruit category included descriptions such as strawberries or grilled fruit salad and the vegetable category included arugula or grilled squash and zucchini with lemon and olive oil.

When participants entered other, 98.89% (2769/2800) included detailed descriptions of the food. The qualitative analysis of these descriptions, together with the exit interviews, revealed several reasons for why the food was logged as other. The given food categories did not capture all the food categories the participants attempted to log, such as their current dietary goals (eg, to reduce dairy). The participants were instructed to only log what is related to heart disease risks, but they still captured other categories not affecting healthy heart risk, including dairy, dessert, or other protein foods (eg, 338/2769, 12.20% were proteins such as eggs, tofu, and beans and 584/2769, 21.09% were dairy such as milk, cheese, and Greek yogurt). Participants also logged foods as belonging to other category when the food was a mix of various food categories, which might have been difficult to capture in 1 or 2 food categories (eg, California roll, sandwich). A total of 0.69% (19/2769) showed red meat food, such as pork, and vegetables being logged as other, showing how the users might have been confused on what food categories these foods belonged to. Even though pork was red meat, the fact that it was logged as other matched with the exit interview content that the participants considered pork as white meat.

Risk Screen
As Figure 7 shows, at baseline, most participants checked their risk scores (n=29). However, in the following weeks after the baseline, most participants did not return to the risk screen to view the changes in their HHS. A total of 41% (13/32) people checked the risk screen in week 1, 34% (11/32) in week 2, 19% (6/32) in week 3, 31% (10/32) in week 4, and 19% (6/32) in week 5 until follow-up.

Figure 7. This figure shows the participants’ use of the risk screen (loading frequency) over the weeks. A total of 29 of 32 participants checked their risks during week 1, and then, only a few checked again at week 4 (n=10). Most participants did not return to the risk screen to recheck it after the baseline.

RQ 3: How Effective Was the App in Changing Health Outcomes?

Health Outcomes

DS

All but 6% (2/32) of participants logged their diet during the active intervention. Among the 94% (30/32) of participants who logged their diet during the active intervention, the DS showed a significant difference between baseline (mean 1.31, SD 1.14) and posttest during week 4 (mean 2.36, SD 2.48; t29=−2.85; P=.008; Figure 8).
HHS
HHS also showed significant difference between baseline (mean 22.94, SD 18.86) and posttest measurements at the end of week 4 (mean 22.15, SD 18.58; $t_{29}=2.41, P=.02$).

There was no statistical association between food logging frequency and the 3 measures—DS, risk, and BMI.

In-Clinic Measurements
Weight (lbs) did not show a significant difference between pretest (mean 241.7, SD 61.17) and posttest (mean 242.6, SD 61.9) measurements, $t_{29}=-1.043, P=.31$. Blood sugar level (mg/dL) also did not show a significant difference between the pretest (mean 130.2, SD 76.62) and posttest (mean 123.3, SD 48.8) measurements, $t_{28}=-0.95, P=.35$.

Discussion

Principal Findings
The study showed feasibility for logging diet quality (RQ 1) but not for communicating risk (RQ 2). However, the app was effective in changing health outcomes (RQ 3), showing that logging simplified diet quality significantly improved dietary scores and future cardiovascular risk scores. The following are the key takeaways:

- The study showed no association between the frequency of logging and improved dietary scores, showing the importance of separating frequency of use in measuring health outcomes.
- The participants were not interested in monitoring the risk scores, but they still significantly decreased their risk scores by focusing on the target behavior. This finding has implications for health risk communication in mHealth app design.
- The study showed that users mostly logged irrelevant dietary behaviors to the target behavior. This finding shows the need to balance reducing monitoring items for efficiency versus what matters to users to support user experience.

Opportunities and Challenges of Quality-Focused Diet Monitoring
Previous literature shows that logging diet is highly associated with improved diet [29]. At the same time, studies have shown that not all users can benefit from sophisticated diet logging apps. Users often find diet logging a tedious, cumbersome activity, which leads to abandonment [7]. In addition, people do not always accurately estimate food proportions and nutritional contents [13]. Automated techniques, including calorie calculations and artificial intelligence–based food detection, can reduce such user burden in detailed diet logging [30-32]. However, these methods are still limited and error prone, which leads to increased user frustration and abandonment.

To address this gap, we implemented the HHS [15] into a mobile app, which simplified the diet-monitoring process to focus on improving diet quality over quantity. This incorporates a lenient approach toward logging food proportion and nutritional details in calculating the risk. By allowing users to focus on logging simplified diet quality that does not require logging detailed nutritional and calorific breakdown of each meal and focusing on whether a gross food group was consumed (fruits and vegetables), we showed that users steadily used the app even after the required period, for which they were not incentivized to use it. One participant asked if they could continue using the app even after the study had completed.

To our knowledge, our study is the first to investigate the feasibility of an mHealth solution for logging diet quality. Existing diet-monitoring apps have focused on logging the granular details of diet at a nutritional level [1]. Our findings on participants’ use of our app are comparable with the user groups of other studies that showed a successful adoption of an mHealth tool. Individuals who complied with the study protocol regularly entered their food consumption details between 2 and 4 times a day [6,7,33].

At the same time, the study showed no association between frequency of use and increase in DS. This finding shows the need to separate quantitative measures of use from health outcomes. This implication aligns with discussions about whether sustained use of an mHealth app is positive or not—discontinuing to use an app might mean that the user no longer needs the app as they have achieved the health goal or have become more independent [34]. Furthermore, there can be other factors that influence the participants’ healthier choices. According to Achananuparp et al [35], food journalers do not necessarily eat healthier food than others. Healthy eating behaviors are often affected by other sociodemographic factors, such as gender and regions of residence.
One challenge we faced in logging diet quality was that, even at the gross level of food categories, some participants were confused regarding categorizing food to the right categories (eg, confused pork as white meat, avocado as not being vegetable). Studies report that people struggle with journaling food regularly as the task is often time-consuming and laborious [8]. Therefore, it is desirable to implement a positive incentive for food journaling and to remove barriers for users. One idea is to help users go over their health management progress with their doctors, as Kim et al [33] tested in their study. We can implement photo-based food journaling with some automatic support to identify the category and to measure the portion of food [36]. Such photos can be distributed via social media, which can play a role in providing social support and encouragement for users as well.

Implications for Health Risk Communication in mHealth Design

The initial goal of this app was to increase individuals’ awareness of cardiovascular risks based on daily dietary choices. We expected that users would check their risk scores as they changed their dietary patterns to understand how their risks were impacted by their dietary choices, thus making behavioral changes. However, although logging the diet quality was positively accepted by the participants, the participants rarely visited the risk screen during the study period. The participants mainly visited the risk screen at the very beginning to check their initial risk score, and a few came back for a second check after a week, and most did not return. The follow-up interview revealed that the participants noted that their scores did not seem to visibly change, so they did not think to check more often. At the same time, the HHS results showed that the participants still significantly improved their HHS at week 4. The HHS is associated with many clinical disease risks, such as diabetes mellitus, hypertension, and hypercholesterolemia [37]. In other words, studies report that patients with higher HHS show higher incidences of such diseases [37,38]. When we converted the HHS to 20-year CVD risk, the participants’ initial risk resulted in 100%. This is because we recruited participants at high risk for heart disease due to their overweight or obesity condition. An HHS higher than 13 is calculated as 100% for the 20-year CVD risk. Accordingly, the change in the HHS from 22.94 to 22.15 will not decrease the CVD risk to 100%. Even a slight reduction of the HHS can decrease the CVD risks at this point. Despite the limited samples and duration, this study shows that the participants on average reduced their HHS by 0.78%, which is encouraging. An unanticipated design challenge that emerged in this study was regarding visualizing risks for those who were already well above the risk and for whom the risk would have remained at 100% despite any behavior changes they made. One idea is to augment a forecasting trajectory to the risk score, focusing on the changes toward reducing risks. The prediction can be designed so that it adjusts more sensitively to users’ recent efforts for more motivation.

Communicating future risks is known to alert and motivate people to change behavior [39-41]. At the same time, if risk is too distant in the future, people may feel the risk is irrelevant, making it difficult to make behavior changes [42,43]. This study showed that the participants were initially motivated by their risk score; however, the behavior change was not related to their checking of the risk score over time. Although users did not check their risk scores, they decreased their overall risk scores. This finding has implications for the role of health risk communication in consumers using mHealth apps, in which continuous monitoring is the strength. The risk scores can serve as initial motivation to set up goals; however, users could focus on monitoring and improving the target risk behavior (in this case, diet quality), and the improvement with the risk can be a positive side effect.

Implications of Other in Monitoring Apps

The findings on the largest logging activity of other food categories provided implications for balancing between simplification and accommodation of users’ other needs. The HHS discourages or encourages certain food categories to be consumed. This instruction—to focus on improving consumption of certain food categories—was reassured to the participants during the instruction. In the app design, we also specifically allowed users to only log the relevant food categories to improve the HHS. However, most diet logs were under other, where it included irrelevant food categories, such as dairy. According to the follow-up interview, this came from having a concurrent diet goal of participants on their own. When designing a monitoring app to improve health behavior, one needs to consider the gap between the chosen clinical approach and individuals’ concurrent goals and considerations. Although simplifying the design to only monitor necessary information can improve efficiency and reduce user burden, this design approach might lose incorporating users’ concurrent needs and focus. One should not consider what matters to users as other because it is considered irrelevant to what we designed as a target goal.

Limitations

This study did not include a control group, and the duration was only 5 weeks, which is not sufficient to show true behavior change. The data did not include information on whether the participants discontinued checking risk scores because of the lack of usability (eg, legibility of the visualization) or their disinterest in risks.

Conclusions

Our study showed the feasibility and efficacy of simplified diet quality monitoring in an mHealth app. Future work should further test the app’s efficacy with a larger, focused population that is disinterested in using existing quantity-focused monitoring apps. Despite some known limitations on research design and duration, the findings provided significant contributions to understand the implications on the opportunities and challenges in designing a simplified, diet quality-focused monitoring app and how health risk communication can be effectively integrated into an mHealth design. The study also sheds light on finding the balance between affording users to focus on simplified target behavior, reducing user burden versus further incorporating what matters to users in designing a health monitoring app.
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Abstract

Background: The number of medical and health apps in the App Store and Google Play repositories has been increasing in the recent years, and most of these apps are in English. However, little is known about the domain of Spanish health apps and their evolution.

Objective: The aim of this study was to perform a retrospective descriptive analysis of medical apps for patients in the Spanish language by using Google search tools over a 5-year period and to compare the results by using a reproducible methodology to obtain a better knowledge of the medical apps available in the Spanish Language.

Methods: Over a 5-year period, medical apps were catalogued using a Google-based methodology. Keywords of the first 14 categories of the International Classification of Diseases, Tenth Revision, were selected, and in December of each year, searches of the URLs of Google Play and the App Store were conducted using Google Advanced Search. The first 10 results were taken, and apps meeting the inclusion criteria were selected and rated with the iSYScore method.

Results: Out of a sample of 1358 apps, 136 met the inclusion criteria. The 3 main categories of the medical apps were in the fields of endocrinology (diabetes), respiratory (chronic obstructive pulmonary disease, asthma, and allergies), and neurology (multiple sclerosis, Parkinson disease, and Alzheimer disease). Few apps were maintained over the 5 years. Only 10 of the 136 apps were maintained for 3 years or more. There was a large number of original apps in other languages that were translated into Spanish (56/136, 41.2%). In the last year of the study, the main reason (73/280, 26.1%) for discarding an app was the date of the last update.

Conclusions: The market of Spanish apps is poor; only few apps have appeared repeatedly over 5 years. Differences were found with the international market in terms of apps related to mental health, heart and circulatory system, and cancer, and coincidences were found in the relevance of apps for diabetes control.

(JMIR Mhealth Uhealth 2020;8(12):e17139) doi:10.2196/17139
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**Introduction**

**Background**
At its early stage of development, access to smartphone apps is limited to specific provider-customer relationships and the number of smartphone users is less. However, the smartphone market has accelerated over time, reaching 86% of the population in Europe [1]. Indeed, since the launch of mobile app platforms in 2008, including Google Play and App Store (for Android and iPhone operating system [iOS], respectively), the number of apps available has increased [2,3]. In the Apps store market, it is estimated that about 325,000 apps are dedicated to health [4].

The level of complexity associated with mobile health (mHealth) app products is heterogeneous, for example, a simple app that promotes a charity is not the same as a more complex one with Food and Drug Administration or European Union accreditation, which allows the monitoring of a patient with a heart disease. Likewise, there is also heterogeneity in the type of disease that is covered. For example, there are a large number of apps for monitoring patients with diabetes and a much lesser number of apps for patients who have undergone a transplant [4]. Moreover, there is also a cultural gap; most studies are conducted with apps that are developed in English. The inclusion criterion of most of the studies analyzing apps is that they were in English. There are only few studies referring to apps only in Spanish such as clinical trials, literature reviews, or meta-analyses. A simple search in PubMed for this type of studies with the terms “App” and “Spanish” yielded 23 results, while the search for “English” and “App” returned 997 results at the end of 2019.

Interventions aimed at Spanish cultural adaptation of an original development in English are more frequent. While there are official sites in Spain with rigorous selection criteria involving a small number of apps [5-7], multilingual platforms with a much larger number of apps such as the ORCHA Health App Library [8], Healthy living apps of Vic Health Foundation [9], and My Health Apps [10] dominate the market.

Regarding the use of mHealth in health care, there are interesting studies on the opportunities offered by its implementation for a safe and effective deployment in Latin America [11,12]. They describe the need to implement a regulation that guarantees the safety of developments [13,14], the protection of personal data [15], and all ethical aspects such as the European Union's “medical device” regulation [16]. However, the incidence and implementation of mHealth in the health system is not the focus of this study.

The objective of this study was to analyze the proposals that Spanish-speaking citizens can find in 2 large app stores, that is, Google Play and App Store, in Spanish. Users currently access the apps through 2 approaches: by recommendation or by filter. The “recommendation” can come from the health professional, a government, or public health authorities. The “filter” approach is conditioned by the results of the search engines of companies such as Google or Apple. Studies on policies and regulations set their point of view on access to apps by “recommendation.”

In this study, we focused on the access to patient apps by “filter;” specifically, we used the “Google Advanced Search” tool.

**Prior Work**
In 2014, a research group of the iSYS Foundation developed the iSYScore [17] with the objective of obtaining indicators to help patients choose health apps. This score is similar to a triage scale, which allows agile selection and recommendations, but is not an accreditation. It does not delve into elements such as security that accreditations give nor in the efficiency of the app as the regulations of the Food and Drug Administration or European Union do. Once the iSYScore scale was ready, it was applied to a sample of apps obtained on the best results shown by Google Advanced Search in various groups of diseases. These annual collections have been recognized by the European mHealth Hub [18]. Since 2014, the iSYS Foundation has been collecting about 280 apps every year with Google Advanced Search, which verifies that they have met all the inclusion criteria and have applied the iSYScore in order to recommend a sample of the best results. However, the total number of apps analyzed annually is higher than that obtained by the methodology used by our group because recommendations of patient associations and registrations are also collected. Therefore, in order to achieve homogeneous results, only apps obtained with Google tools were included in this study.

**Objectives**
The aims of this study were (1) to analyze the findings obtained with a sample of medical apps per group of disease for 5 years that were selected by Google Advanced Search, (2) to describe the evolution of Spanish health apps over a 5-year period, and (3) to compare the health app studies available in Spanish with those in English or other languages.

**Methods**

**Methodological Framework**
The methodology in this study has 2 sections. The first section explains how the apps included in the sample were extracted and selected. The second section explains how the analysis on the selected apps was conducted.

**Extraction and Selection of Apps**
Every year, since 2014, researchers from the iSYS Foundation collected a sample of apps in Spanish for analysis. The analysis of this work corresponds to the samples obtained in 2014, 2015, 2016, 2017, and 2018.

To collect apps, researchers used the following methodology.

1. Selection of keywords by a set of diseases defined in the International Classification of Diseases, Tenth Revision (ICD-10) [19]: In the first year, the keywords selected were the most frequently used in the ICD-10 text using a word counter. In the following year, the researchers added words from websites belonging to patient associations. In the following years, the same set of keywords was used, with some small variation at the discretion of the researchers.
After selecting the keywords, the researchers used Google Advanced Search to obtain apps. For each set of diseases (for example, “Infectious and parasitic illnesses”), researchers put the keywords separated by spaces (OR), chose the Spanish language option, and entered the URL of Google Play for the first search and the one of Apple Store for the second one. The first 10 results of each platform were selected.

By having 14 groups of ICD-10 diseases with their keywords and targeting the search of 2 platforms, the expected result was 14×10×2=280 apps to analyze each year.

For the selection of apps, the following inclusion criteria were established: (1) Spanish language; (2) adequacy: e-books and podcasts were not accepted, as well as apps where cancer was a horoscope sign and apps with the absence of medical device accreditation if it was an app for medical diagnosis, treatment, or monitoring; (3) targeted audience: not for professionals; (4) availability: no password or geographic filter or other problems of availability; and (5) exceed a cut-off score according to the iSYScore (11 points out of a maximum of 48). In 2016, 2 new criteria were added: (1) to have a minimum number of downloads (N≥500) and (2) to have had an update the year before the sample was captured.

The exclusion criteria were duplicated apps and apps that promised miracle cures. The total sample of apps to be analyzed that met the inclusion criteria would be presented by ICD-10 disease groups in time series (one per year) to observe trends.

**Analysis of the Selected Apps**

To analyze evolution, the researchers considered the following parameters:

1. The number of apps per group of diseases in the sample during the study period and how many apps appeared recurrently over the years and which ones did not.
2. The main reason for discarding per year, given the observation of changes that have occurred during the capture of apps, was obtaining many results in English, despite the language filter.
3. Durability of the analyzed apps: In 2019, the researchers investigated the apps recommended in the previous years to observe their evolution.
4. Finally, the researchers investigated the possible factors influencing the durability of the apps depending on whether they were in native Spanish or translated or whether it depended on the promoter of the app.

Details to make these 4 sections:

1. The researchers would complete a table with the apps selected each year and group them by group of diseases and year. The table would allow them to obtain the totals and to keep track of those apps that appeared for more than 1 year.
2. To collect the main reasons for discard by year, the researchers had to add in tables the reason for discard by platform (Google Play and App Store) and by year, and detect if the main reason for the change varied.

To analyze the durability of the apps, the researchers searched the most established categories. For the analysis of the stability of the developments by disease group, a proxy variable was established and defined as a ratio: the relation between the number of repeated appearances by the number of individual apps of the category during the study period. The researchers considered that for a more “stable” disease group, apps would appear for more years in the annual sample. For example, if a disease group only has an app, and this app appears 5 years in a row, the ratio would be 5 (maximum value), and if it only appears 1 year, the ratio would be 1 (minimum value). Additionally, in 2019, apps from previous years would be revalidated to determine if they continue to meet the inclusion requirements or have disappeared. This will allow one to observe those that are no longer available. This will also allow us to observe which groups of diseases have a higher rate of “disappearance.” To select the most consolidated categories, it was agreed to select those apps with a stability ratio higher than the average and a percentage of disappearance lower than the average. To observe the most unstable categories, the criterion used was those apps that had a ratio lower than the average and a percentage of disappearance higher than the average.

4. To study the possible factors influencing the durability of the apps, the researchers explored the developers’ localization whether they were native apps in Spanish or translated from other languages. In addition, the promoter of the initiative was noted, in case this factor had an influence on durability.

Regarding the promoter of the apps, 6 categories were established: (1) health professionals that included individuals, health providers, and universities; (2) companies (neither pharmaceutical industry nor start-up); (3) nonprofit organizations, including foundations, associations, and scientific societies; (4) pharmaceutical industry; (5) patients and patient associations; and (6) projects and start-ups.

**Statistical Analysis**

The analysis of the potency and statistical significance used in studies that test a hypothesis does not apply to retrospective descriptive studies such as this one. Therefore, the results were summarized using descriptive statistical techniques such as percentages and means.

**Results**

**Extraction and Selection of Apps**

A sample of apps was collected over a 5-year period: 1358 apps (annual average 271.6, mean 263.5) were found using the described methodology. Every year, there was a significant decrease in the inclusion of the number of apps as these apps did not meet the inclusion criteria: of the 1358 obtained by our methodology, only 210 met the inclusion criteria (Table 1).
The searches by disease groups did not reach, in some cases, the 20 results expected in the methodology. Reviewing the 210 outcomes that met the inclusion criteria over 5 years, 74 repetitions of apps were found over the years and extracted, leaving a total of 99 different apps (Figure 1).

Figure 1. Flowchart of the selection of apps.

Analysis of the Selected Apps
During the study period, in which each group of diseases could have up to 20 different apps per year, a maximum of 8 and a minimum of 0 were found (Table 2).
## Table 2. Evolution of the health apps included each year, classified by 14 ICD-10\(^a\) disease groups (n=210).

<table>
<thead>
<tr>
<th>Apps as per ICD-10</th>
<th>Number of apps in each year</th>
<th>Year 2014 (n=26)</th>
<th>Year 2015 (n=55)</th>
<th>Year 2016 (n=42)</th>
<th>Year 2017 (n=48)</th>
<th>Year 2018 (n=39)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infectious and parasitic diseases (n=16)</td>
<td></td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Cancer (n=21)</td>
<td></td>
<td>4</td>
<td>8</td>
<td>5</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Blood diseases (n=8)</td>
<td></td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Endocrine, nutritional and metabolic diseases (n=32)</td>
<td></td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>Mental and behavioral disorders (n=8)</td>
<td></td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Diseases of the nervous system (n=28)</td>
<td></td>
<td>4</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Eye diseases (n=11)</td>
<td></td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Ear diseases (n=12)</td>
<td></td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Circulatory system diseases (n=12)</td>
<td></td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Diseases of the respiratory system (n=18)</td>
<td>(^b)</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Diseases of the digestive system (n=12)</td>
<td></td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Skin diseases (n=11)</td>
<td></td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Diseases of the musculoskeletal system (n=12)</td>
<td></td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Genitourinary system diseases (n=9)</td>
<td></td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

\(^a\)ICD-10: International Classification of Diseases, Tenth Revision.
\(^b\)Not available.

Most apps were associated with the endocrine and nervous systems and cancer-related diseases. Apps dedicated to diabetes were included under endocrine diseases, and these apps were predominant over apps dedicated to obesity. With regard to diseases of the nervous system, tracking apps for multiple sclerosis and Parkinson disease, symptoms of meningitis, or information for relatives of people with Alzheimer disease were selected. With respect to cancer, the majority of the apps obtained by Google Advanced Search were related to skin cancer and the follow-up of skin lesions. There were also results involving apps providing information about breast cancer. In 2014, no data were collected in the “Diseases of the respiratory system.” Despite this fact, this domain was in the fourth place in terms of total number of apps. Pollen alerts, asthma, and chronic obstructive pulmonary disease follow-up were the themes of the apps in the diseases of the respiratory system domain.

### Reasons for Excluding the Apps

The main reason for the exclusion of apps was that they were not in Spanish (323/1358, 23.8%), although the language filter was activated in the search (Table 3).
Table 3. Reasons for app exclusion.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Reasons, operating systems</th>
<th>Number of apps in each year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Year 2014</td>
</tr>
<tr>
<td>It was not in Spanish (n=323)</td>
<td></td>
</tr>
<tr>
<td>Android (n=182)</td>
<td>36</td>
</tr>
<tr>
<td>iOS\textsuperscript{b} (n=141)</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>41</td>
</tr>
<tr>
<td>It was for health professionals (n=231)</td>
<td></td>
</tr>
<tr>
<td>Android (n=114)</td>
<td>36</td>
</tr>
<tr>
<td>iOS (n=117)</td>
<td>54</td>
</tr>
<tr>
<td>Total</td>
<td>90</td>
</tr>
<tr>
<td>It was not suitable (n=227)</td>
<td></td>
</tr>
<tr>
<td>Android (n=106)</td>
<td>54</td>
</tr>
<tr>
<td>iOS (n=121)</td>
<td>30</td>
</tr>
<tr>
<td>Total</td>
<td>84</td>
</tr>
<tr>
<td>Not available (n=156)</td>
<td></td>
</tr>
<tr>
<td>Android (n=80)</td>
<td>54</td>
</tr>
<tr>
<td>iOS (n=76)</td>
<td>56</td>
</tr>
<tr>
<td>Total</td>
<td>110</td>
</tr>
<tr>
<td>Repetitions (n=114)</td>
<td></td>
</tr>
<tr>
<td>Android (n=37)</td>
<td>0</td>
</tr>
<tr>
<td>iOS (n=14)</td>
<td>0</td>
</tr>
<tr>
<td>Both (n=63)</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>2</td>
</tr>
<tr>
<td>Last update date (minimum the year prior to the annual collection) (n=152)</td>
<td></td>
</tr>
<tr>
<td>Android (n=88)</td>
<td>_c</td>
</tr>
<tr>
<td>iOS (n=64)</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
</tr>
<tr>
<td>Downloads &lt;500 (n=84)</td>
<td></td>
</tr>
<tr>
<td>Android (n=76)</td>
<td>—</td>
</tr>
<tr>
<td>iOS (n=8)</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
</tr>
<tr>
<td>Did not rate 11 points on the iSYScore (n=127)</td>
<td></td>
</tr>
<tr>
<td>Android (n=57)</td>
<td>13</td>
</tr>
<tr>
<td>iOS (n=70)</td>
<td>22</td>
</tr>
<tr>
<td>Total</td>
<td>35</td>
</tr>
</tbody>
</table>

\textsuperscript{a}There may be more than one reason for exclusion of apps.

\textsuperscript{b}iOS: iPhone operating system.

\textsuperscript{c}Not available.

A significant number of apps (231/1358, 17.0\%) were discarded because they were aimed at health professionals mostly in the genitourinary and musculoskeletal disease fields. Adding the number of downloads (minimum 500) and the last update date (minimum the year prior to the annual collection) in 2016 led to an increase in discard rates in successive years. In parallel, the number of discards decreased due to not reaching the minimum score with the iSYScore.

**Stability of the Results Over Time**

On revalidation of the apps from previous years in 2019, it was found that 37 out of 136 apps (27.2\%) were no longer available.
Only 10 apps appeared 3 or more times over the 5-year period.

**Table 4.** Stability of the results through the years.

<table>
<thead>
<tr>
<th>Number of apps</th>
<th>Year 2014</th>
<th>Year 2015</th>
<th>Year 2016</th>
<th>Year 2017</th>
<th>Year 2018</th>
<th>Total</th>
<th>Repeated apps</th>
<th>Apps without repetition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual results (n)</td>
<td>26</td>
<td>55</td>
<td>42</td>
<td>48</td>
<td>39</td>
<td>210</td>
<td>74</td>
<td>136</td>
</tr>
<tr>
<td>Apps disappeared in 2019, n (%)</td>
<td>12 (46)</td>
<td>18 (33)</td>
<td>10 (24)</td>
<td>4 (8)</td>
<td>0 (0)</td>
<td>44 (20.9)</td>
<td>7 (10)</td>
<td>37 (27.2)</td>
</tr>
<tr>
<td>Apps remaining in 2019 (n)</td>
<td>14</td>
<td>37</td>
<td>32</td>
<td>44</td>
<td>39</td>
<td>166</td>
<td>N/A*</td>
<td>99</td>
</tr>
</tbody>
</table>

*a*/N/A: Not applicable.

The apps most repeated over the 5-year study period were those related to the genitourinary diseases, whereas the least repeated were those associated with eye diseases. The most consolidated categories were those with a higher than average ratio and a lower than average percentage of disappearance and included the following 3 categories: endocrine, nutritional and metabolic diseases, genitourinary diseases, and infectious and parasitic diseases (mainly HIV infection). Three categories were the most unstable, having a lower than average ratio and a higher than average disappearance percentage: diseases of the digestive system, cancer, and mental and behavioral disorders (Table 5).

**Table 5.** Stability of the results through the years by group of disease (n=210).

<table>
<thead>
<tr>
<th>ICD-10* group</th>
<th>Repeated apps (n=74)</th>
<th>Unique apps without repetition (n=136)</th>
<th>Stability ratio</th>
<th>Disappeared apps, n (%)</th>
<th>Apps in 2019 (n=99)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infectious and parasitic diseases (n=16)</td>
<td>6</td>
<td>10</td>
<td>1.6</td>
<td>2 (20)</td>
<td>8</td>
</tr>
<tr>
<td>Cancer (n=21)</td>
<td>8</td>
<td>13</td>
<td>1.6</td>
<td>7 (54)</td>
<td>6</td>
</tr>
<tr>
<td>Blood diseases (n=8)</td>
<td>3</td>
<td>5</td>
<td>1.6</td>
<td>2 (40)</td>
<td>3</td>
</tr>
<tr>
<td>Endocrine, nutritional and metabolic diseases (n=32)</td>
<td>16</td>
<td>16</td>
<td>2.0</td>
<td>2 (13)</td>
<td>14</td>
</tr>
<tr>
<td>Mental and behavioral disorders (n=8)</td>
<td>1</td>
<td>7</td>
<td>1.1</td>
<td>3 (43)</td>
<td>4</td>
</tr>
<tr>
<td>Diseases of the nervous system (n=28)</td>
<td>13</td>
<td>15</td>
<td>1.9</td>
<td>5 (33)</td>
<td>10</td>
</tr>
<tr>
<td>Eye diseases (n=11)</td>
<td>2</td>
<td>9</td>
<td>1.2</td>
<td>0 (0)</td>
<td>9</td>
</tr>
<tr>
<td>Ear diseases (n=12)</td>
<td>1</td>
<td>11</td>
<td>1.1</td>
<td>2 (18)</td>
<td>9</td>
</tr>
<tr>
<td>Circulatory system diseases (n=12)</td>
<td>3</td>
<td>9</td>
<td>1.3</td>
<td>4 (44)</td>
<td>5</td>
</tr>
<tr>
<td>Diseases of the respiratory system (n=18)</td>
<td>6</td>
<td>12</td>
<td>1.5</td>
<td>2 (17)</td>
<td>10</td>
</tr>
<tr>
<td>Diseases of the digestive system (n=12)</td>
<td>4</td>
<td>8</td>
<td>1.5</td>
<td>5 (63)</td>
<td>3</td>
</tr>
<tr>
<td>Skin diseases (n=11)</td>
<td>3</td>
<td>8</td>
<td>1.4</td>
<td>1 (13)</td>
<td>7</td>
</tr>
<tr>
<td>Diseases of the musculoskeletal system (n=12)</td>
<td>3</td>
<td>9</td>
<td>1.3</td>
<td>1 (11)</td>
<td>8</td>
</tr>
<tr>
<td>Genitourinary system diseases (n=9)</td>
<td>5</td>
<td>4</td>
<td>2.3</td>
<td>1 (25)</td>
<td>3</td>
</tr>
</tbody>
</table>

*a*/ICD-10: International Classification of Diseases, Tenth Revision.

**Possible Factors Influencing the Durability of the Apps**

Most of the apps found were originally developed in Spanish and were from Spain and Latin America (80/136, 58.8%). However, those that had been translated from another language showed a tendency to be more durable (Table 6).
Table 6. Native Spanish apps and apps that were translated from other languages to Spanish (n=136).

<table>
<thead>
<tr>
<th>Language type of apps, availability</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spanish apps</strong></td>
<td></td>
</tr>
<tr>
<td>Available</td>
<td>55 (69)</td>
</tr>
<tr>
<td>Not available</td>
<td>25 (31)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>80 (58.8)</td>
</tr>
<tr>
<td><strong>Apps translated from other languages</strong></td>
<td></td>
</tr>
<tr>
<td>Available</td>
<td>44 (79)</td>
</tr>
<tr>
<td>Not available</td>
<td>12 (21)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>56 (41.2)</td>
</tr>
</tbody>
</table>

Apps According to Promoter

The most stable app developments (with less disappearance of products) were those in the Company category (Table 7), while the most spurious ones were those related to projects and start-ups, as well as those led by the pharmaceutical industry.

Table 7. Apps selected and classified by promoter (n=136).

<table>
<thead>
<tr>
<th>Promoter type and availability</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health care professionals</strong></td>
<td></td>
</tr>
<tr>
<td>Available</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Not available</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>10 (7.3)</td>
</tr>
<tr>
<td><strong>Company</strong></td>
<td></td>
</tr>
<tr>
<td>Available</td>
<td>36 (82)</td>
</tr>
<tr>
<td>Not available</td>
<td>8 (18)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>44 (32.3)</td>
</tr>
<tr>
<td><strong>Pharmaceutical industry</strong></td>
<td></td>
</tr>
<tr>
<td>Available</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Not available</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>11 (8.1)</td>
</tr>
<tr>
<td><strong>Nonprofit public foundation</strong></td>
<td></td>
</tr>
<tr>
<td>Available</td>
<td>25 (69)</td>
</tr>
<tr>
<td>Not available</td>
<td>11 (31)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>36 (26.5)</td>
</tr>
<tr>
<td><strong>Patients</strong></td>
<td></td>
</tr>
<tr>
<td>Available</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Not available</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>10 (7.3)</td>
</tr>
<tr>
<td><strong>Start-up+project</strong></td>
<td></td>
</tr>
<tr>
<td>Available</td>
<td>15 (60)</td>
</tr>
<tr>
<td>Not available</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>25 (18.4)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The search for the best health apps in the Spanish language using the Google Advanced Search algorithm resulted in only 136 apps meeting the inclusion criteria. Of these, a significant proportion (56/136, 41.2%) corresponded to English translations and a significant percentage disappeared over the 5-year study period. Only 10 apps appeared for 3 or more years (the most stable). Apps dedicated to diabetes were the most common [15] and had frequent medical device accreditation. A recent meta-analysis on the use of mHealth to support patients with diabetes showed positive results [20]. Despite the number of apps found in neurology (Alzheimer disease, epilepsy, multiple sclerosis, etc), there were only few studies on the effectiveness of those apps [21].

In the cancer section, the keyword “cancer” had to be discarded since 2014, as it offered better-positioned results related to horoscopes. Results related to possible nonevidence-based cures were also ruled out. According to the iSYScore results, the best positioned app was the Spanish translation of the ASCO App Cancer.net [22]. There is a lack of patient follow-up apps besides those related to skin or breast cancer, which have been shown to be useful in some studies [23-26]. One possible explanation may be that these apps are not available on commercial platforms (Google Play or App Store). Reviewing reasons for the apps that were discarded, researchers found that the main reason was that apps selected were not in Spanish (323/1358, 23.8%), despite Spanish language being selected in Google Advanced Search.

Indeed, in 2014, the “Spanish language” was added as a keyword in order to obtain more adequate results. The tendency to present results in other languages by these platforms has decreased over time (Table 3). Cancer, skin, and digestive system diseases were the most affected by this problem. Regarding discarded apps because of inadequacy (Table 3), apps related to mental and behavioral diseases showed the most interesting results. These had nonvalidated treatments more frequently (eg, cure of schizophrenia with phone vibrations) or were not available to the public because they were included as part of a controlled study for which an individual had to be included in the study in order to have access to the app. Other results not related to health (singers or horoscope signs) were also found in other categories.

Comparison With Studies in Other Languages

We compared our results with those of other studies such as the report by the American IQVIA, “The Growing Value of Digital Health” [4] and the German Research2Guidance “mHealth Economics 2017-Current Status and Future Trends in Mobile Health” [27]. IQVIA performed an analysis on the number of apps available by category. The category of “Health condition management” and specifically under the section “Disease Specific” showed a number in which the apps dedicated to mental disorders, diabetes, and the heart and circulatory system dominated the top positions in terms of the number of apps. The same report suggested that the evidence of the effectiveness of the apps described in 571 published studies in 5 patient populations on reductions in the utilization of acute care: prevention of diabetes, diabetes, asthma, cardiac rehabilitation, and pulmonary rehabilitation.

With regard to Research2Guidance, we found that comparison of our results was not adequate since their work was based on expert surveys while our results were based on searches using Google tools. That study reported that the most attractive app development fields are related to physicians (30%), diabetes (27%), the heart, blood, and circulatory system (24%), medications (24%), healthy lifestyles (22%), hospital efficiency (19%), and mental health (17%). Both reports coincide in the categories of diabetes, heart problems, and mental health as those that aroused most interest, although in different order of priority.

In this study, a large number of apps were found related to diabetes, cancer, and diseases of the nervous system. The apps found to be the most stable over time were those belonging to the categories of diabetes, infectious diseases, and kidney diseases, thereby disagreeing with the previously mentioned studies with the exception of the main category, that is, diabetes.

Analyzing the Evolution

The number of apps discarded because the Google search showed results in English and other languages significantly decreased in the last year of the study. However, repetitions in the same category and platform increased the number of discards in the same year. Small changes to the URL of the repeated apps might explain this fact. Over the years, there was a trend toward an increase in the number of apps ruled out due to lack of updates. However, the number of apps ruled out by a low iSYScore decreased over time, indicating a higher sample quality that exceeds the inclusion criteria. Regarding the different categories, the robustness of the endocrine (mostly diabetes) and nervous system categories over time was of note, while apps dedicated to cancer decreased.

Limitations of This Study

An obvious limitation of this study was the dependence on the results of the Google algorithm for the selection of the most representative results. This results in a volatile and dependent return. The decrease in the results on cancer and the digestive system and mental health disorders suggests that developments occur outside major markets such as in research fields [28] or payment software.
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**Abbreviations**

<table>
<thead>
<tr>
<th>ICD-10</th>
<th>International Classification of Diseases, Tenth Revision</th>
</tr>
</thead>
<tbody>
<tr>
<td>iOS</td>
<td>iPhone operating system</td>
</tr>
<tr>
<td>mHealth</td>
<td>mobile health</td>
</tr>
</tbody>
</table>
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Abstract

Background: Lifestyle-related diseases, such as stroke, heart disease, and diabetes, are examples of noncommunicable diseases. Noncommunicable diseases are now the leading cause of death in the world, and their major causes are lifestyle related. The number of eHealth interventions is increasing, which is expected to improve individuals’ health literacy on lifestyle-related diseases.

Objective: This literature review aims to identify existing literature published in the past decade on eHealth interventions aimed at improving health literacy on lifestyle-related diseases among the general population using selected visual methods, such as educational videos, films, and movies.

Methods: A systematic literature search of the PubMed database was conducted in April 2019 for papers written in English and published from April 2, 2009, through April 2, 2019. A total of 538 papers were identified and screened in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram. Finally, 23 papers were included in this review.

Results: The 23 papers were characterized according to study characteristics (author and year of publication, study design and region where the study was conducted, study objective, service platform, target disease and participant age, research period, outcomes, and research method); the playback time of the educational videos, films, and movies; and the evaluation of the study’s impacts on health literacy. A total of 7 studies compared results using statistical methods. Of these, 5 studies reported significant positive effects of the intervention on health literacy and health-related measures (eg, physical activity, body weight). Although most of the studies included educational content aimed at improving health literacy, only 7 studies measured health literacy. In addition, only 5 studies assessed literacy using health literacy measurement tools.

Conclusions: This review found that the provision of educational content was satisfactory in most eHealth studies using selected visual methods, such as videos, films, and movies. These findings suggest that eHealth interventions influence people’s health behaviors and that the need for this intervention is expected to increase. Despite the need to develop eHealth interventions, standardized measurement tools to evaluate health literacy are lacking. Further research is required to clarify acceptable health literacy measurements.
Introduction

Lifestyle-Related Diseases

Lifestyle-related diseases, such as stroke, heart disease, cancer, diabetes, and chronic respiratory disease, are leading examples of noncommunicable diseases and are now the leading causes of death in the world [1]. Of the top 10 causes of death worldwide in 2016, 6 are considered noncommunicable diseases and accounted for 71% of all deaths [2]. Lifestyle behaviors (eg, smoking, harmful consumption of alcohol, overeating, lack of exercise) or conditions (eg, overweight or obesity, hypertension, abnormal lipid metabolism, and hyperglycemia) are common risk factors for lifestyle-related diseases [3,4]. Lifestyle improvement (eg, high-quality diet, increased exercise) plays an important role in the prevention of lifestyle-related diseases [4,5], and improvement for some conditions can be achieved using eHealth-based interventions [3]. Furthermore, the association between lifestyle behavior and health literacy has been widely recognized [4,6].

Health Literacy

Health literacy is defined as “people’s knowledge, motivation and competences to access, understand, appraise, and apply health information in order to make judgments and take decisions in everyday life concerning healthcare, disease prevention and health promotion to maintain or improve quality of life during the life course” [7]. Low health literacy is associated with poor health outcomes and delayed diagnosis and treatment [8]. For example, people with limited health literacy may experience a distrust of providers, pessimism about treatment, and poor satisfaction with the quality of care, probably due to communication difficulties (understanding verbal directions, signs, and placards as well as complexity of instructions) [8]. Occasionally, these patients find it difficult to navigate their way in health care facilities and are therefore unable to receive primary prevention [9]. Conversely, an improvement in health literacy is associated with better health outcomes, such as changes in risk for chronic disease, a reduction in reported disease severity, and decreases in the number of emergency department visits and hospitalizations [10]. Improving health literacy could even expand and extend people’s lives in the social, cultural, and work dimensions [7,11]. High rates of low health literacy in populations have prompted governments and national agencies in affected countries to develop national strategies and targets aimed at improving the health literacy of the general population [10].

Information and Communication Technologies, eHealth, and Mobile Health

The popularity of mobile technologies remains high and the number of users of mobile technologies is increasing [12]. The growing usability of information and communication technologies (ICTs), including mobile apps and web-based applications, can increase the accessibility of health support systems [13-15]. eHealth includes medical information services, including public health services, that are distributed via the internet and related technologies [16]. Mobile health (mHealth) is an expanding area within eHealth and involves the use of mobile computing in the fields of medicine and public health [12]. The use of mHealth services, including smartphone-based services, may benefit health care providers by exerting positive effects on patient education, diagnosis, and management as components of the health delivery processes [12,15]. Smartphones provide a range of functions, including telephone calls, text messages (SMS), photos, video, and web access [12,17].

Educational content to improve individuals’ health literacy on lifestyle-related diseases can be offered in many ways, such as group learning, questionnaires, internet-based information searches, and downloadable apps [18-22]. Additionally, smartphone apps provide information through visual methods, such as graphics, videos, and pictures, which facilitate user understanding [14,21-23]. Many children and adults play video games, which include messages and entertaining formats and may lead users to change their health behaviors [18,24]. Accordingly, we wanted to investigate whether videos, games, and pictures are effective in increasing health awareness.

Objectives

The aims of this review are to identify literature published in the past decade on eHealth interventions that aimed to improve health literacy on lifestyle-related diseases among the general population using selected visual methods, such as videos, films, and movies. Specifically, our review seeks to categorize study characteristics and the evaluation of the studies’ impacts on health literacy. Four main themes are discussed in this review: target age, measurement of health literacy, dietary health behavior, and the future directions of eHealth interventions.

Methods

This literature review was performed using a systematic search and was conducted to emphasize the integration of studies across broader topics [3], with reference to PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) [25,26]. The search strategy was developed on April 2, 2019, by AA and TS, who also conducted the search.

Details of the search strategy, study selection, and extraction of information can be found in Multimedia Appendix 1. In brief, PubMed was searched in the title and abstract fields using search terms that covered 5 main domains: “digital health,” “mHealth,” “education,” “health literacy,” and “visual methods.” The search identified 538 papers, with no duplicates (Figure 1). All papers were screened using a 2-stage process. In the first stage, 373 papers that did not meet the inclusion criteria were excluded. In the second stage, an additional 49 papers were excluded. The full texts of the 116 remaining papers were further surveyed.
resulting in the exclusion of 93 papers, thereby leaving a total of 23 papers to review.

**Figure 1.** PRISMA flow diagram of the paper selection process. PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses.

A data-charting form was created to categorize the included studies, the study characteristics (author and year of publication, study design and region where the study was conducted, study objective, target disease and participant age, research period, outcomes, and research method); the playback time of the educational videos, films, and movies; and the evaluation of the study’s impacts on health literacy (measurement to assess health literacy).

**Results**

**Characteristics of the Included Studies**

The included studies are characterized in Multimedia Appendix 2. Of the 23 papers we explored, 13 [18,27-38] were conducted in 2 stages, namely app development followed by intervention research. Two studies conducted randomized controlled trials (RCTs) [27,39], of which 1 [27] described the study protocol only. In addition, 8 studies were pilot studies [28-32,40-42], 6 studies were feasibility studies [33-38], 1 was an intervention study [43], and 1 was a cohort study using qualitative and quantitative methods [44]. As shown in Multimedia Appendix 3, primary outcomes were measured and the results were reported in 1 RCT [39], 1 intervention study [43], 5 pilot studies [30,31,40-42], and 2 feasibility studies [34,36]. A total of 7 studies [30,34,39-43] investigated the results statistically, of which 5 studies [31,34,39,40,43] reported significant positive effects on health literacy [34,39,43], and health-related measures (eg, physical activity, body weight) [30,41].

In addition, 3 noninterventional studies [18,45,46] were included because their main topics were video games, which was consistent with our search term of apps that included “games.”

**Study Objectives and Target Diseases**

The objectives of the included studies were categorized into 3 groups: (1) health promotion, (2) disease prevention, and (3) disease management related to the target diseases.

One study [40] was conducted for health promotion and was an innovative mHealth cardiovascular health promotion program, 9 studies [18,27,30,33-35,45-47] aimed to prevent disease by reducing the risks for the diseases, 4 studies [18,34,45,46] promoted smoking cessation for smokers, 2 studies promoted weight loss to address obesity [30,33], 2 studies promoted diet and exercise to lower blood glucose levels in order to manage prediabetes [27,35], and 1 study [47] promoted physical activity to prevent lifestyle-related diseases.

A total of 15 studies [27-29,31,32,35-39,41-44,48] aimed to manage a disease, including diabetes (n=6) [27,31,35,38,42,43] (1 study targeted type 1 diabetes [42] and the remainder targeted type 2 diabetes [27,31,35,43,47]), heart failure (n=3) [41,44,48], cardiovascular disease (n=2) [28,32], stroke (n=2) [36,37], gout (n=1) [29], chronic obstructive pulmonary disease (n=1) [38], and osteoarthritis of the knee (n=1) [39].
Outcomes

Outcomes were investigated in 18 studies [18,27,29-36,38-44,48] and categorized into 2 types: (1) changes in measured values and (2) changes in dietary health behaviors.

Studies used a number of measured values: body weight [27,29,30,33,41,44,48], waist circumference [27,30], blood pressure [27,44], oxygen usage [38,44], hemoglobin A1c [27,38,42], serum uric acid [29], and knowledge about health conditions (eg, diabetes knowledge, self-efficacy score, cardiovascular health knowledge, smoking knowledge) [31,34,39,40,42,43]. Studies also investigated behavioral changes, smoking attitude [18,34], nutrition [33,35,38,40], physical activity [33,35,38,41], stress [33], medication [32,38], specific health behavior [27], and usability and acceptability of the intervention [30,36].

To assess changes in measured values, individuals’ health literacy was tested in 7 studies [31,34,39,40,42,43,48], and measurement tools were used in 5 studies only [31,34,40,42,43]. A 27-item questionnaire based on the Norwegian National Health Informatics’ diabetes quiz to test theoretical knowledge was conducted for individuals aged 13 to 19 years with type 1 diabetes. The eHealth Literacy Scale (eHEALS) [40] and smoking knowledge score [34] were used for participants 18 years or older. The Rapid Estimate in Adult Literacy in Medicine (REALM) [31], the Diabetes Self-Efficacy Scale [31], and 2 types of study knowledge tests [39,48] were used for participants older than 40 years.

Platform of Development of eHealth Service

We categorized the included studies into 3 types of platforms: (1) applications (web-based applications or mobile apps), (2) websites, and (3) others.

Various apps were used in 22 studies [18,27-37,39-48]. Apps allow users to use interactive content [30,32,39,43], telephone interviews [44], face-to-face video conferencing [33,40,44], and social network service messages [42]. User satisfaction was evaluated for the intervention itself and for opinions on future development in 16 studies [18,30-32,34-37,39,41,42,44,48]. The 14 apps [18,28-32,34,37,39,41,42,44,45,48] receiving the highest satisfaction and appreciation ratings included those providing educational content (about diseases [30-32,34,39,41,48], through a diary program [29,42], and in game content [18,45,46]) using pictures, graphics [27,29,30,34,37,42,44], videos [18,27-31,33-37,39,41-45,47], icons, drawings, animations [47], and an avatar [48]. Only one app providing educational video [30] was considered unacceptable because the process of downloading and viewing the video was too difficult or took too much time.

By connecting with a wearable device [28], sensing devices (eg, blood pressure monitor, weight scales, pulse oximeter) [44], and Bluetooth [42], health information (eg, physical activity, blood glucose values) could be provided remotely.

Websites were based on a textual design to provide educational messages but, unlike apps, were unable to include a gaming component to provide some type of feedback-based reward [45].

Another platform [38] developed internet-enabled home programs that provided educational videos, individual consultations, and a health diary remotely using the patient’s television at home and a connection to a computer.

Discussion

In this review, we aimed to identify and characterize the features of existing literature describing eHealth interventions that aimed to improve health literacy on lifestyle-related diseases among the general population using selected visual methods, such as videos, films, and movies. Through this research, we identified 4 themes, which we discuss here with their strengths and limitations.

Target Age

We found a difference in target age compared with previous studies focused on health literacy. Kim and Xie [14] found that health literacy was limited in individuals older than 65 years. In this review, 19 studies [27-36,38-42,44,45,47,48] included participants younger than 65 years. Although it appears that people with low health literacy are older [49,50], young adults also lack health literacy, including eHealth literacy [51,52].

In our review, we identified various ideas to facilitate the use of educational content to improve participants’ health literacy and found that the kind of educational content provided was required to change as the age range of the target population widened. The use of icons and avatars facilitated usage for both younger and older individuals with low health literacy [41,48]. The younger the target age, the greater the acceptability of games [46].

Measurement of Health Literacy

Measurement tools for health literacy have yet to be established. Indeed, in this review, among the 22 included studies that developed apps for education [18,27-37,39-48], only 5 studies [31,34,40,42,43] used instruments to measure health literacy.

According to a review [14] that identified the relevant literature and examined the instruments used to measure individual health literacy levels, most studies used the eHEALS [53] and the Short Test of Functional Health Literacy (S-TOFHLA) [54]. The S-TOFHLA is a shortened version of the Test of Functional Health Literacy [55], which correlates with the REALM [56]. In another systematic review of health literacy using web-based health information environments [26], the Newest Vital Sign was used most often [57], followed by the REALM [58]. There is a lack of standard measurement tools to evaluate health literacy [17,22,59-62]. Additional research is required to identify measurement methods suitable for evaluating levels of health literacy.

Dietary Health Behavior Change

Improvements to lifestyle play an important role in lifestyle-related diseases [4,5]. Although 12 included studies [18,27,30,32-36,38,40,41,44] had changes in dietary health behavior as an outcome, none described the mechanism of the relationship between the eHealth intervention and the dietary health behavior. One study [32] classified an educational intervention app in terms of behavior change techniques.

Measurement of health literacy was limited in individuals older than 65 years.

Kim and Xie [14] found that health literacy was limited in individuals older than 65 years. In this review, 19 studies [27-36,38-42,44,45,47,48] included participants younger than 65 years. Although it appears that people with low health literacy are older [49,50], young adults also lack health literacy, including eHealth literacy [51,52].

In our review, we identified various ideas to facilitate the use of educational content to improve participants’ health literacy and found that the kind of educational content provided was required to change as the age range of the target population widened. The use of icons and avatars facilitated usage for both younger and older individuals with low health literacy [41,48]. The younger the target age, the greater the acceptability of games [46].

Measurement of Health Literacy

Measurement tools for health literacy have yet to be established. Indeed, in this review, among the 22 included studies that developed apps for education [18,27-37,39-48], only 5 studies [31,34,40,42,43] used instruments to measure health literacy.

According to a review [14] that identified the relevant literature and examined the instruments used to measure individual health literacy levels, most studies used the eHEALS [53] and the Short Test of Functional Health Literacy (S-TOFHLA) [54]. The S-TOFHLA is a shortened version of the Test of Functional Health Literacy [55], which correlates with the REALM [56]. In another systematic review of health literacy using web-based health information environments [26], the Newest Vital Sign was used most often [57], followed by the REALM [58]. There is a lack of standard measurement tools to evaluate health literacy [17,22,59-62]. Additional research is required to identify measurement methods suitable for evaluating levels of health literacy.

Dietary Health Behavior Change

Improvements to lifestyle play an important role in lifestyle-related diseases [4,5]. Although 12 included studies [18,27,30,32-36,38,40,41,44] had changes in dietary health behavior as an outcome, none described the mechanism of the relationship between the eHealth intervention and the dietary health behavior. One study [32] classified an educational intervention app in terms of behavior change techniques.

Measurement of health literacy was limited in individuals older than 65 years.

Kim and Xie [14] found that health literacy was limited in individuals older than 65 years. In this review, 19 studies [27-36,38-42,44,45,47,48] included participants younger than 65 years. Although it appears that people with low health literacy are older [49,50], young adults also lack health literacy, including eHealth literacy [51,52].

In our review, we identified various ideas to facilitate the use of educational content to improve participants’ health literacy and found that the kind of educational content provided was required to change as the age range of the target population widened. The use of icons and avatars facilitated usage for both younger and older individuals with low health literacy [41,48]. The younger the target age, the greater the acceptability of games [46].

Measurement of Health Literacy

Measurement tools for health literacy have yet to be established. Indeed, in this review, among the 22 included studies that developed apps for education [18,27-37,39-48], only 5 studies [31,34,40,42,43] used instruments to measure health literacy.

According to a review [14] that identified the relevant literature and examined the instruments used to measure individual health literacy levels, most studies used the eHEALS [53] and the Short Test of Functional Health Literacy (S-TOFHLA) [54]. The S-TOFHLA is a shortened version of the Test of Functional Health Literacy [55], which correlates with the REALM [56]. In another systematic review of health literacy using web-based health information environments [26], the Newest Vital Sign was used most often [57], followed by the REALM [58]. There is a lack of standard measurement tools to evaluate health literacy [17,22,59-62]. Additional research is required to identify measurement methods suitable for evaluating levels of health literacy.

Dietary Health Behavior Change

Improvements to lifestyle play an important role in lifestyle-related diseases [4,5]. Although 12 included studies [18,27,30,32-36,38,40,41,44] had changes in dietary health behavior as an outcome, none described the mechanism of the relationship between the eHealth intervention and the dietary health behavior. One study [32] classified an educational intervention app in terms of behavior change techniques.
Future Directions of eHealth Interventions

Based on user evaluations of the interventions and opinions on their future development, eHealth interventions using visual methods and interactive approaches improve user motivation to improve lifestyle and health literacy. However, 1 study [30] reported that the use of educational videos was not acceptable due to the difficulty older participants experienced in using the mobile app. Future eHealth-based interventions will be required to improve users’ computer literacy and identify the mediating effects of age and sex.

Strengths and Limitations

To our knowledge, this study is the first to review the educational content of eHealth aimed at improving individuals’ health literacy on lifestyle-related diseases. Our findings may provide a new perspective on the development of apps that use eHealth to address lifestyle-related diseases and improve people’s health literacy.

Several limitations of our study warrant mention. One limitation is the search process: we searched only a single database and included only studies written in English and published in the decade up to April 2019. As discussed in other review papers about eHealth-based interventions [3,14], selecting from additional databases that include unpublished studies is useful for a broader review and should be a consideration for any future systematic review on the topic. Nevertheless, the search was conducted in a systematic manner using the PRISMA flow diagram [25,26]. Additionally, we excluded review papers; papers about AIDS, cancer, psychiatric conditions, odontology, and pediatrics; papers whose target populations were medical personnel and pregnant women; and papers that did not include educational videos, films, or movies. This strategy may have been too strict and some relevant papers may have been missed. Future reviews should be based on wider search criteria.

Conclusions

Our review provides an overview of the relationships between eHealth-based interventions with selected visual methods, such as videos, films, and movies, and improved health outcomes (ie, changes in measured values and dietary health behavior). Despite the necessity of self-management systems using ICT to control lifestyle-related diseases, relatively few studies have explored educational videos, films, and movies aimed at improving health outcomes.

We also found that the concept of literacy and the tools used to measure the outcome of health literacy–related interventions have not been unified. To more accurately evaluate levels of health literacy and the effects of interventions, future studies need to clarify the concept of health literacy and develop health literacy screening tools.
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Abstract

Background: Patient education delivered by a health care provider increases patients’ understanding and adherence to medical instructions, which helps to improve patient health. Multiple challenges exist to delivering effective patient education to patients with multiple chronic conditions, including giving the necessary time, range, and types of learning materials, and assessing the level of understanding. To help overcome these challenges, it is important to study new electronic means to assist in patient education, such as the use of mobile devices, interactive media, 3-dimensional images, and multimedia educational content at the bedside.

Objective: The goal of this study was to address the need for blended learning strategies combining technical and workflow integration of digital patient education systems for patients with chronic conditions within and across the regular process of care. Studies are needed to evaluate the utility and benefits of these technologies for providers and patients alike.

Methods: A mixed-methods approach was employed including survey administration to 178 patients after they received digital patient education in person with a health care provider, and qualitative interviews with 16 nurse educators who used the mobile digital health education technology to deliver instruction to patients. Patient survey data were analyzed using chi-square statistical tests. Qualitative interviews were analyzed for user acceptance and perceived value themes.

Results: Patients who were counseled using a blended digital health education approach reported improved understanding of educational content ($P=.034$) and chronic health conditions ($P<.001$), were more motivated to care for themselves at home ($P<.001$), were more likely to say that they felt capable of making health care decisions with their doctors ($P<.001$) and on their own ($P=.001$), and were more likely to report their intention to follow their doctor’s instructions ($P<.001$) than were patients whose education was not computer-based. Nurse educators felt that the digital education system and content enhanced their education efforts and could be easily integrated into the outpatient clinical workflow.

Conclusions: Patient education for individuals with chronic conditions may be more effective than traditional formats when provided in blended digital formats supervised by a health care provider.

(JMIR Mhealth Uhealth 2020;8(12):e22947) doi:10.2196/22947
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patient education; patient understanding; blended learning; adherence; digital patient education; chronic condition; understanding; outcome; mHealth; education; digital health
Introduction

Background

Patient education increases patient understanding and adherence to medical instructions, which has a major impact on long-range outcomes for patients with chronic health conditions [1-3]. A recent meta-analysis of 320 articles on patient compliance with instructions and its associated impacts on physiological progress and long-range health outcomes for chronic disease management found that patient education was the most successful of all experimental effects [4]. Information technology (IT) facilitates fundamental changes to patient education delivery, enabling digital media content that is considered a time-effective and cost-effective alternative to traditional patient education [5]. The use of digital technologies for patient learning has increased drastically through the application of web-based patient education sites, video and 3-dimensional (3D) multimedia content, mobile devices (such as smartphones, MP3 players, iPods [Apple Inc., and tablets), and other devices and technology media [6]. However, many questions remain about which digital educational delivery strategies are best for a given setting.

Patients with chronic conditions require a holistic approach for care, education, and self-management to achieve patient understanding and motivation to adhere to instructions [7]. Lack of patient awareness about a condition has been identified as the most common barrier to active self-management of chronic conditions [8]. Further, despite good patient understanding about a specific treatment, adherence worsens with increasing age and complexity of treatments [9]. For patients with multiple comorbidities, there is a greater need for in-depth education that includes provider interaction [7,10,11]. Indeed, improving patient education for people with chronic conditions may be an important component to improving individual and community health delivery systems, decision making, and related outcomes [12]. Providing better education with the level of personalization that health care providers are able to deliver is an approach advocated by patients with chronic conditions [13].

Prior research has validated the use of a wide range of education and communication interventions for improving patient comprehension [14]. For example, some educational modes include using cartoon images [15], educational booklets [16], educational pamphlets [17], simple visual aids [18], and telephone-based education and reinforcement [19]. These education modes have been shown to have a positive effect on patients. Positive effects have also been demonstrated with digital and computer-enhanced education, including educational videos to supplement a traditional office consultation, web-based education programs that utilize text and voice reminders, digital multimedia and 3D interactive content [3,20], animated messaging, personalized video and flash content based on patient health status and demographic characteristics [21], tablet/PC-based education in place of nurse-led conventional patient education [22], use of multimedia presentations [21], mobile apps [22], and a wide range of other digital tools across various health care and patient contexts [23,24]. These studies have largely demonstrated improved patient education as well as higher satisfaction levels among providers [25]. Results have also indicated high levels of technology acceptance for the purpose of patient education, while also indicating that solutions need to be tailored to the needs of providers and specific patient populations [17-20].

Prior digital patient education studies have been conducted in patients undergoing or recovering from specific procedures, such as total joint arthroplasty and total hip replacement, endovascular aneurysm repair, peripheral angioplasty, catheter insertion procedures, endoscopy, and perioperative interventions, as well as in patients seeking to improve health conditions, including immunosuppression, oral health care, heart disease, lower back pain, asthma, and other conditions. It has been widely concluded that patients in specific medical contexts, receiving relevant content, have improved understanding as well as motivation to adhere to instructions when using digital learning formats, which in turn has led to higher levels of satisfaction among these patients [21,22,26-34]. Computer-aided learning has been found to have positive impacts on the knowledge, attitude, behavior, and health of patients [27].

Evaluation measures used to assess the effectiveness of computer-enhanced patient education in most studies include patient understanding, patient satisfaction, adherence to process, and improved usability. Younger, higher educated, and internet-savvy patients are found to be more tech savvy and have higher effectiveness levels when evaluated using these measures [5,35-38]. Patients have found the use of multimedia presentations during the consent process to be helpful in their understanding and report improved satisfaction. Increased regular use of multimedia presentations to help patients understand their prescribed procedures is found to be beneficial in the care of patients undergoing some interventions, including vascular and endoscopic procedures [34,35]. One study discovered that mobile device education apps support increases in adherence and patient satisfaction and help facilitate perioperative interventions [37]. Increased utilization of digital formats has shown to enhance patient education and related factors for remote, distance, online, or unsupervised patient education [39], and chronic disease management [40]. Indeed, patient education for chronic disease management is of paramount concern, as the number of individuals being diagnosed with a chronic condition in North America continues to increase, resulting in increased health care utilization [41-43].

Although there is no one-size-fits-all patient education approach, effective instruction may apply a variety of teaching tools, methodologies, and strategies that can be tailored to the individual patient’s circumstances and competencies, the learning environment, and the range and types of teaching tools available to providers [44]. Common strategies today include in-person and face-to-face instruction [45] (ranging in size from one person to large groups) and digital learning, where either patients or providers control the amount and type of learning [46]. In-person education is generally believed to allow for more effective question-and-answer communications between patients and providers and better visual and auditory determination of learning competency by the provider. Health care providers involved in the development of e-learning techniques suggest several strategies, including (1) tailoring information according to patient characteristics, (2) structuring information to be
relevant and easy to find, and (3) being aware of and sensitive to patients’ emotions.

For online patient education in chronic disease management settings, essential design features include patient-tailored information, interactivity, content credibility, clear presentation of content, use of multimedia, and interpretability [34]. Moreover, e-learning is likely most effective when it facilitates individual learning needs, supports feedback on competence level and improvement, and allows input from significant others (eg, experts, peers, or patients) [36]. It is widely believed that achieving all these objectives can be very challenging when applying digital education on its own without health care provider interaction or intervention, especially for patients experiencing multiple conditions and comorbidities.

**Goal of the Study**

This study investigated a blended learning patient education program that integrates technology-enhanced instruction with conventional in-person teaching approaches in the process of care [47]. This approach benefits from patient interactions with their provider and from mobile, digital, multimedia-enhanced education [48]. This blended learning approach for patients with multiple chronic conditions has not been extensively researched. One recent meta-analysis included just 12 studies that ranged in length from 4 weeks to 8 months and included both self-paced learning and face-to-face learning components [49]. This study focused on clinician-directed and facilitated digital education during one critical interaction in the regular course of care—a setting that represents the most common and opportune educational environment. The study evaluated differences between groups receiving traditional in-person education and in-person digital education. We evaluated differences in patient understanding, motivation for self-care, intention to adhere to instructions, confidence in care decision making, and satisfaction with clinician-patient communication by using digital technologies in the presence of a clinician in the regular flow of a patient visit (bedside). We employed digital technology in the presence of a nurse educator (NE) to augment and personalize traditional patient education methods in an outpatient clinical setting in the context of educating patients with chronic medical conditions.

**Methods**

**Study Design**

A mixed-methods approach was used to collect survey responses from patients receiving patient education and to evaluate NE perspectives on their use of the digital patient education system. The mixed-methods design used for this study follows the guidance of Morse and Niehaus [50], employing quantitative analysis of patient surveys and qualitative interviews and responses from NEs. Informed consent was obtained from all individual participants involved in the study in compliance with the approved University of South Carolina Institutional Review Board protocol (#Pro00059265) for this study.

**Overview**

From October 2017 to May 2018, participants were recruited from the normal flow of patients visiting one large internal medicine clinic and one hospital in the southeastern United States. Patient participants were enrolled in the study at the time that they met with their doctor, after their doctor determined that they required patient education. Doctors relied on their clinical experience to assess patient education needs. Doctors generally selected patients for instruction who fit into at least one of the following categories: (1) very recently diagnosed with a new chronic condition, (2) new to the clinic with a diagnosed chronic condition, (3) not demonstrating compliance with medical instructions, or (4) not demonstrating expected health improvements after reportedly following medical instructions and prescriptions. Patients were eligible to participate if they were aged 18 years or older, required patient education as determined by their physician, were considered “complex” patients (ie, that they were being treated for more than one chronic condition), and deemed capable of completing a survey on their own without assistance. Physicians chose patients to enroll who were over the age of 45 years—with no patients over the age of 76 years (mean age 58 years)—who were being treated for two or more of the following types of conditions: diabetes, hypertension, congestive heart failure/heart disease, obesity, chronic obstructive pulmonary disease, anxiety/depression, stroke, kidney and/or bladder failure/disease, asthma, lung disease, arthritis, chronic back pain, or osteoporosis.

After providing their informed consent, patient participants were enrolled by the NEs into one of two study arms: (1) mobile device–enabled electronic multimedia education (intervention) or (2) usual paper/pamphlet-based education (control). The NEs, all of whom worked full-time for the participating health care institution, made every effort to alternate the assignment of patients into the two study arms. Nevertheless, this was an observational cohort study in which the assignment of the intervention was not fully at the discretion of the investigator [51,52]. A total of 16 NEs (11 ambulatory, 2 inpatient, and 3 both ambulatory and inpatient), including all of the NEs at the internal medicine clinic and the hospital inpatient educators affiliated with the same clinic, provided education in one of two formats. Patient activation measures were not collected for reporting. From a clinical standpoint, all patients in this study went through the standard patient activation process at the clinic. Participants assigned to the control arm received education face-to-face with an NE in the usual format that included paper handouts, brochures, printable content from the electronic health record, paper charts, and plastic models (eg, heart, skull, etc). The intervention group also received education face-to-face with an NE but using a touchscreen laptop computer with interactive 3D images, videos, graphs, and charts. In both groups, NEs were free to choose the content based on the diagnoses, care plan, and instructions given to each patient by his/her physician. NEs used educational material in topical areas related to internal medicine, health education, general surgery, oncology, cardiology, and orthopedics.

NEs were provided with 2 hours of training on the digital patient education tool and touchscreen laptop computer prior to patient enrolment. NEs were primarily instructed on how to use the technology and were not trained on the specific educational content. This is because all of the NEs in this study had already...
became proficient in providing education on all the topics noted above while using paper/pamphlet-based education. The same NEs were interviewed in person at the end of the study, after all patient surveys were completed. Researchers informed the NEs about the study and gained their consent to participate as per the approved Institutional Review Board protocol. Qualitative results are presented using guidance from the consolidated criteria for reporting qualitative research [53].

Survey Data
An online survey was sent to each study participant at the conclusion of each patient education session. Patients responded to questions on demographics, patient understanding, patient-provider communications, motivation to care for self at home, intention to adhere to instructions, and patient confidence in care decision making on one’s own and together with a physician. A total of 178 patients completed the patient consent, face-to-face education, and survey instrument. The list of survey questions that were administered are provided in Textbox 1.

Textbox 1. Survey questions.

 Survey questions

- Do you understand your condition better now since receiving your education today?
- Did this educator’s use of a computer or handheld device make it harder or easier for you to talk with him or her?
- Did the instruction you received motivate you to care for yourself at home?
- Did the instruction you received help you feel capable of making health care decisions together with your doctor?
- Did the instruction you received help you feel capable of making your own health care decisions?
- As a result of the education you received, how likely are you to follow the instructions given to you by your doctor?

Interview Data
All 16 NEs that provided standard and digitally enhanced education were interviewed for 30 minutes each in a private room at their workplace. Semistructured questions were asked that focused on the use of the technology, the benefits and challenges of using it in the process of patient care, and the perceived benefits and challenges to patients. Two researchers (BS and NP) conducted all of the interviews. The interviews were recorded and transcribed and analyzed using the Atlas.ti [54] qualitative analysis tool for emerging themes using a grounded theory approach [55]. Three researchers (BS, NP, and NH) worked together as a committee to code responses and modify coding until consensus was reached across all three. It was determined that data saturation was met after 13 interviews. NEs were primarily women (n=16) with a mean age of 36 years. All efforts were taken to protect the identity of participants and thus additional details are not provided. Participants were provided with the opportunity to review the study’s findings prior to publication.

Results

Survey Findings
Participants were asked to evaluate the effectiveness of the education received by responding to a series of questions on a 3-point Likert scale (“Yes, definitely;” “Yes, somewhat;” or “No”). A 3-point Likert scale was chosen for this study because it was quick to use by participants [56], with a low cognitive load. This was important as the survey was administered during the process of care in a busy outpatient clinic. Further, 3-point scales have demonstrated high reliability and validity and have been used effectively [57,58] in observational studies in health care [59,60]. Very few participants responded “No” to any of the questions, indicating that most participants found the education at least somewhat effective. However, there were significant differences between the group that received computer-assisted education and the group that received paper-based education in the number of responses of “Yes, definitely” as opposed to “Yes, somewhat.” The chi-square statistic was used to understand differences between observed counts. Participants’ demographics are shown in Table 1.
Table 1. Participants’ demographics (N=178).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>77 (43.3)</td>
</tr>
<tr>
<td>Female</td>
<td>101 (56.7)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>99 (55.6)</td>
</tr>
<tr>
<td>White</td>
<td>77 (43.3)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td><strong>Self-rating of health status</strong></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>6 (3.4)</td>
</tr>
<tr>
<td>Fair</td>
<td>65 (36.5)</td>
</tr>
<tr>
<td>Good</td>
<td>86 (48.3)</td>
</tr>
<tr>
<td>Very good</td>
<td>17 (9.6)</td>
</tr>
<tr>
<td>Excellent</td>
<td>4 (2.2)</td>
</tr>
<tr>
<td><strong>Level of education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>9 (5.1)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>57 (32.0)</td>
</tr>
<tr>
<td>Some college or 2-year degree</td>
<td>45 (25.3)</td>
</tr>
<tr>
<td>Four-year college graduate</td>
<td>52 (29.2)</td>
</tr>
<tr>
<td>Graduate or professional education</td>
<td>15 (8.4)</td>
</tr>
</tbody>
</table>

Participants who were counseled using the tablet device and 3D/video-based education were more likely to report that the instructions they received were definitely easy to understand (109/115, 94.8%) compared with those who received paper materials (53/62, 85.5%; \( P=.034 \)). Those receiving tablet-assisted counseling were much more likely to say they definitely understood their chronic health conditions better (99/116, 85.3%) compared with those who did not receive this type of counseling (36/61, 59.0%; \( P<.001 \)). Similarly, those who were counseled with the tablet were much more likely to say that they were definitely motivated to care for themselves at home (90/116, 77.6%) than were those with paper-based materials (30/62, 48.4%; \( P<.001 \)).

With regard to making health care decisions, participants who received counseling with the tablet were much more likely to say that they definitely felt capable of making health care decisions with their doctors (91/116, 78.4%) compared with those who received paper-based materials (27/62, 43.5%; \( P<.001 \)), and they were also more likely to say that they definitely felt more capable of making their own health care decisions (90/116, 77.6%) compared with participants who received the paper-based materials (31/62, 50.0%; \( P=.001 \)).

Finally, participants who received computer-based education said that they were very likely to follow their doctor’s instructions (92/116, 79.3%) compared with those whose education was not computer-based (25/62, 40.3%; \( P<.001 \)).

**Interview Findings**

Nurse educators (NEs) provided interview responses regarding the benefits and challenges of using the blended learning digital educational intervention compared with traditional paper-based education. Several themes emerged that were derived from the data. First, the NEs noted that the technology was easy enough to integrate into practice workflow. NEs gave comments such as, “It [the laptop and digital content] really wasn’t more difficult to use than my normal materials [paper/pamphlet learning material]” [NE5]; “It was pretty easy to find what I needed when I needed it” [NE11]; and “Using it didn’t slow me down” [NE1]. Second, patients seemed to pay better attention to 3D and video content. NEs said, “They [the patients] watch [the videos] pretty closely” [NE15]; “They [patients] like the pictures [interactive 3D], how they move around. They get interested, they actually ask questions” [NE7]; and “I’d say they pay better attention to the screen” [NE1]. Third, the system facilitates dynamic and efficient changes to and personalization of digital content delivery. Comments included, “I could make it [instruction] more about the patient” [NE9]; and “I like that I could give him [the patient] what they needed” [NE11]. Fourth, the system prompts on-demand question and answer sessions with patients. For example, one NE said, “It was pretty easy to just look up another video on a subject, like when a patient asked about surgery when I’m talking about [congestive heart failure], I could just have them watch the other video” [NE9]. Fifth, technology enables more easily accessible content for a broader range of educational categories to ensure that patients received education on topics that align with physician-directed patient instructions and prescriptions. NEs responded, “They
[patients] could ask a question and there’s tons of pictures to click on to help answer it” [NE2]; and “I think it was a little easier to really look at what [the doctor] wanted to help the patient have, and then find it” [NE8]. Sixth, technology supports education under time- and resource-constrained circumstances. NEs stated, “By the time I’m sitting with the patient, they’re tired and ready to go home. They already saw the doctor, so they’re like, ‘It’s time to go!’ So it helps to get it [education] done sooner” [NE15]; “I see patients back to back, so not really time to go looking for a handout, or printing one” [NE3]; and “Yeah, I like having it all in the laptop. It’s just faster” [NE7].

NEs believed that the blended learning educational strategy also provided some advantages over online-only patient education. Themes that emerged included the following: (1) digital content prompts discussion, while in-person meeting allows for resolving concerns and misunderstandings by the patient and/or caregiver; (2) digital content ensures that the patient is receiving (watching/listening/reading) the educational content that pertains to his/her instructions and prescriptions; and (3) digital content allows the NE to experience verbal and visual cues to help assess patient understanding. Participating NEs explained, “There’s a lot of back and forth” [NE1]; “Pictures [3D anatomy pictures], those I could move, zoom in, rotate around and the patient is like, ‘cool’ and starts asking questions” [NE5]; “When they [patients] ask questions I know they’re listening” [NE10]; “Yeah, well they want to go home at that point, but they want to know, they’re just wanting to understand what they have to do. They talk [to me]” [NE11]; and “We’ll talk about their prescription and I can tell they’re learning about it. It’s like ‘that’s what my heart looks like?’” [NE9]. NEs noted several challenges with the blended learning strategy over traditional paper-based education. First, additional time and work can be required to ensure good, valid, and time-appropriate digital content. One NE commented, “There’s so much that I don’t need. I really just need to know where to go to get what I need, when I need it, and it took time to figure that out” [NE13]. Second, backup paper-based education is required because technology is not always working properly. For example, a few NEs explained, “The laptop updated, and I didn’t have time to wait [to give instruction]” [NE3]; and “It [computer] works pretty good. But I always have my handouts with me cause what if it [computer] doesn’t work. Sometimes it’s [computer] just not working for me” [NE7].

Several minor themes that emerged included that agreement is needed between educators on the most effective navigation tool to access content—depending on practice specialty and educational content needed (ie, there isn’t a one-size-fits-all efficient content structure). Comments included, “I had to learn where everything was” [NE14], referring to the placement of content; and “I wanted to show the stuff about stroke; it wasn’t where it should be” [NE9]. Second, significant bandwidth requirements are needed for accessing online/server-side digital media (eg, interactive 3D). NEs made comments such as, “It ran really slow sometimes” [NE2]; and “The videos were ok, but the pictures [3D images] could get really choppy” [NE8]. Finally, additional time and worry is required to work with the IT department for mobile technology security adherence. NEs explained, “I learned not to forget my password!” [NE11]; and “It took two hours for him [IT staff] to make it [the computer] work on the network” [NE9].

Discussion

Principal Findings

Education delivered by a health care provider to a patient is essential for increasing patient understanding and adherence to medical instructions and to assist with increasing the overall health of the patient [2,61,62]. While there is no unified theory on patient education delivery, how the education is delivered makes a difference in how it is received. While electronic means to assist in patient education continue to advance, studies are needed to evaluate the utility and benefits of these technologies for providers and patients alike [63], in a variety of health care settings. This study represents a comparative evaluation of patient education in two settings: traditional paper-based education, and digital content with tablet/PC-assisted in-person instruction, both in the presence of a clinician to assist in the education process for patients with multiple chronic conditions. The in-person nature of education provided in this study was chosen due to the known complexities of providing education to patients with multiple chronic conditions. Digital education provided to patients outside of the care facility (eg, at home) is often not consumed by the patient in part or in whole [64,65]. Thus, for this study providers were able to maintain a desired level of control over patient education delivery. Several past studies have focused on delivering patient education content using mobile devices with multimedia digital formats for the patient to view at home or unsupervised in a health care environment. This study addresses the need for technical and workflow integration of these systems within and across the regular process of care provision in person with the patient.

We evaluated differences in patient understanding, motivation for self-care, intention to adhere to instructions, confidence in care decision making, and satisfaction with clinician-patient communication by using digital technologies in the presence of a clinician in the regular flow of a patient visit (ie, bedside). Results indicate that the interactive and 3D content, delivered using a touchscreen tablet or PC, was perceived to be more impactful to patients than the traditional paper- and pamphlet-based education that NEs typically provide to patients. That is, patients who received the blended learning approach responded that they understood their condition better, were more motivated to care for themselves at home, felt more capable of making health care decisions both on their own and with their doctor, and reported that they were more likely to follow instructions given to them by their doctor compared with patients who received traditional education. These findings provide important insights for those who are tasked with designing patient education programs. As patient engagement has become an important pursuit across all health care organizations to increase compliance with medical instructions for value-based care, these findings demonstrate that the blended learning model, delivered through the regular course of a patient visit for chronic disease management, may provide improvements upon traditional education delivery. Studies have concluded that population subgroups with chronic conditions, who incidentally
comprise a large portion of the population with multiple comorbidities, are less likely to follow programs that provide strictly digital health–only education. Rather, these patients may need more personalized and in-person education for chronic conditions management [65]. The NEs in this study likewise reported positive perceptions about integrating the digital education technologies into their workflow.

Behavior change is noted as the primary social determinant of value-based self-management of chronic conditions [12]. Remote patient education is growing with the use of patient portals used remotely, but the challenge is to efficiently and accurately measure patient understanding and patient adherence with the use of these portals. Moreover, health care providers have personal experiences and skills in patient education that are extremely useful in ensuring that patients understand the most important aspects of self-care with chronic conditions. Thus, provider-directed personalized education may be most favorable for achieving maximum patient understanding and motivation to adhere to instructions for patients with multiple chronic conditions.

In this study, a cloud-based, mobile, web-based patient education software system was utilized with patients face-to-face with NEs in an outpatient clinic. Our study is unique in at least two ways. First, we sought to deliver—and pilot—a cloud-based, mobile, web-based patient education application and mobile tablet computer within the context of bedside care for patients with multiple chronic conditions. While other studies have shown that media-enhanced instruction alone is at least as beneficial as standards-based nurse counseling [66], this study combined both strategies for a blended learning approach for the purpose of chronic disease management. Second, our study compared traditional paper/pamphlet-based education with multimedia and video-based instruction via a mobile device in the hands of NEs, providing personalized education guided by physician instructions and prescriptions in the normal process of a patient visit. The NEs were allowed the flexibility to tailor education as needed, based upon the knowledge level and questions of each patient, as well as patients’ individual diagnoses, prescriptions, and discharge instructions.

Limitations

This study has certain limitations in its applicability. The assignment of the intervention was not at the discretion of the investigator and thus the study was not a randomized controlled trial [51,52]. NEs made every effort to alternate between using the intervention and using traditional paper-based educational materials for every other patient [51,52]. This effort to alternate the assignment of patients resulted in two groups with different group sizes. However, we believe that this should not be a limiting factor in our analysis. We also did not control for specific diagnoses or treatments; all of the subjects were considered “complex” patients, as defined by their physicians, and presented with chronic and/or multiple conditions. The sample size of the patient group was somewhat small and was also limited to one geographic area. We recommend future studies for evaluating patients with specific illnesses using a larger sample size.

Future Directions

Comparative studies are needed to evaluate alternatives to human facilitators in patient education. Future studies may seek to investigate how to integrate personalized digital patient education, such as what was delivered in this study, for remote patient settings, such as using synchronous two-way video education for patients and providers to communicate. Future studies should consider measuring patient activation as a way to understand how blended patient education strategies affect the knowledge, skills, beliefs, and behaviors that a patient needs to manage a chronic illness.

Conclusions

The outcome measures that were evaluated are patient understanding, patient motivation for self-care, patient confidence in care decision making, clinician-patient communication, and patient’s intention to follow instructions. Our results indicate that utilizing digital methods for patient education in the presence of a clinician to assist in the process is quite effective in enhancing these outcomes. We noted significant differences between the two groups evaluated. A blended learning patient education approach that integrates mobile 3D/video technology–enhanced instruction with conventional in-person teaching at bedside may be one important component of a comprehensive patient education strategy for chronic care management. Assessing study outcomes by providers who deliver the training along with patients who receive the education provide a balanced assessment framework for digital patient education.
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Abstract

Background: Expensive optoelectronic systems, considered the gold standard, require a laboratory environment and the attachment of markers, and they are therefore rarely used in everyday clinical practice. Two-dimensional (2D) human pose estimations for clinical purposes allow kinematic analyses to be carried out via a camera-based smartphone app. Since clinical specialists highly depend on the validity of information, there is a need to evaluate the accuracy of 2D pose estimation apps.

Objective: The aim of the study was to investigate the accuracy of the 2D pose estimation of a mobility analysis app (Lindera-v2), using the PanopticStudio Toolbox data set as a reference standard. The study aimed to assess the differences in joint angles obtained by 2D video information generated with the Lindera-v2 algorithm and the reference standard. The results can provide an important assessment of the adequacy of the app for clinical use.

Methods: To evaluate the accuracy of the Lindera-v2 algorithm, 10 video sequences were analyzed. Accuracy was evaluated by assessing a total of 30,000 data pairs for each joint (10 joints in total), comparing the angle data obtained from the Lindera-v2 algorithm with those of the reference standard. The mean differences of the angles were calculated for each joint, and a comparison was made between the estimated values and the reference standard values. Furthermore, the mean absolute error (MAE), root mean square error, and symmetric mean absolute percentage error of the 2D angles were calculated. Agreement between the 2 measurement methods was calculated using the intraclass correlation coefficient (ICC[A,2]). A cross-correlation was calculated for the time series to verify whether there was a temporal shift in the data.

Results: The mean difference of the Lindera-v2 data in the right hip was the closest to the reference standard, with a mean value difference of −0.05° (SD 6.06°). The greatest difference in comparison with the baseline was found in the neck, with a measurement of −3.07° (SD 6.43°). The MAE of the angle measurement closest to the baseline was observed in the pelvis (1.40°, SD 1.48°). In contrast, the largest MAE was observed in the right shoulder (6.48°, SD 8.43°). The medians of all acquired joints ranged in difference from 0.19° to 3.17° compared with the reference standard. The ICC values ranged from 0.951 (95% CI 0.914-0.969) in the neck to 0.997 (95% CI 0.997-0.997) in the left elbow joint. The cross-correlation showed that the Lindera-v2 algorithm had no temporal lag.

Conclusions: The results of the study indicate that a 2D pose estimation by means of a smartphone app can have excellent agreement compared with a validated reference standard. An assessment of kinematic variables can be performed with the analyzed algorithm, showing only minimal deviations compared with data from a massive multiview system.

(JMIR Mhealth Uhealth 2020;8(12):e19608) doi:10.2196/19608
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Introduction

Traditional movement assessments, although carried out by experienced physicians, physiotherapists, and occupational therapists, can contain inaccuracies due to subjectivity, despite the clinicians’ expertise. In contrast, quantitative motion measurements by motion capture systems are a valuable tool in scientific and clinical motion analysis and offer a highly accurate and reliable way of capturing kinematic data. Quantitative analyses can be used, for example, to monitor the progress of therapies and objectively evaluate the effectiveness of specific interventions. Motion capture systems are used in sports, biomechanics, and rehabilitation, and they focus on gait analysis, injury prevention, and performance improvement [1]. However, these systems are rarely used in everyday clinical practice.

There are many optoelectronic motion capture systems based on markers (eg, Vicon [Vicon Motion Systems], Motion Analysis [Motion Analysis Corp], Optitrack [NaturalPoint Inc], and Qualisys [Qualisys AB]). These systems are often regarded in the literature as the gold standard for motion capture [2]. Today, low- to high-speed experiments show that positioning errors can even be assumed in the case of measurements less than 2 mm [3]. Nevertheless, optoelectronic systems require a restricted area, such as a laboratory environment, and the attachment of markers [4], which can also be a potential source of measurement error in these systems due to skin movement artifacts [5]. Furthermore, these systems are proving to be very costly. The aforementioned factors are detrimental to the systems’ practicability and everyday use in a clinical context.

Inertial sensor measurement systems can be used as a low-cost alternative. However, an inertial sensor measurement system cannot determine global position when used as a stand-alone system (by itself), although as a fusion system, in combination with a rigid body model such as the Perception Neuron (Noitom Ltd), a position in space can still be identified [2]. Nevertheless, a major disadvantage remains in clinical practice, as users must attach numerous sensors to a patient’s body. Since clinical processes are usually efficiency driven and the application of several sensors is too time-consuming in most cases due to time constraints during treatment, this also contributes to the low frequency of use. Recently, studies have examined markerless and body sensor–less image-processing systems. Depth-sensing camera systems, such as the Kinect (Microsoft Corp), Intel RealSense (Intel Corp), or Zed (Stereolabs Inc) sensors, have proven to be a cost-effective solution with acceptable accuracy for some use cases [6-11]. Another low-cost motion capture method in image processing is pose estimation, which involves transformation of two-dimensional (2D) images into three-dimensional (3D) objects, for example, by using deep convolutional neural networks of monocular images [12-15], such as images on a mobile device [16]. Research into depth estimation from a monocular image is still in its infancy in the field of computer vision and is proving to be difficult in some cases, as slight inaccuracies in estimation can lead to very different depth estimates [17,18]. Major limitations include false pose estimates due to the target person moving outside the image boundaries [19] or the pose being disturbed by objects such as shadows [15].

A 2D skeleton detector enables calculation of specific joint angles for assessment and feedback in sport and rehabilitation settings. The use of 2D human pose estimations for clinical purposes, such as the Lindera-v2 app or the motion-tracking coach on the Kaia health app [20], allows mobility analyses to be carried out using, for example, a mobile device. Pose and movement analyses via a smartphone save time for medical staff, who can use the time gained as treatment time or for patient consultations. Furthermore, such a measurement of mobility represents a more objective method of measurement compared with traditional assessments, which are based on a subjective assessment. Since in clinical practice, specialist staff highly depend on the validity of information, there is a need to validate the methodology of the Lindera-v2 measuring method. In order to achieve a performance level comparable with the gold standard motion capture systems, this study aimed to evaluate the accuracy of the Lindera-v2 2D pose estimation algorithm, using the PanopticStudio Toolbox (Carnegie Mellon University) [21,22] as a reference standard.

Methods

Data Collection

For the accuracy evaluation, 10 video sequences were generated from Panoptic Studio 3D PointCloud (data set 171204_pose1-6) [21,22]. Data shared for research purposes from Carnegie Mellon University were used as the reference standard. The data set included video sequences from 480 video graphics array (VGA) cameras, 31 high-definition (HD) cameras, and 10 Kinect cameras, as well as arrays of 2D poses of key points of body part locations, showing the range of motion of the joints. The videos were split so that only one actor appeared in each video. Subsequently, 10 videos were selected that matched the requirement for all key joint points to be visible during the movements in each frame. Within the video clips, no changes or cuts were made. The total duration of the videos selected for analysis was 24 minutes 9 seconds, with an average duration of 2 minutes 25 seconds per video. The movements were categorized by the PanopticStudio Toolbox as a range of motion.

Lindera Pose Estimation

The Lindera-v2 algorithm is a combination of a 2D and 3D skeleton-based pose estimation. For this study, we needed the output of the 2D skeleton estimator to calculate 2D joint angles [23,24]. The 2D skeleton detector module of the Lindera-v2 algorithm is based on the tf-pose-estimation repository [25]. This repository is a Tensorflow implementation of various deep learning models [13] that represent human pose estimation models based on convolutional pose machines [26]. The original repository also provides some model variants that run on mobile devices. The short version of the repository used with the Lindera-v2 algorithm has also implemented the additional OpenPose Body25 model, which provides 25 body joint coordinates for each input image (x in the direction of the image width and y in the direction of the image height) instead of 18 body joint coordinates, as was the case in the original repository model variants (Figure 1). The 2D module of the Lindera-v2
algorithm produced a coordinate-time list for each joint and each frame. These time series data were then used to geometrically calculate the corresponding 2D joint angles for each frame of the processed input video. To smooth the angle-time series data, we used digital filtering with a size 11 Bartlett window.

Figure 1. Two-dimensional pose estimation by skeleton fitting, based on 25 body joint coordinates.

Reference Standard

The Panoptic Studio data set from Carnegie Mellon University [21,22] is a data set shared for research purposes. Unlike the Lindera app, the PanopticStudio Toolbox is not a monocular 2D estimator but rather a massive multiview system consisting of the following: (1) 480 VGA cameras with a resolution of 640 x 480 pixels and 25 frames per second (fps); (2) 31 HD cameras with a resolution of 1920 x 1080 pixels and 30 fps; (3) 10 Kinect II sensors of 1920 x 1080 pixels (RGB), 512 x 424 pixels (depth), and 30 fps; and (4) 5 digital light processing projectors.

The 2D skeleton of the 2D Panoptic Studio pose detector has 15 anatomical landmarks. The 2D detector uses appearance information in the interpretation and includes connectivity information.

Statistical Analysis

The value tables for the respective joint angles were clustered, and missing values were imputed using a simple moving average. The mean difference (bias) between the Lindera-v2 algorithm estimates and the reference standard values was calculated for each joint. Furthermore, the mean absolute error, the root mean squared error, and the symmetric mean absolute percent error of the 2D angles were used. The intraclass correlation coefficient (ICC[2]) was calculated for the data using the 2-way mixed-effects model as a measure of agreement between the 2 measurement methods. An ICC in the range of 0 indicates random evaluation behavior, and a value of 1 is regarded as an ideal reliable feature evaluation by the evaluators. We used the definition in which values greater than 0.7 are generally regarded as indicators of good agreement [27]. Values up to approximately 0.3 are regarded as a low correlation, and those of approximately 0.5 or more are regarded as a medium correlation. A further classification according to Fleiss [28] was used to assesses the ICC classification, with 0.00 to 0.40 indicating poor agreement, 0.40 to 0.75 indicating fair to good agreement, and 0.75 to 1.00 indicating excellent agreement.

A cross-correlation was calculated for the time series to verify whether there was a temporal shift in the data. To verify the stationarity of the data, which is a prerequisite for cross-correlation testing, we used the augmented Dickey-Fuller test. The data were first evaluated in IBM SPSS Statistics (version 25.0; IBM Corp) and then in the programming language R in RStudio (version 3.5.1; RStudio Inc).

Results

In order to evaluate the accuracy of the movement signals recorded, we analyzed a total of 30,000 data pairs for each joint, comparing the joint angles obtained using the Lindera-v2 algorithm with those of the PanopticStudio Toolbox data set (the reference standard). Table 1 displays the 10 joints analyzed; the key points used for calculating the joint angles; the average difference (bias) between the estimated values of the Lindera-v2
The data collected indicated both a negative and a positive bias. The mean difference of the joint angles that was nearest to the baseline was identified in the right hip (–0.05°, SD 6.06°). The joint with the highest mean difference (ie, with the greatest difference from 0) was the neck (–3.07°, SD 6.43°). The mean joint angle accuracy was used to show the average magnitude of the errors. The mean absolute error of the angle measurement closest to the baseline was observed in the pelvis (1.40°, SD 1.48°). In contrast, the highest mean absolute error was observed in the right shoulder (6.48°, SD 8.43°). The standard deviation was also lowest in the pelvis (SD 3.36°), and the highest standard deviation was found to be in the left shoulder (SD 11.45°). The root mean square error was also applied, although this tends to give weight to large errors. The RMSE indicated low accuracy in the right elbow (12.16°) and high accuracy in the pelvis (2.04°). Since the mean absolute percentage error cannot be used when values are 0 (as this would result in division by 0), we used the sMAPE, which was lowest in the left knee (1.39%) and highest in the right shoulder (23.33%).

The intraclass correlation coefficient for the joint angles is also shown in Table 1 and represents agreement between the 2 measurement methods (Lindera-v2 vs the Panoptic Studio Toolbox). In accordance with the McGraw and Wong convention [29], the intraclass correlation coefficient ICC(A,2) was used (ie, a 2-way mixed type with average measures and absolute agreement). The highest ICC value was found in the left elbow joint (average measure of 0.997, 95% CI 0.997–0.997). In contrast, the lowest ICC values were in the neck (average measure of 0.951, 95% CI 0.914–0.969).

Interpretation of the measurement values based on mean values can lead to biased findings (eg, in the case of extreme outliers). Since the median is less affected by outliers, we used box plots for the differences in joint angle values measured with the
Lindera-v2 and the reference standard. Figure 2 shows a box-and-whisker plot without outliers to facilitate closer examination of the boxes. The ends of the whiskers represent \(1.5 \times \text{IQR}\). The median with the greatest difference in comparison with the 0 value was detected in the right shoulder (3.17°), and the joint angle median nearest to the baseline was the pelvis joint (0.19°). Figure 3 shows the box-and-whisker plot with outliers. The third quartile of the right shoulder was the farthest from the baseline of all the joints, with a value of 5.87°. The lowest first quartile was in the neck, measuring –5.34°. The smallest IQR, ranging from –0.81° to 1.27°, was in the pelvis. The most extreme outliers in this plot were found in the right elbow, where the minimum was –106.00° and the maximum was 125.71°. However, the outlier with the greatest difference in comparison to 0 was in the left shoulder, with a difference of 157.10°.

Figure 2. Box plot showing differences in the Lindera-v2 and reference standard values, measured across all joints tested.

Figure 3. Box plot with outliers showing differences in the Lindera-v2 and reference standard values, measured across all joints tested.

To examine the ICC more closely and analyze the potential influence of single videos on the ICC values of the joints, our next step entailed calculating an ICC for each video. Figure 4 shows a dot plot of the ICC for the 10 videos used for the accuracy measurement in each joint. For the neck joint, 5 videos had an ICC below 0.75. However, there were no videos in which all joints had remarkably low ICC values. With the exception of the neck, all joints in all videos had an ICC value above 0.75. The cross-correlation function was applied to the selected time series in order to examine the temporal lag. The results in Table...
show that no time delays could be detected in the values measured. These would have been visible at an increased correlation at a time outside lag 0. However, all graphs (Figure 5) showed the highest correlation at lag 0. The dotted blue lines represent the confidence interval of the estimated correlation values. If a value was outside the range of the interval, the correlation was considered significant.

Figure 4. Dot plot of the intraclass correlation coefficient comparing Lindera-v2 and reference standard for the 10 single videos used for accuracy measurement in each joint.
Figure 5. Cross-correlation graph of Lindera-v2 and Panoptic Studio data set values. One lag represents 1 sample (frame). ACF: autocorrelation function.
Discussion

Principal Results

The goal of this study was to validate the accuracy of the 2D pose estimation of joint angles obtained from the Lindera-v2 algorithm, using the PanopticStudio Toolbox, which served as the reference standard. Therefore, we analyzed 30,000 data pairs for each joint angle during diverse total body motion activity. First, the mean difference and error measures were compared for each joint. Second, the ICC was compared for each joint. In order to verify agreement between the 2 measurement methods (the Lindera-v2 and the PanopticStudio Toolbox data set), we analyzed the ICC values for each of the 10 videos. Finally, we examined the potential temporal lag through cross-correlation. The results of the study indicate that the 2D pose estimation method used had excellent agreement with the reference standard. Furthermore, the Lindera-v2 algorithm had no temporal lag.

The mean angle generated for the right hip by the Lindera-v2 algorithm was the closest to the reference standard. Even the value with the greatest difference from 0 (found in the neck) was acceptable. However, these values should be treated with caution because mean values can lead to biased results. Therefore, we displayed the median values in box plots. The medians of all joints compared with the reference standard ranged from a difference of 0.19° (pelvis joint) to 3.17° (right shoulder), which shows a moderate to strong relationship between a 2D video camera and 3D motion capture analyses. From this point of view, 2D pose estimations are applicable in clinical practice.

Principal Results

The goal of this study was to validate the accuracy of the 2D pose estimation of joint angles obtained from the Lindera-v2 algorithm, using the PanopticStudio Toolbox, which served as the reference standard. Therefore, we analyzed 30,000 data pairs for each joint angle during diverse total body motion activity. First, the mean difference and error measures were compared for each joint. Second, the ICC was compared for each joint. In order to verify agreement between the 2 measurement methods (the Lindera-v2 and the PanopticStudio Toolbox data set), we analyzed the ICC values for each of the 10 videos. Finally, we examined the potential temporal lag through cross-correlation. The results of the study indicate that the 2D pose estimation method used had excellent agreement with the reference standard. Furthermore, the Lindera-v2 algorithm had no temporal lag.

The mean angle generated for the right hip by the Lindera-v2 algorithm was the closest to the reference standard. Even the value with the greatest difference from 0 (found in the neck) was acceptable. However, these values should be treated with caution because mean values can lead to biased results. Therefore, we displayed the median values in box plots. The medians of all joints compared with the reference standard ranged from a difference of 0.19° (pelvis joint) to 3.17° (right shoulder). In all joints, the IQR was within 6°, which means that 50% of the values were within this range. These acquired values provide a promising starting point upon which to base mobility assessments and 3D pose estimation. A further reason why box plots were used was to identify outliers because the RMSE used gives greater weight to large errors.

Second, the ICC was compared for each joint. In all joints, the IQR was within 6°, which means that 50% of the values were within this range. These acquired values provide a promising starting point upon which to base mobility assessments and 3D pose estimation. A further reason why box plots were used was to identify outliers because the RMSE used gives greater weight to large errors. Figure 3 shows that in the box-and-whisker plots, the data recording the difference between the Lindera-v2 algorithm and the reference standard had few very high outliers. In the right elbow, for example, the outliers were particularly high compared with the other joints. Since the RMSE squares the errors before averaging, the RMSE in this joint was the highest. Since large outliers can be quickly identified as such by an experienced user, the weighting of large outliers by the RMSE does not seem appropriate. Hence, the MAE might be the more appropriate measure. The sMAPE is more resistant to outliers due to defined error limits because it gives less weight to outliers than other measures that have no error limits; it was applied additionally for this reason [30]. An advantage over the mean absolute percentage error is that the sMAPE cannot be extremely large or infinite [30]. The sMAPE in our evaluation was particularly high in the right shoulder (23.33%). Possible joint “losses” could be an explanation due to bad visibility of the joints in the videos, perhaps due to the clothing of the participant or the lighting used.

The ICC agreement between the 2 measurement methods can be interpreted as excellent (according to the classification presented by Fleiss [28]). All joints had an ICC value of at least 0.951. Furthermore, the 95% confidence interval of the ICC for all joints can be classified as excellent. Our analysis of the individual videos showed why the neck had the lowest overall agreement in comparison with the other joints. In several videos, the agreement could be interpreted as fair to good. We assume that this relates to the approximations of neck positions, since these were calculated from the key point of the nose in the Lindera algorithm. By applying cross-correlation, angles estimated through the Lindera-v2 algorithm showed no temporal lag.

Table 2. Maximum cross-correlations of Lindera-v2 and reference standard values.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Lag value with maximum correlation</th>
<th>Maximum correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right shoulder</td>
<td>0</td>
<td>0.96</td>
</tr>
<tr>
<td>Left shoulder</td>
<td>0</td>
<td>0.91</td>
</tr>
<tr>
<td>Right elbow</td>
<td>0</td>
<td>0.97</td>
</tr>
<tr>
<td>Left elbow</td>
<td>0</td>
<td>0.99</td>
</tr>
<tr>
<td>Right hip</td>
<td>0</td>
<td>0.97</td>
</tr>
<tr>
<td>Left hip</td>
<td>0</td>
<td>0.99</td>
</tr>
<tr>
<td>Right knee</td>
<td>0</td>
<td>0.98</td>
</tr>
<tr>
<td>Left knee</td>
<td>0</td>
<td>0.95</td>
</tr>
<tr>
<td>Neck</td>
<td>0</td>
<td>0.92</td>
</tr>
<tr>
<td>Pelvis</td>
<td>0</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Early research and reviews published in 2016 reported that the Kinect skeleton-tracking algorithm indicated poor validity and large errors with respect to most kinematic variables [7]. Clark et al [10] recommended that the Kinect system be carefully chosen for specific use cases (eg, trunk angles can be highly accurate). An extensive recent review by Poitras et al [31] on the validity and reliability of wearable sensors for joint angle estimation revealed mixed results. The results presented in this study are therefore very promising, not only because of the acceptable accuracy of the angles but also because the usability of smartphone apps (compared with the Kinect system or wearable sensors) offers major advantages. Schurr et al [32] showed a moderate to strong relationship between a 2D video camera and 3D motion capture analyses. From this point of view, 2D pose estimations are applicable in clinical practice. Even though 2D cameras offer clinicians a valuable kinematic measurement tool, the use of a smartphone would be far less
complicated and would make the technology available to a wide user group.

Valid and reliable 2D joint angles are an important first step on the way to valid and reliable 3D joint angles. Therefore, in the next step, the 2D data from the evaluation will be transformed into 3D pose estimation angles using deep convolutional neural networks. A validation of the 3D joint angle accuracy of the resulting data will show whether the requirements for clinical practice are met.

**Limitations**

Although this study showed excellent agreement to a reference standard, a validity study using a state-of-the-art marker-based motion capture system as a ground truth is necessary for a thorough validation. The comparison to the reference standard is an important step toward accuracy assurance but does not replace a proof of validity.

To determine a systematic error in the algorithm by an offset, a static setup would be needed. From this, a Euclidean distance could be calculated to identify a precise source of error. The mean joint position error is the most frequently used method for verification of the accuracy of a pose estimation. However, since determination of the coordinates in millimeters in space was not possible in these data sets, accuracy verification was carried out for the joint angles. Verification of the precision showing the repeatability of the data was not planned in this project, since measurement using the Lindera-v2 was carried out once and the movements were not repeated in a standardized manner. However, the precision of the time stamps within the measurement of the evaluated movements can be seen from the standard errors of the mean difference. A validation of the precision will be the subject of further studies.

**Perspectives**

In geriatrics, orthopedics, and neurology in particular, accurate and validated mobility analyses such as the Lindera-v2 could help medical professionals confirm diagnoses and track the success of treatments. Mobility assessments have very high relevance for a multitude of clinical uses (eg, older adults and patients with more severe diseases who have a higher risk of falling) [33,34]; in this case, full risk assessments could be of high value. Assessment of kinematic variables, such as specific joint angles, can be accessed via 2D skeleton data if viewed from specific angles, and such data can also be used for rehabilitative purposes in physical therapy or sports science. Furthermore, the 2D values analyzed in this study constitute an encouraging basis for 3D pose estimation, which will be the next step in accuracy validation.

**Conclusions**

The results of the study indicate that 2D pose estimation by means of a camera-based smartphone app can have excellent agreement with a validated reference standard. Furthermore, the Lindera-v2 algorithm was found to have no temporal lag. An assessment of kinematic variables, such as specific joint angles, can be performed with the algorithm, and these data showed only minimal deviations compared with data from a massive multiview system. In future studies, it will be important to test the app in a clinical context with participants with physical limitations.
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Abstract

Background: Timely recognition of patient deterioration remains challenging. Ambulatory monitoring systems (AMSs) may provide support to current monitoring practices; however, they need to be thoroughly tested before implementation in the clinical environment for early detection of deterioration.

Objective: The objective of this study was to assess the wearability of a selection of commercially available AMSs to inform a future prospective study of ambulatory vital sign monitors in an acute hospital ward.

Methods: Five pulse oximeters (4 with finger probes and 1 wrist-worn only, collecting pulse rates and oxygen saturation) and 2 chest patches (collecting heart rates and respiratory rates) were selected to be part of this study: The 2 chest-worn patches were VitalPatch (VitalConnect) and Peerbridge Cor (Peerbridge); the 4 wrist-worn devices with finger probe were Nonin WristOx2 3150 (Nonin), Checkme O2+ (Viatom Technology), PC-68B, and AP-20 (both from Creative Medical); and the 1 solely wrist-worn device was Wavelet (Wavelet Health). Adult participants wore each device for up to 72 hours while performing usual “activities of daily living” and were asked to score the perceived exertion and perception of pain or discomfort by using the Borg CR-10 scale; thoughts and feelings caused by the AMS using the Comfort Rating Scale (CRS); and to provide general free text feedback. Median and IQRs were reported and nonparametric tests were used to assess differences between the devices’ CRS scores.

Results: Quantitative scores and feedback were collected in 70 completed questionnaires from 20 healthy volunteers, with each device tested approximately 10 times. The Wavelet seemed to be the most wearable device \((P<.001)\) with an overall median (IQR) CRS score of 1.00 (0.88). There were no statistically significant differences in wearability between the chest patches in the CRS total score; however, the VitalPatch was superior in the Attachment section \((P=.04)\) with a median (IQR) score of 3.00 (1.00). General pain and discomfort scores and total percentage of time worn are also reflective of this.

Conclusions: Our results suggest that adult participants prefer to wear wrist-worn pulse oximeters without a probe compressing the fingertip and they prefer to wear a smaller chest patch. A compromise between wearability, reliability, and accuracy should be made for successful and practical integration of AMSs within the hospital environment.

(JMIR Mhealth Uhealth 2020;8(12):e20214) doi:10.2196/20214
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wearables; pulse oximeter; chest patch; wearability; vital signs; ambulatory monitoring
Introduction

Background

Failure to recognize and act on deteriorating signs of acute illness has been documented previously [1,2]. The National Institute for Health and Care Excellence [3] recommends the use of an early warning score, which is designed to quantitatively assess the severity of abnormal vital signs triggering the appropriately graded clinical response. A limitation of early warning score systems is the requirement for clinical staff to measure vital signs at the correct frequency. There are several factors that can affect monitoring frequency such as clinical shift duration [4], ward staff levels [5] and workload associated with the vital sign measurements [6]; hence, the ideal frequency is often not achieved [7-9].

Research has shown that the current ward-based vital-sign monitoring of patients is time consuming, as there can be several processes involved in addition to manual measurement, for example, explaining the process and obtaining consent from patients, documenting vital signs in patient records, calculating the early warning score, among others [6,10]. Additionally, even if the ideal frequency of measurement is achieved, patients might deteriorate between observation sets [11].

To address this, patients could be continuously monitored with the aim of increasing early detection of deterioration [12]. In the United Kingdom, continuous monitoring is undertaken in clinical practice but is not commonly performed in wards [13]. It has also been suggested that the most frequent reason for nonuse of continuous monitoring systems is restriction of patient movement and that, to maximize clinical integration, continuous monitoring should be comfortable and less restrictive [13,14].

Ambulatory monitoring systems (AMSs) may provide an alternative to either intermittent measurement of manual vital signs or wired continuous monitoring, affording the patients more mobility and comfort while supporting clinical staff by providing regular vital signs data [15]. There is an increased focus on the development of wireless vital sign monitors for use in the health care setting; however, their reliability and efficiency are still uncertain and need to be tested [16]. Additionally, it has been suggested that introducing AMSs may have physical or psychological effects that should be assessed [17-19] in order to maximize patient compliance and data retrieval. Previous studies have shown that AMSs are removed prematurely owing to patient irritation, discomfort, feeling unwell, or equipment failure [20].

This is the first study of our virtual high dependency unit project, with the overall aim of testing the feasibility of deploying ambulatory vital sign monitoring in the hospital environment. To achieve this, and considering the nonadoption, abandonment, scale-up, spread, and sustainability framework [21], this study will support the initial AMS selection to move into further testing within the virtual high dependency unit project. This will include ward locational testing as well as tests of device accuracy during patient movement and in the detection of hypoxia [22]. Once the final devices have been selected, we will integrate these within our user interface and test its clinical deployment.

Objective

The aim of this study was to assess the wearability of a selection of commercially available AMSs to inform a future prospective study of wearable vital sign monitors in an acute hospital ward.

Methods

Device Selection

The research team conducted a preliminary review of commercially available ambulatory vital sign monitors. To be considered for this study, the devices were required to have wireless connectivity, to measure at least two of the target parameters (ie, heart rate, oxygen saturation, respiratory rate) and to provide third-party permission to access raw data. Based on these requirements, we selected the following monitors: 2 chest-worn patches, that is, VitalPatch (VitalConnect) and Peerbridge Cor (Peerbridge); 4 wrist-worn devices with finger probe, that is, Nonin WristOx2 3150 (Nonin), Checkme O2+ (Viatom Technology), PC-68B, and AP-20 (both from Creative Medical); and 1 solely wrist-worn device, that is, Wavelet (Wavelet Health). Nonin WristOx2 3150 is named Nonin hereafter (Figure 1).
Study Design and Participants

This study used a prospective observational cohort design. It was reviewed and approved by the Oxford University Research and Ethics Committee and Clinical Trials and Research Governance teams (R55430/RE003). This study is compliant with the cohort checklist of the STROBE (STrengthening the Reporting of OBservational studies in Epidemiology) statement Multimedia Appendix 1.

Adult participants were in-house research staff based in the Kadoorie Research Centre (Level 3, John Radcliffe Hospital) and the Oxford Institute of Biomedical Engineering (University of Oxford, Old Road Campus Research Building), who were recruited through posters placed in target locations such as office common spaces. We also used the internal departmental newsletter and distributed the participant information sheet within the departments. Once a volunteer expressed interest in the study via email/telephone, a study session was organized. All participants were healthy adult volunteers, with the only exclusion criterion being known allergies to adhesive stickers or intracardiac devices (permanent pacemaker).

Following informed consent, participants had at least one of the AMSs fitted and were guided through the device practicalities (eg, how to remove and reattach, waterproofing advice). Participants were required to wear up to 4 different AMSs for up to 72 hours each to mimic in-hospital use. They were advised that they could remove the device if desired; they were then requested to log the time and reason for removal (eg, not being able to wear the finger probe while cooking). Participants were also asked to score various activities that patients are likely to perform during their hospital stay by using a validated questionnaire. No incentives (monetary or otherwise) were given to the participants.

Measurements

All participants completed 1 “Ambulatory Monitoring Wearability Assessment Questionnaire” for each device tested. Data collected included participant demographics and device details (eg, sex, age, device used), the perceived exertion while performing “activities of daily living” (ADLs) using the Borg CR-10 scale [23], the perception of pain or discomfort in specific body areas using body maps with the Borg CR-10 scale [23], and thoughts and feelings about emotions, anxiety, harm, etc, caused by the AMS by using the Comfort Rating Scale (CRS), as described in Multimedia Appendix 2 (CRS information [19] and an open comment section for participants to share general feedback).

The CRS [19] uses a 21-point scale throughout 14 statements, split into 6 categories; 3 statements for emotion, 4 for attachment, 1 for harm, 2 for perceived change, 1 for movement, and 3 for anxiety. All but one of the 14 statements are negatively worded such that, to strongly disagree with a statement (lower score), is a positive outcome [19]. In the case of the 1 positive statement, the answers were further preprocessed (ie, inverted) to make them homogeneous with the other answers, as previously described in another study [17]. For each participant, the median score was first determined for each questionnaire section. For better interpretation, we have also calculated the percentage of responses within each question/category and colored it according to positive or negative outcome (further information in Multimedia Appendix 2). The median score of all the sections was then computed to determine the participant’s overall median CRS score.
To minimize the risk of missing data, the clinical researchers double-checked all the received questionnaires with the participants when collecting them. To minimize wearability bias between devices, we mixed them and documented the order/combination they were used by participants, introduced a washout period of at least one week before testing another device and checked for any clear bias in the free-text feedback section of the questionnaire.

Data Analysis

Sample Size

Owing to the exploratory pragmatic nature of this study, no sample size calculation was performed. We recruited a convenience sample of 20 healthy volunteers to offer a wide range of experiences with wearability of the test devices.

Data Preprocessing

For comparisons, we grouped the chest patches (Peerbridge Cor and VitalPatch) and the pulse oximeters (AP-20, Checkme O2+, Nonin, PC-68B, and Wavelet). This grouping allowed us to conduct separate comparisons, as the selected main measurements from the chest patches are heart rate and respiratory rate, while the pulse oximeters include pulse rate and peripheral capillary oxygen saturations (SpO₂). It is expected that these 2 types of monitors will be part of the same AMS.

Statistical Analysis

Due to the limited sample size and data skewness (normality was assessed using the Shapiro-Wilk test), median and IQRs were reported. Nonparametric tests were used to assess differences between the devices’ CRS scores. The Wilcoxon test was used to compare the median CRS scores of the chest patches. Finally, the Kruskal-Wallis test, followed by post hoc Dunn tests [24] (with Bonferroni correction [25]), was used to compare the median CRS scores of the pulse oximeters. All statistical tests were conducted using R v3.6.1 [26] and the tidyverse package [27].

Free Text Analysis

Participants were also encouraged to write free text to describe the problems and challenges they encountered with each device. NVivo 12 (NVivo qualitative data analysis software, QSR International Pty Ltd Version 12, 2018) was used to analyze and collate feedback into common categories. For each category, we included the number of participants with at least one negative comment (e.g., for disrupted ADLs, the number of participants who took off the device for ADLs or mentioned that these were disruptive when performing daily tasks is reported). This number was reviewed and agreed by 2 researchers from the study team.

Results

Participant Characteristics

Twenty in-house volunteers (13 women and 7 men) were recruited between May 4, 2018 and October 30, 2018, with a median (IQR) age of 34 (32-40) years. For each session, participants wore either a pulse oximeter, a chest patch, or both for up to 72 hours before completing the wearability questionnaire. All participants wore at least one device, with a median (IQR) washout period of 31 (13-58) days before wearing another one, and they all completed 1 questionnaire per device (Figure 2).
Figure 2. The study participant flowchart. AMD: ambulatory monitoring device.

Wearability Questionnaire Outcomes
The total wear duration and total number of removals per device are presented in Table 1. Wavelet and Checkme O2+ were the most used pulse oximeters (644/720, 89.4%) and the VitalPatch was the most used chest patch (663/720, 92.1%). These devices also had the lowest pain/discomfort and median exertion scores in the included activities as described in Table 2.
Table 1. Device testing duration, removal duration, and reasons for removal.

<table>
<thead>
<tr>
<th>Measurements</th>
<th>Pulse oximeters</th>
<th>Chest patches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP-20 (n=10)</td>
<td>Checkme O2+ (n=10)</td>
</tr>
<tr>
<td><strong>Testing duration (hours:minutes)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total planned durationa</td>
<td>720:00</td>
<td>720:00</td>
</tr>
<tr>
<td>Used durationb (% of total planned duration)</td>
<td>522:31 (72.6)</td>
<td>643:35 (89.4)</td>
</tr>
<tr>
<td>Median session duration (IQR)</td>
<td>70:45 (51:50-72:00)</td>
<td>70:40 (58:17-72:00)</td>
</tr>
</tbody>
</table>

**Removals**

<table>
<thead>
<tr>
<th></th>
<th>Number of participants (total removals)</th>
<th>Median removal durationc (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hygiene</td>
<td>8 (36)</td>
<td>1:06 (0:30-5:37)</td>
</tr>
<tr>
<td>Discomfort</td>
<td>10 (45)</td>
<td>1:21 (0:50-3:30)</td>
</tr>
<tr>
<td>Cooking or eating</td>
<td>9 (49)</td>
<td>2:01 (1:04-5:05)</td>
</tr>
<tr>
<td>Exercise</td>
<td>8 (31)</td>
<td>0:12 (0:35-3:15)</td>
</tr>
<tr>
<td>Work/social</td>
<td>3 (4)</td>
<td>1:50 (1:33-3:00)</td>
</tr>
<tr>
<td>Battery/hardware failure</td>
<td>4 (8)</td>
<td>0:10 (0:10-0:45)</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>0</td>
<td>0:00 (0:00-0:00)</td>
</tr>
</tbody>
</table>

**Reasons for removal (n)**

- Hygiene: 10
- Discomfort: 6
- Cooking or eating: 6
- Exercise: 3
- Work/social: 2
- Battery/hardware failure: 10
- Other/unknown: 5

aTotal planned duration refers to the total amount of time if all participants wore the respective device for the full 72 hours (Total=72×n). Values are shown as hours:minutes.

bUsed duration: reflects the actual time that the devices were worn by the participants, with missing times representing a combination of device removal periods and differences between the actual end of the session and 72 hours (ie, when the full 72 hours are not achieved). Values are shown as hours:minutes.

cValues are shown as hours:minutes.

Table 2. Pain/discomfort and exertion scores per device, body part, and activity by using Borg CR-10 scale [23].

<table>
<thead>
<tr>
<th>Device</th>
<th>Pulse oximeters</th>
<th>Chest patches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP-20 (n=20)</td>
<td>Checkme O2+ (n=20)</td>
</tr>
<tr>
<td><strong>Median pain/discomfort score per body part</strong> (IQR)</td>
<td>3.00 (5.00)</td>
<td>1.50 (2.38)</td>
</tr>
<tr>
<td><strong>Median exertion score per activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Eating</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Drinking</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Dressing</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Writing</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Using phone/tablet</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Reading</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hand washing</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Sleeping</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

aFor the pulse oximeters, the body part of interest was the nondominant wrist and for the chest patches, it was the chest.
Common problems identified in free text sections of the questionnaires are presented in Table 3. We grouped free text comments into 5 categories: (1) device size (eg, device being too big or bulky), (2) disrupted ADLs (eg, limited daily tasks, so needed to be removed), (3) skin irritation (eg, some concerns of wrist strap/finger-probe becoming itchy), (4) finger probe uncomfortable (eg, sweaty and annoying), and (5) affected sleep (eg, participants kept waking up and unable to sleep with it on).

Significant differences for most sections were found between the CRS scores of the pulse oximeters as well as between the overall median CRS scores (Table 4 and Table 5). Figure 3 and Figure 4 represent the percentage of positive/negative CRS score outcomes per section and per device.

### Table 3. Device specifications and participant-identified problems.

<table>
<thead>
<tr>
<th>Measurements and problems</th>
<th>Pulse oximeters</th>
<th>Chest patches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP-20</td>
<td>Checkme O2+</td>
</tr>
<tr>
<td><strong>Device measurements</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SpO2a, PRb, RRc, perfusion index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SpO2, PR, steps</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SpO2, PR, perfusion index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SpO2, PR, perfusion index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR, RR, ECGd</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR, RR, ECG, body position</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Participant-identified problems (n)f</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Device size</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Disrupted ADLsf</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Skin irritation</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Finger probe uncomfortable</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Affected sleep</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

aSpO2: oxygen saturation.
bPR: pulse rate.
cRR: respiratory rate. For the AP-20, respiratory rate is only possible using a nasal cannula.
dHR: heart rate.
eECG: electrocardiogram. Peerbridge Cor uses a 2-lead ECG and VitalPatch a single-lead ECG.
fThe cells show the number of participants identifying at least one problem in each category.

### Table 4. Comparison of the Comfort Rating Scale scores across different pulse oximeters.

<table>
<thead>
<tr>
<th>CRSa section</th>
<th>Pulse oximeters, median (IQR) score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP-20 (n=10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Checkme O2+ (n=10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nonin (n=10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PC68-B (n=11)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wavelet (n=10)</td>
<td></td>
</tr>
<tr>
<td>Overall score</td>
<td>7.50 (4.00)b</td>
<td>.001</td>
</tr>
<tr>
<td>Emotion</td>
<td>4.00 (6.00)b</td>
<td>.02</td>
</tr>
<tr>
<td>Attachment</td>
<td>10.75 (5.13)b</td>
<td>.001</td>
</tr>
<tr>
<td>Harm</td>
<td>1.00 (1.75)b</td>
<td>.30</td>
</tr>
<tr>
<td>Perceived change</td>
<td>13.75 (4.25)b</td>
<td>.001</td>
</tr>
<tr>
<td>Movement</td>
<td>17.00 (6.00)b</td>
<td>.001</td>
</tr>
<tr>
<td>Anxiety</td>
<td>2.50 (7.55)b</td>
<td>.25</td>
</tr>
</tbody>
</table>

aCRS: Comfort Rating Scale.
bStatistically significant difference from Wavelet.
cStatistically significant difference from AP-20.
dStatistically significant difference from Checkme O2+.
eStatistically significant difference from Nonin.
fStatistically significant difference from PC-68B.
Table 5. Comparison of the Comfort Rating Scale scores between the chest patches.

<table>
<thead>
<tr>
<th>CRS³ section</th>
<th>Chest patches, median (IQR)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Peerbridge Cor (n=9)</td>
<td>VitalPatch (n=10)</td>
</tr>
<tr>
<td>Overall score</td>
<td>1.50 (1.50)</td>
<td>1.25 (2.00)</td>
</tr>
<tr>
<td>Emotion</td>
<td>1.00 (2.00)</td>
<td>1.00 (1.00)</td>
</tr>
<tr>
<td>Attachment</td>
<td>4.50 (2.50)</td>
<td>3.00 (1.00)</td>
</tr>
<tr>
<td>Harm</td>
<td>3.00 (10.00)</td>
<td>2.50 (3.50)</td>
</tr>
<tr>
<td>Perceived change</td>
<td>2.50 (3.00)</td>
<td>1.00 (3.13)</td>
</tr>
<tr>
<td>Movement</td>
<td>3.00 (3.00)</td>
<td>1.00 (1.50)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1.00 (0.00)</td>
<td>1.50 (3.50)</td>
</tr>
</tbody>
</table>

³CRS: Comfort Rating Scale.

Figure 3. Comfort Rating Scale scores for each pulse oximeter. Green represents the percentage of positive outcomes and red represents the percentage of negative outcomes from the Comfort Rating Scale scores (Multimedia Appendix 2).
A post hoc analysis showed that the Wavelet had significantly better scores than other pulse oximeters in most sections of the CRS ($P < .05$), for example, in the CRS total score, the Wavelet was statistically superior to AP-20 ($P = .004$), Checkme O2+ ($P = .048$), Nonin ($P = .02$), and PC-68B ($P < .001$). The Checkme O2+ also showed a significantly better score for Movement against the PC-68B ($P = .048$) and close to statistical significance against the AP-20 ($P = .05$) (Multimedia Appendix 3).

For the chest patches, although there was a statistically significant difference in the Attachment section, no difference was found in the overall median CRS scores between the VitalPatch and Peerbridge Cor (Table 5). In the open feedback, the main difference reported by participants was related to sleep, with the Peerbridge Cor more frequently reported to be uncomfortable.

**Discussion**

**Main Results**

Twenty participants were recruited for this study, with 70 questionnaires completed (approximately 10 per device) to assess AMS wearability. The Wavelet was found to be the most comfortable wearable pulse oximeter, with the absence of a finger probe, thereby contributing to its better wearability score. Having a probe on the fingertip seemed to negatively impact a device’s wearability, with participants reporting a feeling of tightness and sweatiness after prolonged and continuous use. The finger probe was also often reported as hindering function, requiring its removal to perform activities and affecting the total time the device was worn. Amongst the pulse oximeters with a finger probe, the Checkme O2+ was preferred, probably due to the smaller and ring-shaped finger probe, with placement away from the fingertip. For the remaining pulse oximeters (AP-20, PC-68B, and Nonin), no significant differences were found; however, PC-68B was the most negatively commented on, as participants consistently described this device as bulky and disruptive to ADLs. In addition, it had the most negative feedback for a finger probe, in comparison with AP-20 and Nonin.

For the chest patches, there were only significant differences between the 2 selected devices in favor of the VitalPatch in the Attachment section of the CRS scale. Participants noted that they found it difficult to sleep on their front or side with the Peerbridge Cor.

Preference for the Wavelet, Checkme O2+, and VitalPatch was also reflected in the pain/discomfort score, activity exertion score, and free text feedback given. Participants also reported preference for smaller devices, both for the pulse oximeters and the chest patches. To our knowledge, this is the first study comparing wearability for a number of wearable devices.

**Study Limitations**

A clear limitation of this study was the recruitment of in-house healthy volunteers; thus, our results may not reflect the hospitalized population. However, this was the first step within our project to provide evidence on the wearability and to select feasible devices to be further tested. As there was a limited number of devices available, the order was not randomly assigned; these were allocated to participants as they were available, with the order being documented.

Another limitation was that not all participants were able to test all 7 devices, with an average of 3.5 devices used per participant (1 being a chest patch) between all sessions. To avoid bias, participants were encouraged to assess each device individually and not by comparison with previous devices worn. Additionally, although a log of temporary removals was provided, not all participants were fully compliant with it, which may explain the variability in the device removal numbers.

Furthermore, no specific instruction was given to participants regarding the finger probe placement for any of the pulse oximeters (we note that Viatom Technology recommends using the Checkme O2+ on the thumb [28]), and participants were therefore not asked to indicate which finger they used. This could provide an additional comparison between pulse oximeters that use finger probes and such a comparison will be included in future wearability studies.

We have used the CRS scale [18,19] for the main assessment of device wearability in healthy volunteers; however, the 6 domains evaluated and their distribution might not be the most appropriate method to evaluate wearability for clinical
monitoring devices, as it does not necessarily ensure a correct representation of and applicability to the clinical environment.

Comparison With Prior Work

Our questionnaire methodology for wearability evaluation has been described in previous studies [17,18] and adapted here to compare our selected devices using similar outcomes such as the CRS scale, which is designed to assess comfort over a range of dimensions [29]. Wearability has a direct impact on system usability and its clinical implementation, as patients will be more likely to wear the AMS if they feel comfortable, thus improving data availability and quality [30]. A recent review analyzed the validation, feasibility, clinical outcomes, and costs of 13 different wearable devices and concluded that these were predominantly in the validation and feasibility testing phases [31]. Despite the exponential growth in wearable technology, little evidence is available regarding wearability and acceptance in the clinical setting [30,32,33]. We note that, for all the devices under test, only the VitalPatch had indexed wearability studies available [34,35].

This exploratory study is embedded in a comprehensive research project, which aims to test, refine, and deploy these devices in clinical practice. This project follows a human-centered design process that requires a full exploration of the environment into which the technology is to be placed and understanding the eventual end users of the technology [21]. Although this was not tested on end users, our study was the most ethically sound surrogate, as it did not expose patients to equipment that does not work or that they would find intolerable because of discomfort.

The findings of this study will support the initial selection of wearable devices for the next phases of our project for testing the reliability, accuracy, and functionality of the selected devices [22], as it is not known the AMSs that are the most reliable for use in the hospital environment. Once the initial devices have been selected, tested, and refined, patients will also have the opportunity to provide both qualitative and quantitative data on the wearability of the devices.

Conclusions and Future Research

Our results suggest that traditional pulse oximeter finger probes hinder function, as participants preferred the wrist-worn (Wavelet) and ring-style pulse oximeters (Checkme O2+). The smaller chest patch (VitalPatch) was found to be less noticeable and more comfortable. These preferences were reflected in the total time participants wore the device. These results help to inform which wearable device designs are more likely to be deployed successfully within the hospital environment.
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Abstract

Background: Commercially acquired wearable activity trackers such as the Fitbit provide objective, accurate measurements of physically active time and step counts, but it is unclear whether these measurements are more clinically meaningful than self-reported physical activity.

Objective: The aim of this study was to compare self-reported physical activity to Fitbit-measured step counts and then determine which is a stronger predictor of BMI by using data collected over the same period reflecting comparable physical activities.

Methods: We performed a cross-sectional analysis of data collected by the Health eHeart Study, a large mobile health study of cardiovascular health and disease. Adults who linked commercially acquired Fitbits used in free-living conditions with the Health eHeart Study and completed an International Physical Activity Questionnaire (IPAQ) between 2013 and 2019 were enrolled (N=1498). Fitbit step counts were used to quantify time by activity intensity in a manner comparable to the IPAQ classifications of total active time and time spent being sedentary, walking, or doing moderate activities or vigorous activities. Fitbit steps per day were computed as a measure of the overall activity for exploratory comparisons with IPAQ-measured overall activity (metabolic equivalent of task [MET]-h/wk). Measurements of physical activity were directly compared by Spearman rank correlation. Strengths of associations with BMI for Fitbit versus IPAQ measurements were compared using multivariable robust regression in the subset of participants with BMI and covariates measured.

Results: Correlations between synchronous paired measurements from Fitbits and the IPAQ ranged in strength from weak to moderate (0.09-0.48). In the subset with BMI and covariates measured (n=586), Fitbit-derived predictors were generally stronger predictors of BMI than self-reported predictors. For example, an additional hour of Fitbit-measured vigorous activity per week was associated with nearly a full point reduction in BMI (–0.84 kg/m², 95% CI –1.35 to –0.32) in adjusted analyses, whereas the association between self-reported vigorous activity measured by IPAQ and BMI was substantially smaller in magnitude (–0.17 kg/m², 95% CI –0.34 to –0.00; P<.001 versus Fitbit) and was dominated by the Fitbit-derived predictor when compared head-to-head in a single adjusted multivariable model. Similar patterns of associations with BMI, with Fitbit dominating self-report, were seen for moderate activity and total active time and in comparisons between overall Fitbit steps per day and IPAQ MET-h/wk on standardized scales.

Conclusions: Fitbit-measured physical activity was more strongly associated with BMI than self-reported physical activity, particularly for moderate activity, vigorous activity, and summary measures of total activity. Consumer-marketed wearable activity trackers such as the Fitbit may be useful for measuring health-relevant physical activity in clinical practice and research.
Introduction

The prevalence of overweight and obesity has steadily increased worldwide since 1980 [1], with concomitant increases in all-cause mortality [2] and morbidity from diseases such as cardiovascular disease [3,4]. Increased physical activity in adults is associated with reductions in BMI, cardiovascular disease, and all-cause mortality [5-8], thereby making it a crucial target for efforts to improve health [9]. Measuring physical activity is challenging but essential for clinical care and research [10].

Data from self-report instruments such as the International Physical Activity Questionnaire (IPAQ) [11] are associated with BMI [12], but only modestly. Moreover, self-reported physical activity is less accurate than measurements from medical-grade accelerometers such as the ActiGraph [13-16]. Commercial wearable activity monitors or smartwatches such as the Fitbit are growing in popularity and could be used by clinicians and researchers to obtain objective physical activity measurements. They provide step counts that are similar to hand-counted steps [17] and medical-grade devices [16,18,19] and can be used to define minute-to-minute activity intensity [20,21]. Such devices could supplant self-report for physical activity measurement, but they are not designed to capture activities such as biking or swimming that can be self-reported. Several studies have highlighted that compared to activity measurement by self-report, associations between physical activity and BMI are likely stronger when physical activity is measured by objective means by using medical grade accelerometers provided by studies [22-25]. However, no study has explored whether this extends to consumer wearable activity trackers such as Fitbits. This is of particular interest for activities of various intensities where some may not be well-represented on an activity tracker, especially when measuring the same 7 days by activity tracker and self-report.

The Health eHeart Study, which has collected BMI and physical activity information via self-report and Fitbit, provides an opportunity to address this question. We conducted a cross-sectional study to (1) assess the agreement between objective Fitbit-measured physical activity and self-report (IPAQ) and (2) compare the strength of the associations with BMI between Fitbit and IPAQ, utilizing data from the Health eHeart Study [26], a large-scale mobile health study coordinated by the University of California San Francisco. Minute-by-minute Fitbit step counts were used to categorize time by activity intensity for comparisons with analogous self-reported IPAQ measures and calculated measures of overall physical activity from Fitbit (steps/d) and IPAQ (metabolic equivalent of task [MET]/wk). We then compared Fitbit to self-report in terms of cross-sectional associations with BMI. We hypothesized that Fitbit-measured activity would be more strongly associated with BMI than self-reported activity but this would not be consistent across various activity intensities.

Methods

Participants in This Study

Health eHeart is a prospective longitudinal cohort study that has enrolled all interested adult volunteers (age≥18 years) who have an email address and have been residing within the United States since March 2013. Participation in the study is entirely web-based and recruitment was conducted on the internet through social media advertisements, email campaigns with advocacy and research organizations, and in person at clinics at the University of California San Francisco. We included participants who completed at least one IPAQ and opted before June 2019 to share data from commercially acquired Fitbits with Health eHeart. Participants were excluded only for missing or invalid data. Health eHeart was approved by the University of California San Francisco Committee on Human Research. Consent was obtained electronically on enrollment. We obtained deidentified data for this study.

Physical Activity Measurement

Self-reported activity was assessed with the IPAQ short form, which assesses activity at discrete intensities (sedentary, walking, moderate activity, or vigorous activity) over 7 consecutive days [11,12]. Data were cleaned according to the IPAQ protocol with additional criteria developed to address erroneous values (Multimedia Appendix 1). Total active time (sum of time spent walking, moderately active, and vigorously active) and overall activity in weekly MET hours were computed [12].

Physical activity was measured objectively on the same 7 days with Fitbit-brand wearable activity trackers, which are triaxial accelerometers using proprietary algorithms to convert accelerometer counts to minute-by-minute step counts. The Fitbit devices that contributed study data were owned by study participants who obtained their devices outside of the Health eHeart study; the study did not request that participants acquire a Fitbit for this study and did not exclude specific Fitbit device types. Participants received no specific instructions on Fitbit use from Health eHeart. No specific devices were excluded and all were Fitbit brand (Tables S1 and S2 in Multimedia Appendix 1). We defined nonwear time as ≥120 contiguous minutes with 0 steps counted; all other time was considered wear time [27]. We recoded minutes with more than 200 steps as missing, as described previously in accelerometer studies [28,29]. Fitbit data were considered adequate for a given day when there were at least 10 hours of Fitbit wear time during that day. An activity observation was defined as a period of 7 days recalled by a participant on the IPAQ for which the same 7 days had adequate Fitbit data.

We then computed a series of Fitbit-derived physical activity estimates corresponding to standard estimates derived from the IPAQ [30]. Fitbit overall activity was defined as a within-participant average of steps/day during the week. We...
calculated time spent walking (10-100 steps/min, e.g., slow walking), moderately active (101-130 steps/min, e.g., brisk walking), vigorously active (131 to 200 steps/min, e.g., vigorous walking, jogging, running), and sedentary time, defined as bouts shorter than 120 consecutive minutes with 0-9 steps, to allow for incidental movement [31] and typical sedentary bout lengths [32]. Minutes with at least 10 steps counted were considered active time.

This intensity-defined approach was designed to reflect energy expenditure classifications for the IPAQ [31,33,34]. In a review of literature correlating step rates and METs expended in adults, 64-96 steps/min ranged from 2.0 to 3.1 METs (5 studies), 102-129 steps/min ranged from 2.9 to 5.5 METs (8 studies), and 134 to 170 steps/min ranged from 6.8 to 13.0 METs (7 studies) [35], which are closely aligned with IPAQ definitions of walking (<3 METs), moderate activity (3-6 METs), and vigorous (>6 METs) activity [36,37].

BMI Measurement

Height, weight, and BMI were self-reported through Health eHeart. Values reported within 90 days of the activity observation were averaged for weight and BMI, and values within 365 days were averaged for height. When both were available, height and weight data were combined to generate a calculated BMI value associated with each activity observation. Calculated BMI values were merged with self-reported BMI values using the median when both were available for an activity observation (supplementary methods in Multimedia Appendix 1).

Other Measurements

Demographic characteristics, health-related behaviors (i.e., alcohol and smoking), and clinical characteristics (i.e., history of coronary artery disease, hypertension, hyperlipidemia, and diabetes) were obtained through questionnaires. We used responses within 365 days of and closest to each activity observation.

Statistical Analyses

Some participants contributed multiple observations over time (Figure S1 in Multimedia Appendix 1). Comparative analyses were restricted to the first activity observation (N=1498). We investigated agreement between IPAQ-measured and Fitbit-measured activity by using Wilcoxon matched-pairs signed-rank test and Spearman’s rank correlations on nontransformed data. For the BMI analysis, we excluded participants lacking BMI or covariate data to generate a subsample of 697 observations from 586 participants (Multimedia Appendix 1). We compared normally distributed continuous variables by two-sided t test, nonnormal variables by Wilcoxon rank sum test and categorical variables by chi-squared test. Bivariate associations between activity and BMI were examined by Spearman’s rank correlation and nonparametric test-of-trend across heuristically defined physical activity categories at participant level restricted to the first activity observation. We next used multivariable regressions of BMI on Fitbit-measured and IPAQ-measured activity variables by using robust errors clustered by participants to account for activity outliers and nonindependence for participants with multiple observations. Activity distributions and BMI were not transformed. Twelve separate predictor models were fit—one for each of the 6 analogous activity variables measured by either Fitbit or IPAQ. Next, 6 head-to-head combined models were fit with both analogous measurements as predictors (e.g., vigorous activity measured by IPAQ and Fitbit in the same model) to assess BMI association strength while controlling for the analogous measurement. All models were adjusted for potential confounding by Fitbit wear-time, device wear location (torso or wrist), and season of data collection and estimated in natural units and in standardized units to account for differences in self-reported and Fitbit-measured activity distributions. We then sequentially adjusted the models for demographic characteristics, health-related behaviors, and clinical characteristics.

We conducted 2 sensitivity analyses to investigate whether data sources affected the main findings of the study. The first examined whether the main findings were sensitive to the inclusion of participants whose data were supplied by MobileTrack (81/1392, 5.8% of comparative analysis cohort; 32/586, 5.5% of BMI analysis subset), which was derived from smartphone measurements and not a wearable activity tracker. The second examined whether the main findings were sensitive to the inclusion of participants whose activity trackers were torso-worn (397/1392, 28.5% of the comparative analysis cohort; 166/586, 28.3% of the BMI analysis subset). For both sensitivity analyses, we excluded the relevant cohort and repeated the study analysis.

Data preparation and analyses were performed using STATA 14 (StataCorp). Two-tailed P values less than .05 were considered significant. We report this study according to STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) statement guidelines [38].

Results

Comparative Analysis

The age of the participants (N=1498) ranged from 19 to 92 years and they were predominantly Whites (1299/1498, 86.7%), females (895/1498, 59.7%), with at least a bachelor’s degree (1067/1415, 75.4%), and an annual income exceeding US $100,000 (695/1282, 54.2%) (Table 1). All characteristics in Table 1 are summarized at participant level at the first activity observation. We next used multivariable regressions of BMI on Fitbit-measured and IPAQ-measured activity variables by using robust errors clustered by participants to account for activity outliers and nonindependence for participants with multiple observations. Activity distributions and BMI were not transformed. Twelve separate predictor models were fit—one for each of the 6 analogous activity variables measured by either Fitbit or IPAQ. Next, 6 head-to-head combined models were fit with both analogous measurements as predictors (e.g., vigorous activity measured by IPAQ and Fitbit in the same model) to assess BMI association strength while controlling for the analogous measurement. All models were adjusted for potential confounding by Fitbit wear-time, device wear location (torso or wrist), and season of data collection and estimated in natural units and in standardized units to account for differences in self-reported and Fitbit-measured activity distributions. We then sequentially adjusted the models for demographic characteristics, health-related behaviors, and clinical characteristics.

We conducted 2 sensitivity analyses to investigate whether data sources affected the main findings of the study. The first examined whether the main findings were sensitive to the inclusion of participants whose data were supplied by MobileTrack (81/1392, 5.8% of comparative analysis cohort; 32/586, 5.5% of BMI analysis subset), which was derived from smartphone measurements and not a wearable activity tracker. The second examined whether the main findings were sensitive to the inclusion of participants whose activity trackers were torso-worn (397/1392, 28.5% of the comparative analysis cohort; 166/586, 28.3% of the BMI analysis subset). For both sensitivity analyses, we excluded the relevant cohort and repeated the study analysis.

Data preparation and analyses were performed using STATA 14 (StataCorp). Two-tailed P values less than .05 were considered significant. We report this study according to STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) statement guidelines [38].
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Comparative analysis</th>
<th>BMI analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic characteristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)(^a), mean (SD)</td>
<td>52.9 (13.9)</td>
<td>51.9 (13.4)</td>
</tr>
<tr>
<td>Female gender(^a), n (%)</td>
<td>895 (59.8)</td>
<td>370 (63.1)</td>
</tr>
<tr>
<td>Education(^b), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;Bachelor’s degree</td>
<td>348 (24.6)</td>
<td>151 (25.7)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>492 (34.8)</td>
<td>183 (31.2)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>575 (40.6)</td>
<td>252 (43.0)</td>
</tr>
<tr>
<td>Annual income (US $)(^c), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$50,000</td>
<td>217 (16.9)</td>
<td>99 (16.9)</td>
</tr>
<tr>
<td>$50,000-$100,000</td>
<td>370 (28.9)</td>
<td>175 (29.9)</td>
</tr>
<tr>
<td>&gt;$100,000</td>
<td>695 (54.2)</td>
<td>312 (53.2)</td>
</tr>
<tr>
<td>Race(^d), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1299 (87.1)</td>
<td>514 (87.7)</td>
</tr>
<tr>
<td>Asian</td>
<td>64 (4.3)</td>
<td>19 (3.2)</td>
</tr>
<tr>
<td>Black/African-American</td>
<td>56 (3.8)</td>
<td>23 (3.9)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>41 (2.8)</td>
<td>17 (2.9)</td>
</tr>
<tr>
<td>Other</td>
<td>32 (2.1)</td>
<td>13 (2.2)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>82 (5.5)</td>
<td>32 (5.5)</td>
</tr>
<tr>
<td>Health-related behaviors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking(^e), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>990 (68.3)</td>
<td>392 (66.9)</td>
</tr>
<tr>
<td>Past</td>
<td>420 (28.9)</td>
<td>17 (29.5)</td>
</tr>
<tr>
<td>Current</td>
<td>39 (2.7)</td>
<td>21 (3.6)</td>
</tr>
<tr>
<td>Alcoholic drinks/wk(^f), median (IQR)</td>
<td>3 (1-7)</td>
<td>3 (1-7)</td>
</tr>
<tr>
<td>Clinical characteristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Height(^g), (m), median (IQR)</td>
<td>1.70 (1.63-1.78)</td>
<td>1.68 (1.63-1.75)</td>
</tr>
<tr>
<td>Weight(^h), (kg), median (IQR)</td>
<td>77.6 (66.5-89.4)</td>
<td>77.6 (66.4-89.9)</td>
</tr>
<tr>
<td>BMI(^i), (kg/m(^2)), median (IQR)</td>
<td>26.5 (23.5-30.2)</td>
<td>26.7 (23.5-30.2)</td>
</tr>
<tr>
<td>Coronary artery disease(^j), n (%)</td>
<td>64 (6.6)</td>
<td>38 (6.5)</td>
</tr>
<tr>
<td>Diabetes(^k), n (%)</td>
<td>61 (6.3)</td>
<td>36 (6.1)</td>
</tr>
<tr>
<td>Hyperlipidemia(^k), n (%)</td>
<td>392 (40.7)</td>
<td>240 (41.0)</td>
</tr>
<tr>
<td>Hypertension(^l), n (%)</td>
<td>347 (35.8)</td>
<td>215 (36.7)</td>
</tr>
</tbody>
</table>

\(^a\)Calculated for all 1498 comparative analysis participants and 586 BMI analysis participants.
\(^b\)Calculated for 1415 comparative analysis participants and 586 BMI analysis participants.
\(^c\)Calculated for 1282 comparative analysis participants and 586 BMI analysis participants.
\(^d\)Calculated for 1492 comparative analysis participants and 586 BMI analysis participants.
\(^e\)Calculated for 1449 comparative analysis participants and 586 BMI analysis participants.
\(^f\)Available for 1288 comparative analysis participants and 586 BMI analysis participants.
\(^g\)Available for 1076 comparative analysis participants and 533 BMI analysis participants.
\(^h\)Available for 1095 comparative analysis participants and 546 BMI analysis participants.
\(^i\)Available for 1196 comparative analysis participants and 586 BMI analysis participants.
Available for 968 comparative analysis participants and 586 BMI analysis participants.

Available for 963 comparative analysis participants and 586 BMI analysis participants.

Available for 967 comparative analysis participants and 586 BMI analysis participants.

Physical activity observations were not evenly distributed among seasons (Wald test, \( P < 0.001 \)) and 995 (71.5\%) of 1392 Fitbit devices were wrist-worn (Table 2). In Table 2, all characteristics were summarized at participant level at the first activity observation by using mean (SD) for normal continuous data, median (IQR) for nonnormal continuous, and not available for frequency data. There were no missing data for the BMI analysis. The median overall activity at the first activity observation was 35.5 MET-h/wk (IQR 18.1-62.2) by IPAQ. Fitbits counted a median of 8622 steps/d (IQR 6191-11061) over the same week. Compared to Fitbit measurements, participants self-reported more moderate activity (median of 90 min/wk vs 75 min/wk, Wilcoxon matched-pairs sign-rank test \( P < 0.001 \)) and vigorous activity (80 min/wk vs 0 min/wk, \( P < 0.001 \)), but self-reported less time spent sedentary (42.0 h/wk vs 87.2 h/wk; \( P < 0.001 \)) and walking (3.5 h/wk vs 20.2 h/wk, \( P < 0.001 \)).

**Table 2.** Physical activity characteristics of the participants in the comparative analysis and BMI analysis subset.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Comparative analysis</th>
<th>BMI analysis subset</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Season of data collection</strong>(^a), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spring</td>
<td>340 (22.7)</td>
<td>161 (27.5)</td>
</tr>
<tr>
<td>Summer</td>
<td>445 (29.7)</td>
<td>149 (25.4)</td>
</tr>
<tr>
<td>Fall</td>
<td>323 (21.6)</td>
<td>141 (24.1)</td>
</tr>
<tr>
<td>Winter</td>
<td>390 (26.0)</td>
<td>135 (23.0)</td>
</tr>
<tr>
<td><strong>Fitbit</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wearing on wrist(^b), n (%)</td>
<td>995 (71.5)</td>
<td>420 (71.7)</td>
</tr>
<tr>
<td>Wearing on torso(^b), n (%)</td>
<td>397 (28.5)</td>
<td>166 (28.3)</td>
</tr>
<tr>
<td>Wear time (h/d)(^a), median (IQR)</td>
<td>17.1 (16.0-18.5)</td>
<td>17.1 (15.9-18.5)</td>
</tr>
<tr>
<td>Overall activity (steps/d)(^a), median (IQR)</td>
<td>8622 (6191-11061)</td>
<td>8778 (6385-11115)</td>
</tr>
<tr>
<td>Active time (h/wk)(^a), median (IQR)</td>
<td>22.9 (18.0-28.0)</td>
<td>23.1 (18.5-28.1)</td>
</tr>
<tr>
<td>Sedentary (h/wk)(^a), median (IQR)</td>
<td>87.2 (80.5-94.2)</td>
<td>87.3 (80.7-94.9)</td>
</tr>
<tr>
<td>Walking (h/wk)(^a), median (IQR)</td>
<td>20.2 (15.9-25.0)</td>
<td>20.8 (16.6-25.5)</td>
</tr>
<tr>
<td>Moderate activity (min/wk)(^a), median (IQR)</td>
<td>75 (26-163)</td>
<td>75 (28-166)</td>
</tr>
<tr>
<td>Vigorous activity (min/wk)(^a), median (IQR)</td>
<td>0 (0-11)</td>
<td>1 (0-12)</td>
</tr>
<tr>
<td><strong>IPAQ</strong>(^a,c)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall activity (metabolic equivalent of tasks-h/wk), median (IQR)</td>
<td>35.5 (18.1-62.2)</td>
<td>34.9 (19.3-60.0)</td>
</tr>
<tr>
<td>Active time (h/wk), median (IQR)</td>
<td>8.0 (4.3-14.0)</td>
<td>8.2 (4.5-13.2)</td>
</tr>
<tr>
<td>Sedentary (h/wk), median (IQR)</td>
<td>42.0 (21.0-56.0)</td>
<td>42.0 (26.8-56.0)</td>
</tr>
<tr>
<td>Walking (h/wk), median (IQR)</td>
<td>3.5 (2.0-7.0)</td>
<td>3.5 (1.7-7.0)</td>
</tr>
<tr>
<td>Moderate activity (min/wk), median (IQR)</td>
<td>90 (20-200)</td>
<td>90 (30-200)</td>
</tr>
<tr>
<td>Vigorous activity (min/wk), median (IQR)</td>
<td>80 (0-180)</td>
<td>80 (0-180)</td>
</tr>
</tbody>
</table>

\(^a\)Calculated for 1498 comparative analysis participants and 586 BMI analysis participants.

\(^b\)Calculated for 1345 comparative analysis participants and 586 BMI analysis participants.

\(^c\)IPAQ: International Physical Activity Questionnaire.

Overall activity measurements by Fitbit (steps/d) and IPAQ (MET-h/wk) were moderately correlated (Spearman’s rank \( r_s = 0.48 \)), as was total activity time \( (r_s = 0.40) \) and vigorous activity \( (r_s = 0.29) \) (Figure 1, Figure S2 in Multimedia Appendix 1). By contrast, time spent sedentary, walking, or moderately active were weakly correlated (walking \( r_s = 0.17 \), sedentary \( r_s = 0.16 \), moderate activity \( r_s = 0.09 \)). Findings were very similar when we excluded participants whose data source was the MobileTrack app, and when we excluded participants whose data were obtained from an activity tracker worn on the torso.
Figure 1. Fitbit-measured and self-reported physical activity of 1498 participants. Each symbol represents a participant’s first paired activity observation. Spearman’s rank correlations (rs) and P values are provided for the following: A. Overall activity and intensity-defined time spent. B. Active in total (sum of walking, moderate activity, and vigorous activity). C. Sedentary D. Walking E. Moderately active, and F. Vigorously active. Fitbit measurements were acquired during the same period queried by self-report (IPAQ). Dashed lines represent identical measurements. Overall activity was measured on different scales (Fitbit, steps/d; IPAQ, MET-h/wk) and no dashed line is provided. IPAQ: International Physical Activity Questionnaire; MET: metabolic equivalent of task.

BMI Analysis

The subset of participants with a BMI measurement was included in the BMI analysis sample (n=586). In bivariate analyses using categorical physical activity, Fitbit measurements of activity were significantly associated with BMI for all intensity-defined (Table 3) and overall activity measurements (Table 4) (P values range from <.001 to .01), whereas overall activity, total active time, sedentary time, and walking time measured by IPAQ were significantly associated with BMI (P values range from .001 to .01).
Table 3. Activity distributions and bivariate associations with BMI by activity intensity in the BMI analysis subset (n=586)\(^a\).

<table>
<thead>
<tr>
<th>Activity</th>
<th>Fitbit</th>
<th>IPAQ(^b)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (h/wk)</td>
<td>n (%)</td>
<td>BMI, mean (SD)</td>
<td>P value</td>
<td>Time (h/wk)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Sedentary</td>
<td>0-19</td>
<td>101 (17.2)</td>
<td>26.4 (5.2)</td>
<td>.001</td>
<td>0-19</td>
<td>101 (17.2)</td>
</tr>
<tr>
<td></td>
<td>20-39</td>
<td>159 (27.1)</td>
<td>26.9 (5.0)</td>
<td>.01</td>
<td>20-39</td>
<td>159 (27.1)</td>
</tr>
<tr>
<td></td>
<td>40-59</td>
<td>197 (33.6)</td>
<td>28.0 (6.2)</td>
<td>.001</td>
<td>40-59</td>
<td>197 (33.6)</td>
</tr>
<tr>
<td></td>
<td>60-79</td>
<td>93 (15.9)</td>
<td>28.1 (6.0)</td>
<td>.01</td>
<td>60-79</td>
<td>93 (15.9)</td>
</tr>
<tr>
<td></td>
<td>80+</td>
<td>36 (6.1)</td>
<td>31.0 (8.6)</td>
<td>.01</td>
<td>80+</td>
<td>36 (6.1)</td>
</tr>
<tr>
<td>Walking</td>
<td>0-4</td>
<td>357 (60.9)</td>
<td>28.0 (6.0)</td>
<td>.001</td>
<td>0-4</td>
<td>357 (60.9)</td>
</tr>
<tr>
<td></td>
<td>5-9</td>
<td>136 (23.2)</td>
<td>27.3 (5.5)</td>
<td>.19</td>
<td>5-9</td>
<td>136 (23.2)</td>
</tr>
<tr>
<td></td>
<td>10-14</td>
<td>49 (8.4)</td>
<td>27.6 (7.6)</td>
<td>&lt;.001</td>
<td>10-14</td>
<td>49 (8.4)</td>
</tr>
<tr>
<td></td>
<td>15-19</td>
<td>12 (2.0)</td>
<td>26.6 (5.3)</td>
<td>.01</td>
<td>15-19</td>
<td>12 (2.0)</td>
</tr>
<tr>
<td></td>
<td>20-24</td>
<td>32 (5.5)</td>
<td>25.4 (4.8)</td>
<td>.13</td>
<td>20-24</td>
<td>32 (5.5)</td>
</tr>
<tr>
<td></td>
<td>25+</td>
<td>0</td>
<td>N/A</td>
<td>.001</td>
<td>25+</td>
<td>0</td>
</tr>
<tr>
<td>Moderate activity</td>
<td>0-1</td>
<td>194 (33.1)</td>
<td>28.8 (6.0)</td>
<td>.001</td>
<td>0-1</td>
<td>194 (33.1)</td>
</tr>
<tr>
<td></td>
<td>1-2</td>
<td>113 (19.3)</td>
<td>27.3 (5.9)</td>
<td>.19</td>
<td>1-2</td>
<td>113 (19.3)</td>
</tr>
<tr>
<td></td>
<td>2-3</td>
<td>90 (15.4)</td>
<td>27.8 (5.2)</td>
<td>.001</td>
<td>2-3</td>
<td>90 (15.4)</td>
</tr>
<tr>
<td></td>
<td>3-4</td>
<td>64 (10.9)</td>
<td>27.3 (5.2)</td>
<td>.001</td>
<td>3-4</td>
<td>64 (10.9)</td>
</tr>
<tr>
<td></td>
<td>4-5</td>
<td>33 (5.6)</td>
<td>27.3 (4.9)</td>
<td>.001</td>
<td>4-5</td>
<td>33 (5.6)</td>
</tr>
<tr>
<td></td>
<td>5+</td>
<td>92 (15.7)</td>
<td>26.8 (5.0)</td>
<td>.001</td>
<td>5+</td>
<td>92 (15.7)</td>
</tr>
<tr>
<td>Vigorous activity</td>
<td>0-1</td>
<td>249 (42.5)</td>
<td>28.4 (6.5)</td>
<td>.001</td>
<td>0-1</td>
<td>249 (42.5)</td>
</tr>
<tr>
<td></td>
<td>1-2</td>
<td>99 (16.9)</td>
<td>27.4 (6.5)</td>
<td>.001</td>
<td>1-2</td>
<td>99 (16.9)</td>
</tr>
<tr>
<td></td>
<td>2-3</td>
<td>84 (14.3)</td>
<td>26.9 (5.7)</td>
<td>.001</td>
<td>2-3</td>
<td>84 (14.3)</td>
</tr>
<tr>
<td></td>
<td>3-4</td>
<td>43 (7.3)</td>
<td>26.4 (3.6)</td>
<td>.001</td>
<td>3-4</td>
<td>43 (7.3)</td>
</tr>
<tr>
<td></td>
<td>4-5</td>
<td>44 (7.5)</td>
<td>28.2 (5.6)</td>
<td>.001</td>
<td>4-5</td>
<td>44 (7.5)</td>
</tr>
<tr>
<td></td>
<td>5+</td>
<td>67 (11.4)</td>
<td>26.6 (4.2)</td>
<td>.001</td>
<td>5+</td>
<td>67 (11.4)</td>
</tr>
</tbody>
</table>

\(^a\)Data were restricted to the first activity observation (586 observations). \(P\) values are for nonparametric test-of-trend across heuristically defined categories of time spent at each level of activity.

\(^b\)IPAQ: International Physical Activity Questionnaire.

\(^c\)N/A: not applicable.
Table 4. Overall activity distributions and bivariate associations with BMI in the BMI analysis subset (n=586)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Fitbit</th>
<th>IPAQ\textsuperscript{b}</th>
<th>Time (h/wk)</th>
<th>n (%)</th>
<th>BMI, mean (SD)</th>
<th>P value</th>
<th>Time (h/wk)</th>
<th>n (%)</th>
<th>BMI, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total active time</td>
<td></td>
<td>0-9</td>
<td>8 (1.4)</td>
<td>32.7 (8.2)</td>
<td>&lt;.001</td>
<td>0-9</td>
<td>366 (62.5)</td>
<td>28.2 (6.2)</td>
<td>.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-19</td>
<td>184 (31.4)</td>
<td>29.1 (7.1)</td>
<td></td>
<td>10-19</td>
<td>153 (26.1)</td>
<td>26.8 (5.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>20-29</td>
<td>285 (48.6)</td>
<td>27.2 (5.0)</td>
<td></td>
<td>20-29</td>
<td>46 (7.8)</td>
<td>26.9 (6.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>30-39</td>
<td>99 (16.9)</td>
<td>26.1 (5.7)</td>
<td></td>
<td>30-39</td>
<td>12 (2.0)</td>
<td>26.8 (5.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>40+</td>
<td>10 (1.7)</td>
<td>25.3 (3.1)</td>
<td></td>
<td>40+</td>
<td>9 (1.5)</td>
<td>25.1 (3.0)</td>
<td></td>
</tr>
<tr>
<td>Overall activity, (steps/d)</td>
<td></td>
<td>0-2999</td>
<td>14 (2.4)</td>
<td>31.0 (8.1)</td>
<td>&lt;.001</td>
<td>0-2999</td>
<td>14 (2.4)</td>
<td>31.0 (8.1)</td>
<td>c</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3000-5999</td>
<td>107 (18.3)</td>
<td>30.6 (7.8)</td>
<td></td>
<td>3000-5999</td>
<td>107 (18.3)</td>
<td>30.6 (7.8)</td>
<td>c</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6000-8999</td>
<td>191 (32.6)</td>
<td>27.6 (5.0)</td>
<td></td>
<td>6000-8999</td>
<td>191 (32.6)</td>
<td>27.6 (5.0)</td>
<td>c</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9000-11,999</td>
<td>166 (28.3)</td>
<td>26.9 (4.7)</td>
<td></td>
<td>9000-11,999</td>
<td>166 (28.3)</td>
<td>26.9 (4.7)</td>
<td>c</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12,000-14,999</td>
<td>70 (11.9)</td>
<td>25.5 (4.8)</td>
<td></td>
<td>12,000-14,999</td>
<td>70 (11.9)</td>
<td>25.5 (4.8)</td>
<td>c</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15,000+</td>
<td>38 (6.5)</td>
<td>25.4 (7.2)</td>
<td></td>
<td>15,000+</td>
<td>38 (6.5)</td>
<td>25.4 (7.2)</td>
<td>c</td>
</tr>
<tr>
<td>Overall activity, (MET-h/wk)</td>
<td></td>
<td>c</td>
<td>c</td>
<td>c</td>
<td>0-19</td>
<td>155 (26.4)</td>
<td>29.2 (7.4)</td>
<td>.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>c</td>
<td>c</td>
<td>c</td>
<td>20-39</td>
<td>181 (30.9)</td>
<td>27.3 (5.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>c</td>
<td>c</td>
<td>c</td>
<td>40-59</td>
<td>103 (17.6)</td>
<td>27.2 (5.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>c</td>
<td>c</td>
<td>c</td>
<td>60-79</td>
<td>68 (11.6)</td>
<td>26.5 (6.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>c</td>
<td>c</td>
<td>c</td>
<td>80-99</td>
<td>32 (5.5)</td>
<td>26.0 (4.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>c</td>
<td>c</td>
<td>c</td>
<td>100+</td>
<td>47 (8.0)</td>
<td>27.3 (5.5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}Data are restricted to the first activity observation (586 observations). \textit{P} values are for nonparametric test-of-trend across heuristically defined categories of time spent at each level of activity.

\textsuperscript{b}IPAQ: International Physical Activity Questionnaire.

\textsuperscript{c}Cells omitted because overall activity was measured on different scales (Fitbit, steps/d; IPAQ, MET-h/wk).

All Fitbit measurements, including those of lower intensity activities (Figure 2), higher intensity activities (Figure 3), and overall activity (Figure 4) were correlated with BMI (Spearman’s rank test, 6 comparisons, all \textit{P}<.001). By contrast, IPAQ measurements of lower intensity activity (Figure 2) and overall activity (Figure 4) were correlated with BMI (\textit{P} values range from .001 to .005) but not the higher intensity moderate activity (\textit{P}=.26) or vigorous activity (\textit{P}=.06) (Figure 3).
Figure 2. BMI correlations for Fitbit and IPAQ-measured sedentary and walking time of 586 participants. Each symbol represents a participant’s first paired activity observation. Spearman’s rank correlations ($r_s$) and $P$ values are provided for time spent in A. Sedentary and B. Walking. Fitbit measurements were acquired during the same period queried by self-report (IPAQ). Solid red lines are results of locally weighted regressions. Overall activity was measured on different scales (Fitbit, steps/d; IPAQ, MET-h/wk). IPAQ: International Physical Activity Questionnaire; MET: metabolic equivalent of task.
Figure 3. BMI correlations for Fitbit and IPAQ-measured moderate and vigorous activity of 586 participants. Each symbol represents a participant’s first paired activity observation. Spearman’s rank correlations ($r_s$) and $P$ values are provided for A. Moderate activity and B. Vigorous activity. Fitbit measurements were acquired during the same period queried by self-report (IPAQ). Solid red lines are results of locally weighted regressions. Overall activity was measured on different scales (Fitbit, steps/d; IPAQ, MET-h/wk). IPAQ: International Physical Activity Questionnaire; MET: metabolic equivalent of task.
Figure 4. BMI correlations for Fitbit and IPAQ-measured overall activity and total active time of 586 participants. Each symbol represents a participant’s first paired activity observation. Spearman’s rank correlations ($r_s$) and $P$ values are provided for A. Overall activity and B. Active in total (sum of walking, moderate activity, and vigorous activity). Fitbit measurements were acquired during the same period queried by self-report (IPAQ). Solid red lines are results of locally weighted regressions. Overall activity was measured on different scales (Fitbit, steps/d; IPAQ, MET-h/wk). IPAQ: International Physical Activity Questionnaire; MET: metabolic equivalent of task.

After adjustment for demographics, health-related behaviors, and clinical characteristics, an increase of 1 h/wk in Fitbit-measured vigorous activity was associated with a BMI that was 0.84 kg/m$^2$ lower (95% CI –1.35 to –0.32, $P<.001$) (Table 5). By contrast, an increase of 1 h/wk in self-reported vigorous activity on the IPAQ was associated with a BMI that was 0.17 kg/m$^2$ lower (95% CI –0.34 to –0.00, $P=.045$), which was significantly smaller than the coefficient for Fitbit-measured vigorous activity ($P=.01$).
### Table 5. BMI associations for Fitbit versus International Physical Activity Questionnaire activity by intensity in multivariable logistic regressions\(^a\)

<table>
<thead>
<tr>
<th>Activity predictor</th>
<th>Unadjusted</th>
<th>Adjusted for demographics</th>
<th>Adjusted for demographics, health-related behaviors, and clinical characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (95% CI)</td>
<td>(P) value</td>
<td>Coefficient (95% CI)</td>
</tr>
<tr>
<td>Sedentary (h/wk)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separate predictor models</td>
<td>.11</td>
<td>.16</td>
<td>.16</td>
</tr>
<tr>
<td>Fitbit</td>
<td>0.09(^b) (0.02 to 0.15)</td>
<td>0.09(^b) (0.03 to 0.15)</td>
<td>0.08(^b) (0.02 to 0.14)</td>
</tr>
<tr>
<td>IPAQ(^c)</td>
<td>0.04(^d) (0.02 to 0.06)</td>
<td>0.05(^d) (0.03 to 0.07)</td>
<td>0.04(^d) (0.02 to 0.06)</td>
</tr>
<tr>
<td>Combined predictor model</td>
<td>.35</td>
<td>.61</td>
<td>.58</td>
</tr>
<tr>
<td>Fitbit</td>
<td>0.07(^e) (0.00 to 0.13)</td>
<td>0.06 (–0.00 to 0.12)</td>
<td>0.06 (–0.00 to 0.12)</td>
</tr>
<tr>
<td>IPAQ(^c)</td>
<td>0.03(^b) (0.01 to 0.06)</td>
<td>0.04(^d) (0.02 to 0.06)</td>
<td>0.04(^d) (0.02 to 0.06)</td>
</tr>
<tr>
<td>Walking (h/wk)</td>
<td>.30</td>
<td>.35</td>
<td>.30</td>
</tr>
<tr>
<td>Separate predictor models</td>
<td>.20</td>
<td>.24</td>
<td>.22</td>
</tr>
<tr>
<td>Fitbit</td>
<td>–0.20(^d) (–0.27 to –0.13)</td>
<td>–0.19(^d) (–0.27 to –0.12)</td>
<td>–0.18(^c) (–0.24 to –0.11)</td>
</tr>
<tr>
<td>IPAQ(^c)</td>
<td>–0.15(^b) (–0.23 to –0.06)</td>
<td>–0.15(^d) (–0.23 to –0.07)</td>
<td>–0.12(^b) (–0.20 to –0.04)</td>
</tr>
<tr>
<td>Combined predictor model</td>
<td>.20</td>
<td>.06</td>
<td>.08</td>
</tr>
<tr>
<td>Fitbit</td>
<td>–0.18(^d) (–0.26 to –0.11)</td>
<td>–0.18(^d) (–0.25 to –0.10)</td>
<td>–0.16(^d) (–0.23 to –0.09)</td>
</tr>
<tr>
<td>IPAQ(^c)</td>
<td>–0.10(^b) (–0.19 to –0.01)</td>
<td>–0.10(^d) (–0.19 to –0.02)</td>
<td>–0.08(^e) (–0.17 to 0.00)</td>
</tr>
<tr>
<td>Moderate activity (h/wk)</td>
<td>.01</td>
<td>.04</td>
<td>.06</td>
</tr>
<tr>
<td>Separate predictor models</td>
<td>.02</td>
<td>.06</td>
<td>.08</td>
</tr>
<tr>
<td>Fitbit</td>
<td>–0.50(^d) (–0.79 to –0.22)</td>
<td>–0.44(^d) (–0.71 to –0.17)</td>
<td>–0.41(^b) (–0.68 to –0.15)</td>
</tr>
<tr>
<td>IPAQ(^c)</td>
<td>–0.11 (–0.23 to 0.01)</td>
<td>–0.13(^c) (–0.25 to –0.01)</td>
<td>–0.13(^c) (–0.25 to –0.02)</td>
</tr>
<tr>
<td>Combined predictor model</td>
<td>.02</td>
<td>.06</td>
<td>.08</td>
</tr>
<tr>
<td>Fitbit</td>
<td>–0.49(^b) (–0.77 to –0.21)</td>
<td>–0.42(^b) (–0.70 to –0.15)</td>
<td>–0.40(^b) (–0.66 to –0.13)</td>
</tr>
<tr>
<td>IPAQ(^c)</td>
<td>–0.08 (–0.20 to 0.03)</td>
<td>–0.11 (–0.23 to 0.01)</td>
<td>–0.11 (–0.23 to 0.00)</td>
</tr>
<tr>
<td>Vigorous activity (h/wk)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.01</td>
</tr>
<tr>
<td>Separate predictor models</td>
<td>&lt;.001</td>
<td>.003</td>
<td>.03</td>
</tr>
<tr>
<td>Fitbit</td>
<td>–1.19(^d) (–1.70 to –0.68)</td>
<td>–1.04(^d) (–1.52 to –0.56)</td>
<td>–0.84(^b) (–1.35 to –0.32)</td>
</tr>
<tr>
<td>IPAQ(^c)</td>
<td>–0.21(^e) (–0.38 to –0.05)</td>
<td>–0.21(^e) (–0.37 to –0.04)</td>
<td>–0.17(^c) (–0.34 to –0.00)</td>
</tr>
<tr>
<td>Combined predictor model</td>
<td>&lt;.001</td>
<td>.003</td>
<td>.03</td>
</tr>
<tr>
<td>Fitbit</td>
<td>–1.10(^e) (–1.61 to –0.59)</td>
<td>–0.95(^d) (–1.43 to –0.47)</td>
<td>–0.76(^b) (–1.28 to –0.25)</td>
</tr>
<tr>
<td>IPAQ(^c)</td>
<td>–0.16 (–0.32 to 0.00)</td>
<td>–0.16 (–0.32 to 0.00)</td>
<td>–0.14 (–0.30 to 0.03)</td>
</tr>
</tbody>
</table>

\(^a\)All models were adjusted for Fitbit wear-time, data collection season, and Fitbit device wear location. Demographics include age, gender, education, income, race, and ethnicity. Health-related behaviors include smoking and alcohol use. Clinical characteristics include coronary artery disease, diabetes, hyperlipidemia, and hypertension. This table shows the BMI difference (kg/m\(^2\)) per predictor increase (95% CI). Regressions accounted for multiple observations with robust standard errors clustered by participant. \(P\) values shown are for Wald tests comparing Fitbit versus IPAQ coefficients.

\(^b\)These values were significant at \(P<.01\) for cluster robust association with BMI (586 participant clusters).

\(^c\)IPAQ: International Physical Activity Questionnaire.

\(^d\)These values were significant at \(P<.001\) for cluster robust association with BMI (586 participant clusters).

\(^e\)These values were significant at \(P<.05\) for cluster robust association with BMI (586 participant clusters).

In fully adjusted combined models with both analogous Fitbit and IPAQ measurements in the same model (eg, vigorous activity measured by Fitbit and IPAQ included as predictors in the same model), coefficients displayed a similar pattern of magnitude to the fully-adjusted single predictor models (Table 5). However, only Fitbit measurements were significantly associated with BMI in combined head-to-head models for

---

\[\text{http://mhealth.jmir.org/2020/12/e22090/}\]
moderate and vigorous activity, whereas the reverse was the case for sedentary time.

When using standardized units to account for differences in the typical ranges between self-reported and Fitbit-measured activity using fully-adjusted single predictor models, magnitudes of association with BMI were larger for Fitbit versus IPAQ-measured time spent walking, moderately active, or vigorously active, but these did not reach statistical significance (Table S5 in Multimedia Appendix 1).

In separate regressions, an increase in Fitbit-measured overall activity of 1 SD (3663 steps/d) was associated with a BMI that was 1.37 kg/m² lower after adjusting for demographic factors, but only weakly correlated for sedentary time, walking, and moderate activity. Participants self-reported more vigorous activity, slightly more moderate activity, and less sedentary and walking time than was measured by Fitbit. Associations with BMI were typically stronger for Fitbit compared to self-reported activity from the IPAQ, particularly for higher intensity activities (moderate and vigorous activity) and summary measures (time spent actively and steps/d), both in separate regression models and head-to-head combined models.

Table 6. BMI associations for Fitbit versus IPAQ by overall activity and total active time in multivariable logistic regressions.a.

<table>
<thead>
<tr>
<th>Activity predictor</th>
<th>Unadjusted</th>
<th>Adjusted for demographics</th>
<th>Adjusted for demographics, health-related behaviors, and clinical characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall activity per 1 SD/wk^b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separate predictor models</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>–1.65^c (–2.15 to –1.16)</td>
<td>–1.51^c (–1.99 to –1.03)</td>
<td>–1.37^c (–1.84 to –0.90)</td>
</tr>
<tr>
<td>IPAQ</td>
<td>–0.80^c (–1.23 to –0.35)</td>
<td>–0.82^c (–1.24 to –0.39)</td>
<td>–0.72^c (–1.14 to –0.29)</td>
</tr>
<tr>
<td>Combined predictor model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>–1.57^c (–2.09 to –1.05)</td>
<td>–1.40^c (–1.90 to –0.89)</td>
<td>–1.28^c (–1.78 to –0.77)</td>
</tr>
<tr>
<td>IPAQ</td>
<td>–0.24 (–0.66 to 0.19)</td>
<td>–0.30 (–0.72 to 0.12)</td>
<td>–0.25 (–0.69 to 0.19)</td>
</tr>
<tr>
<td>Total active time (h/wk)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separate predictor models</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>–0.23^c (–0.30 to –0.16)</td>
<td>–0.22^c (–0.28 to –0.15)</td>
<td>–0.20^c (–0.26 to –0.13)</td>
</tr>
<tr>
<td>IPAQ</td>
<td>–0.10^c (–0.15 to –0.04)</td>
<td>–0.10^c (–0.15 to –0.05)</td>
<td>–0.09^c (–0.14 to –0.04)</td>
</tr>
<tr>
<td>Combined predictor model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>–0.21^c (–0.28 to –0.14)</td>
<td>–0.20^c (–0.27 to –0.13)</td>
<td>–0.18^c (–0.25 to –0.11)</td>
</tr>
<tr>
<td>IPAQ</td>
<td>–0.04 (–0.10 to 0.01)</td>
<td>–0.05 (–0.10 to 0.01)</td>
<td>–0.04 (–0.09 to 0.01)</td>
</tr>
</tbody>
</table>

a All models were adjusted for Fitbit wear-time, data collection season, and Fitbit device wear location. Demographics include age, gender, education, income, race, and ethnicity. This table shows the BMI difference (kg/m²) per predictor increase (95% CI). Health-related behaviors include smoking and alcohol use. Clinical characteristics include coronary artery disease, diabetes, hyperlipidemia, and hypertension. Regressions accounted for multiple observations with robust standard errors clustered by participant. P values shown are for Wald tests comparing Fitbit versus IPAQ coefficients.
b 1 SD for overall activity was 3663 steps/d for Fitbit and 37.2 MET-h/wk for International Physical Activity Questionnaire.
c These values were significant at \( P<.001 \) for cluster robust association with BMI (586 participant clusters).
d IPAQ: International Physical Activity Questionnaire.
e These values were significant at \( P<.01 \) for cluster robust association with BMI (586 participant clusters).

**Discussion**

In this study of adults who owned a Fitbit and enrolled in the web-based Health eHeart study, we found that physical activity measured by a wearable activity tracker (Fitbit) was not strongly correlated with self-reported activity but generally proved to be more strongly associated than self-reported activity with a key marker of cardiometabolic health—BMI. Fitbit and self-reported activity measurements were moderately correlated for overall activity, total active time, and nearly so for vigorous activity, but associations with BMI were typically stronger for Fitbit compared to self-reported activity from the IPAQ, particularly for higher intensity activities (moderate and vigorous activity) and summary measures (time spent actively and steps/d), both in separate regression models and head-to-head combined models.
Our study found only modest correlations between self-report and device data, a phenomenon that has been previously described [39,40]. The stronger moderate correlation observed for overall activity between Fitbit and IPAQ ($r_s=0.48$) agrees with previously reported values of correlations between self-report and device data for general physical activity measurements [13].

Our models estimated that Fitbit-measured steps/d, a common measure of overall physical activity derived from wearable activity trackers, was associated with about twice as much difference in BMI as self-reported MET-h/wk, the IPAQ summary measure encapsulating overall physical activity. This is consistent with 3 recent studies using medical-grade accelerometers that found stronger associations with BMI compared to self-report—one in a representative sample of over 4700 adults in the United States [22], one of nearly 500 adults in Malaysia [23], and a third of 317 in Chile that also demonstrated stronger associations with other cardiometabolic risk markers such as fasting glucose and lipid levels [25]. Our twofold larger association also approximates that found in a study of over 80,000 participants in the United Kingdom, in which there was typically a 5-6-year discrepancy between self-report and accelerometer data collection [24]. Our study is the first such analysis to estimate comparative associations with BMI by using activity measurements acquired from consumer wearable activity trackers under free-living conditions that were collected during the same period of time, providing a within-subject control for activities performed. The larger coefficient for the activity tracker measures in this study thus cannot by explained by differences in the actual activity levels between data collection for the wearable devices and self-report. The effect magnitudes estimated in this study are also consistent with studies estimating the activity-BMI relationship separately using objective and self-report methods [12,41].

Across all standardized unit activity measurements from both Fitbit and self-report, Fitbit steps/d was associated with a substantial difference in BMI per SD increase ($\beta=1.37$, $P<0.001$). Measurements from Fitbit but not IPAQ remained significantly associated with BMI in regression models that were specified with both for overall activity, total active time, moderate activity, and vigorous activity, thereby suggesting that Fitbit data captures BMI-relevant variability in physical activity better than self-report. Taken together, these findings suggest that Fitbits are advantageous in comparison to self-report primarily because they provide more informative measurements of moderate-to-vigorous physical activity and overall physical activity (steps/d or total active time).

If we assume that these Fitbit associations reflect entirely causal effects of physical activity on BMI (ie, no residual confounding), the impact of Fitbit-measured physical activity can be described in terms that could be useful for clinician-patient interactions and other purposes. For example, 1 SD increase in steps/d measured by Fitbit (3663 steps/d) was associated with a BMI that was 1.37 kg/m² lower in this study. Such step increases are reasonably attainable given that prospective interventions with activity trackers have demonstrated typical step/d increases of about 2500 [42,43]. It is worth noting, though, that more modest decreases in BMI are typically observed in prospective observational studies and trials using activity tracker interventions [43,44], and the relationship between BMI and physical activity when using a wearable activity tracker is still unclear. For example, a recent randomized trial providing obese participants with a diet and exercise intervention along with a wearable activity tracker found that the group receiving the device lost significantly less weight over 2 years [45]. However, the techniques to increase physical activity most effectively and otherwise modify behavior to induce healthy weight loss remains unclear [46].

This study has several limitations. Although our participants self-reported physical activity levels that were similar to those mentioned in previous multinational studies (about 36 MET-h/wk) [11], our Fitbit-measured levels of activity (median 8622 steps/d) were higher than previous estimates from nationally representative samples (about 6500 steps/d) [29]. This likely reflects healthy volunteer bias in the Health eHeart Study, but associations with BMI should still be valid given the range of activity levels reflected in the study. The high step counts in this study might also reflect a bias toward increased device adherence when exercising more often than usual, although such systematic overestimation might not affect associations with BMI. Generalizability is limited by the sample’s demographic homogeneity and intrinsic self-selection biases. For example, individuals who self-select to use an activity tracker consistently over time such as our participants likely differ in unclear ways from those who abandon the device rapidly or use it infrequently. Participants could receive feedback on activity via their Fitbit, which could influence recall for the IPAQ and bias estimate comparisons. We conducted a large number of analyses and presented $P$ values for many of them to illustrate the potential role of chance; it is important for readers to note that we did not correct for multiple comparisons, on the grounds that our hypotheses are separable and not merely equivalent paths to achieving statistical equivalence for a single global hypothesis test. However, it is certainly possible that one or more of the statistically significant findings that we observed occurred by chance. Lastly, we recognize that step-counting algorithms have evolved over the study period, but the predictive advantages of wearables will likely increase over time as algorithms improve and become more accurate.

Objective measurements of moderate and vigorous activity that were less than self-reported values could reflect a wearable activity tracker’s inability to detect activities such as biking or user behavior such as removing a device before swimming, but failing to capture these activities could be expected to weaken BMI associations for Fitbit-derived measures only and would not account for the larger BMI associations for Fitbit in this study. Future studies comparing objective and subjective measurements of activity using commercially available accelerometers designed to also capture such activities would help clarify this point.

In summary, our study provides evidence that wearable activity trackers such as Fitbits provide information about physical activity that is likely more clinically meaningful than self-report. The health benefits of physical activity span numerous disease processes responsible for significant morbidity and mortality...
such that improving physical activity measurement could significantly impact public health. As the risk attributable to physical inactivity and obesity from noncommunicable diseases such as coronary heart disease continues to grow worldwide [48,49], objective measurements of physical activity from Fitbit and similar wearable activity trackers may play an increasingly important role in improving health through physical activity measurement [50].

In conclusion, in this cross-sectional analysis of Health eHeart Study participants using their Fitbit devices in free-living conditions, step measurements from Fitbits were more strongly associated with BMI than self-reported activity from the same period, particularly for higher intensity activity and summary measures of activity. Fitbit measurements were only moderately or weakly correlated with self-reported physical activity. Wearable activity trackers such as Fitbit likely provide more meaningful data than self-report with respect to weight for clinicians, researchers, and patients.
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Abstract

Background: The recent widespread availability of augmented reality via smartphone offers an opportunity to translate cue exposure therapy for smoking cessation from the laboratory to the real world. Despite significant reductions in the smoking rates in the last decade, approximately 13.7% of the adults in the United States continue to smoke. Smoking-related cue exposure has demonstrated promise as an adjuvant therapy in the laboratory, but practical limitations have prevented its success in the real world. Augmented reality technology presents an innovative approach to overcome these limitations.

Objective: The aim of this study was to develop a smartphone app that presents smoking-related augmented reality images for cue exposure. Smokers provided feedback on the images and reported on the perceived urge to smoke, qualities of reality/coexistence, and general feedback about quality and functioning. The feedback was used to refine the augmented reality images within the app.

Methods: In collaboration with an augmented reality design company, we developed 6 smoking-related images (cigarette, lighter, ashtray, lit cigarette in ashtray, etc) and 6 neutral images similar in size or complexity for comparison (pen, eraser, notebook, soda bottle with droplets, etc). Ten smokers completed a survey of demographic characteristics, smoking history and behavior, dependence on nicotine, motivation to quit smoking, and familiarity with augmented reality technology. Then, participants viewed each augmented reality image and provided ratings on 10-point Likert scales for urge to smoke and reality/coexistence of the image into the scene. Participants were also queried with open-ended questions regarding the features of the images.

Results: Of the 10 participants, 5 (50%) had experienced augmented reality prior to the laboratory visit, but only 4 of those 5 participants used augmented reality at least weekly. Although the sample was small (N=10), smokers reported significantly higher urge to smoke after viewing the smoking-related augmented reality images (median 4.58, SD 3.49) versus the neutral images (median 1.42, SD 3.01) (Z=–2.14, P=.03; d=0.70). The average reality and coexistence ratings of the images did not differ between smoking-related and neutral images (all P>.29). Augmented reality images were found on average to be realistic (mean [SD] score 6.49 [3.11]) and have good environmental coexistence (mean [SD] score 6.93 [3.04]) and user coexistence (mean [SD] score 6.38 [3.27]) on the 10-point scale. Participant interviews revealed some areas of excellence (eg, details of the lit cigarette) and areas for improvement (eg, stability of images, lighting).
Conclusions: All images were generally perceived as being realistic and well-integrated into the environment. However, the smoking augmented reality images produced higher urge to smoke than the neutral augmented reality images. In total, our findings support the potential utility of augmented reality for cue exposure therapy. Future directions and next steps are discussed.

(JMIR Mhealth Uhealth 2020;8(12):e21643) doi:10.2196/21643
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Introduction

Augmented reality is an emerging technology that could provide a novel and exciting treatment strategy for substance use disorders [1]. Augmented reality superimposes virtual, digital objects into the real world environment, often via a smartphone or a tablet [2]. The advantages of augmented reality as a treatment modality include its scalability and application in the real world environment (vs treatment in a clinic). To date, augmented reality has been used primarily in gaming and retail phone apps as well as for training purposes in the medical field [3,4]. With respect to behavioral treatments, augmented reality has mainly been tested for the treatment of specific phobias via cue exposure, with promising outcomes [5]. We propose that augmented reality might be particularly well suited for the treatment of substance use disorders, and we begin by focusing on tobacco dependence.

Cigarette smoking is the leading preventable cause of morbidity and mortality in the United States [6]. Although tobacco use has declined over the past 50 years, smoking prevalence was reported to be 13.7% among adults in the United States in 2018 [7]. As such, developing more effective cessation interventions remains a public health priority.

There is a specific need for cessation interventions that reduce barriers to dissemination and implementation, and mobile health holds particular promise in this regard [8-11]. Moreover, harnessing recent advances in technology may increase the uptake of cessation treatment, while also targeting identified roadblocks to cessation. For example, in 2019, 81% of Americans reported owning a smartphone, which was up from 35% from only 7 years earlier, with 70% ownership even among low-income populations [12]. Further, among all smartphone owners in 2018, almost half reported using an app to monitor their health [13]. Thus, novel interventions that leverage advances in technology may be an ideal way to increase the reach and efficacy of smoking cessation treatments.

Through the display of virtual smoking cues superimposed upon smokers’ natural environment, augmented reality appears ideal for improving the long-term effects of cue exposure. Cue exposure therapy is based on the principles of Pavlovian conditioning [14,15], which when applied to drug behavior consists of the repeated presentation of smoking-related cues (ie, conditioned stimuli) without access to nicotine (ie, the unconditioned stimulus), resulting in the extinction of craving (ie, the conditioned response). Thus, cue exposure therapy typically consists of presenting a drug cue (eg, cigarette) to individuals multiple times while not allowing them to engage in the typical drug behavior (in this case, smoking), with the goal of extinguishing the urge to smoke in response to these cues. The ultimate clinical goal is to reduce the risk of smoking relapse when individuals encounter similar cues in their environment [16,17]. Cue exposure treatments have demonstrated efficacy in decreasing craving in the laboratory, but these effects are often short-lived as they do not generalize well beyond the extinction setting (eg, laboratory or clinic) into the real world [18,19]. Augmented reality allows the entire cue exposure session to take place in the real world, which could greatly enhance the efficacy of cue exposure treatment. Additionally, the COVID-19 pandemic has elevated the utility of mobile health interventions that move treatment from a clinic to a patient’s own environment.

To our knowledge, there have been no previous studies examining the potential of augmented reality for cue exposure treatment for substance use disorders. Thus, this paper presents the initial phase of designing and testing the usability of augmented reality stimuli in a small sample of smokers. The primary aim was to receive feedback on the stimuli and modify as needed.

Methods

Study Participants

Ten participants were recruited in October and November of 2019. Inclusion criteria were as follows: (1) ≥18 years of age; (2) currently smoking ≥3 cigarettes per day during the past year; (3) having a breath carbon monoxide (CO) level ≥5 ppm to verify smoking status; (4) motivated to quit smoking; (5) having a valid home address in the local area; (6) having a functioning telephone number; and (7) the ability to speak, read, and write in English. Exclusion criteria were regular use (eg, on more than one-third of tobacco use occasions) of other tobacco products or a household member already enrolled in the study.

Procedures

Smartphone App and Stimuli Development

A smartphone app was developed as a platform for presenting cue-reactivity stimuli as augmented reality images. The stimuli were consistent with the existing cue-reactivity literature and commonly used cues within the field [20-24]. Proximal smoking cues (eg, cigarettes, lighters, ashtrays) were developed, and for comparison purposes, we selected neutral cues that were similar in size and complexity to the smoking cues whenever feasible (eg, pencil, eraser, notebook). Single and compound cues, in conjunction with one motion cue, were used for smoking-related and neutral images. Neutral items represented the general
category of common school or office supplies, apart from a moving image (a soda bottle with condensation). Table 1 lists the type of cue (single, compound, motion item) for each category of cue (smoking-related or neutral) that was used.

The augmented reality design company, Hanke Design, created 12 initial images by using the above guidelines (Table 1). Some images (assets) were provided by the Unity [25] platform software, while others were purchased (ie, animated cigarette smoke). Image rendering was conducted to create images not available in the Unity library, including a pack of cigarettes and a soda bottle. In such instances, rendering was done using extrusion modeling and an additional app, Blender v.2.80 [26], which is a free and open-source 3D computer graphics software toolset for visual effects, motion graphics, and interactive 3D apps. The developer also used photos of a plate with a cigarette to render an ashtray since the asset was not available in the Unity library. Other assets, including the soda bottle and cigarette pack, were also captured using digital photography and by using extrusion modeling and the Blender software app to provide realistic augmented reality images. Initial steps by the research team includedcontacting the developers to discuss features, images, and overall design of the app. After all the features and images were determined, the company developed and deployed the initial app to the study team for review and staff testing. The research team tested the images and provided feedback regarding item features (color, orientation, size, texture, etc) through an iterative process until the images were deemed satisfactory. Next, the developers incorporated the images in a smartphone compatible app created to deliver the images to the participants. For example, features such as participant identification number, timed presentation of the augmented reality images, user-friendly urge and reality/coexistence ratings, and data (ID, order of viewing, ratings) storage and export capabilities were included. Figure 1 and Figure 2 are pictures of several of the final images. The video of an image placement and rating can be found in Multimedia Appendix 1.

Table 1. Types of cues for smoking and neutral augmented reality images.

<table>
<thead>
<tr>
<th>Type of cue, subtype</th>
<th>Smoking images</th>
<th>Neutral images</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Single cues</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single cue 1</td>
<td>Cigarette</td>
<td>Pen</td>
</tr>
<tr>
<td>Single cue 2</td>
<td>Pack of cigarettes</td>
<td>Notepad</td>
</tr>
<tr>
<td><strong>Compound cues</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compound cue 1</td>
<td>Pack of cigarettes with ashtray</td>
<td>Pencil and eraser</td>
</tr>
<tr>
<td>Compound cue 2</td>
<td>Cigarette and lighter</td>
<td>Pencil with notepad</td>
</tr>
<tr>
<td>Compound cue 3</td>
<td>Pack of cigarettes with lighter</td>
<td>Sticky notes and pen</td>
</tr>
<tr>
<td>Motion cue</td>
<td>Ashtray with lit cigarette emitting smoke</td>
<td>Soda bottle with condensation droplets and effervescence</td>
</tr>
</tbody>
</table>

Figure 1. A subset of digitally created augmented reality smoking-related and neutral cues.
Figure 2. Digitally created augmented reality smoking image superimposed on a user’s table in real time. This image includes the motion feature of smoke rising from the cigarette tip.

Participant Recruitment and In-Person Session

Participants were recruited through referrals from previous studies within our laboratory. Individuals were contacted by phone and they completed a brief phone screen for eligibility assessment. Eligible participants were invited to attend an in-person session, where the informed consent process was completed. After participants provided consent, a breath CO sample was collected to confirm smoking status. Participants completed a brief survey of demographics, smoking history, self-reported nicotine dependence, motivation to quit smoking, and familiarity with augmented reality. Participants were instructed on app use through an experimenter-guided user manual. The manual detailed how to position the images on the table and showed examples of sequential screenshots.

Participants were provided with an Apple 10XR iPhone with the augmented reality app to view each of the 12 images. Each participant was assigned a random order for viewing the images. After the experimenter selected the first image to be viewed, the app guided the participant on image placement upon a table that was empty apart from a tissue box placed to provide context for the augmented reality image. Participants were instructed to place an augmented reality–generated blue arrow (Figure 3) anywhere on the table. Once the blue arrow was placed where they liked, participants tapped on the blue arrow, which allowed the selected image to appear in the center of the arrow. Once the participants were satisfied with the placement, the image was locked into place by pressing the “Start” button that appeared at the bottom of the screen. The augmented reality image was visible for 1 minute, during which the participant was free to view the augmented reality image from multiple directions and distances. After 1 minute, the image disappeared from the screen and the app displayed Likert scale questions to obtain ratings on smoking urge and image reality/coexistence (Figure 4). Next, the experimenter asked open-ended questions to obtain general feedback on the image (discussed in further detail below). Once completed, the next augmented reality image was selected for viewing, and the process was repeated for each of the 12 augmented reality images. Sessions lasted approximately 1 hour, and participants were compensated US $35 for their time. All procedures were approved by the Advarra Institutional Review Board.
Figure 3. Screenshot of the digitally created blue placement circle.
Figure 4. Screenshot of a smoking urge rating after viewing the augmented reality image.

Measures

Baseline Variables

Self-report items assessed demographic variables (age, race, ethnicity, sex, and education with 8 categories from no high school to professional degree, and household income). Smoking and other tobacco use in the past month was also assessed (eg, “In the past month, how often have you smoked cigarettes on average?” with response categories of “no use in the past month,” “1-5 times per month,” “1-3 days a week,” “4-6 days a week,” and “7 days a week”). The number of previous cessation attempts (“In the past month, how many cigarettes per day have you smoked on average?”), motivation to quit smoking, and nicotine dependence were also assessed. Motivation to quit was assessed by 2 Yes/No items asking about plans to quit smoking in the next 3 and 6 months, 1 Likert scale item assessing confidence that they could stay off cigarettes for good if they tried to quit (1=“Not at all” to 5=“Very”), 1 Likert item rating how strongly they agree with the statement, “I am committed to quitting smoking” (1=“Not at all” to 5=“Very”), and the Contemplation Ladder, [27] a 10-point scale (1=“No thoughts of quitting smoking cigarettes” to 10=“Taking action to quit smoking cigarettes”). Tobacco dependence was measured by the 6-item Fagerström Test for Nicotine Dependence scale (FTND) [28]. The FTND items assess the number of cigarettes smoked per day, time to first smoked cigarette after waking, difficulty not smoking in places where smoking is prohibited, most difficult cigarette to give up (first one in the morning or any other), smoking more within the first 2 hours of the day, and smoking even when ill. We also assessed participants’ familiarity and past use of augmented reality by asking “Have you ever used any kind of augmented reality (AR) app before? (eg, augmented reality feature in Pokémon Go, Ikea or other furniture app, Snapchat filters, Google Sky Map, etc)”; the answer options were Yes/No/Don’t know and by asking “How frequently do you use augmented reality (AR) apps?” (ie, answer options were 7 days a week/4-6 days a week/1-3 days a week/1-5 times a month/less than once a month/Never/Don’t know).

Ratings of Augmented Reality Images

Urge (craving) to smoke was rated on a Likert scale (1=absolutely no urge to smoke to 10=strongest urge to smoke) (Figure 4). Three items assessed the quality of the augmented reality experience [29] using 10-point Likert scales: (1) a reality item captured the perceived realism of the augmented reality object, “How real did the object seem to you?” from 1=Not at all to 10=Very Real; (2) an environment coexistence item assessed the integration of the object into the surrounding environment, as seen on the smartphone screen, “How well did the object appear to be part of the scene?” from 1=Not at all to 10=Very Well; and (3) user coexistence captured the degree to which the user felt in the presence of the object, “How much did you feel the object was right there in front of you?” from 1=Not at all to 10=Very Much.
Additional Feedback on Images

After viewing each image, participants were asked for their open-ended feedback with the following questions: “What were your initial thoughts about the item?”, “Is there anything else that seems wrong, off, or not quite right about the item?”, “Do you have any other feedback that you think would improve the item?” Additional specific questions were asked about the 2 images with motion aspects (ie, lit cigarette in ashtray and soda bottle with droplets). Finally, we asked participants if they could recommend additional images that might elicit urges to smoke.

Statistical Analysis

Although this development study was not powered for inferential statistics, we nevertheless compared the median urge scores of smoking versus neutral augmented reality images by using the Wilcoxon signed-rank test after calculating each participant’s mean rating across smoking and neutral images. Cue reactivity would be indicated by higher urges elicited by the smoking images compared to the neutral images. Evidence of such cue reactivity is a necessary condition for subsequent cue exposure therapy designed to reduce conditioned urge. We also compared smoking and neutral images with respect to realism/coexistence.

Results

Sample Characteristics

Thirty-nine people were screened for eligibility. Seventeen individuals met the eligibility criteria, 15 were scheduled for a session, and 11 consented. One participant who gave consent did not meet the CO eligibility and thus did not participate in the session; therefore, only 10 participants were included in the analyses. The descriptive characteristics of the participants are summarized in Table 2. Of the 10 participants, 6 (60%) were males and the majority was white, non-Hispanic; 8 (80%) of them had an annual household income of less than US $40,000. All participants were daily smokers and smoked an average of 18 cigarettes per day. Participants’ nicotine dependence as indexed by the FTND demonstrated a full range of dependence levels in our sample. The average participant motivation to quit was moderately high, with all but 1 participant planning a quit attempt in the next 6 months.
Table 2. Statistical summary of the descriptive characteristics of the participants (N=10).

<table>
<thead>
<tr>
<th>Descriptive characteristics, variable, subvariable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>50.70 (9.84)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Latino, n (%)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Income $&lt;$US $40,000, n (%)</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Education $&lt;$ High school, n (%)</td>
<td>3 (30)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Black</td>
<td>2 (20)</td>
</tr>
<tr>
<td><strong>Smoking characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Cigarettes per day, mean (SD)</td>
<td>18.30 (6.57)</td>
</tr>
<tr>
<td>FTND\textsuperscript{a} total, mean (SD)</td>
<td>4.80 (2.39)</td>
</tr>
<tr>
<td><strong>Nicotine dependence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Low dependence</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Low-to-moderate dependence</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Moderate dependence</td>
<td>3 (30)</td>
</tr>
<tr>
<td>High dependence</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Other household members smoke, n (%)</td>
<td>3 (30)</td>
</tr>
<tr>
<td><strong>Plans to quit smoking, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Within 6 months</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Within 3 months</td>
<td>7 (70)</td>
</tr>
<tr>
<td><strong>Quitting motivation, mean (SD) scores</strong></td>
<td></td>
</tr>
<tr>
<td>Confidence in quitting (scale 1-5)</td>
<td>2.90 (1.37)</td>
</tr>
<tr>
<td>Commitment to quitting smoking (scale 1-5)</td>
<td>3.70 (1.06)</td>
</tr>
<tr>
<td>Contemplation ladder (scale 1-10)</td>
<td>6.10 (2.38)</td>
</tr>
<tr>
<td><strong>Augmented reality ever used, n (%)</strong></td>
<td>5 (50)</td>
</tr>
<tr>
<td><strong>Frequency of use of those who had used augmented reality, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>4-6 days/week</td>
<td>1 (20)</td>
</tr>
<tr>
<td>1-5 days/week</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Less than once/month</td>
<td>3 (60)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}FTND: Fagerström Test for Nicotine Dependence.

Ratings of Augmented Reality Images

Figure 5 shows the median ratings of urge to smoke and reality/coexistence across the 6 smoking-related images when compared to the median ratings across the 6 neutral images. As expected, participants reported higher ratings of smoking urge in response to the smoking stimuli (median 4.58) compared to neutral stimuli (median 1.42) ($Z=-2.14$, $P=.03$), with a moderate effect size (Cohen $d=0.70$). No significant differences were found in the average ratings of reality/coexistence between the categories of augmented reality images ($P>.29$). The average ratings of augmented reality images indicated that these images were realistic (mean [SD] score 6.49 [3.11]) and have both good environmental coexistence (mean [SD] score 6.93 [3.04]) and user coexistence (mean [SD] score 6.38 [3.27]). Multimedia Appendix 2 and Multimedia Appendix 3 show the mean ratings of each individual smoking-related and neutral cue (respectively) urge to smoke and reality/coexistence.
Participant Usability Feedback

Across the 12 items and 10 participants (120 reports), there were 18 mentions of the image moving, rolling, or floating above or off the table, 16 reports of the image items being either too big or too small, 16 comments regarding shadow/lighting oddities, 20 mentions of color inconsistencies or dislikes, 8 reports of pixilation problems, 16 mentions that the image or details of the image were not the same as their brand (smoking-related images only), and 21 comments regarding details that were missing (eg, no. 2 on the pencil, ashtray too dirty or too clean, lack of brand name on the cigarette filter). Although we were not focused on capturing the positive aspects of the stimuli per se, many participants offered comments referencing item realism (eg, “seemed realistic”), level of detail (eg, “pretty good graphics,” “really good, seemed detailed”), and urge response (eg, “made me want to have a cigarette”).

Regarding the 2 images with movement, all participants thought the movement element (smoke) of the lit cigarette looked realistic and moved in a realistic way. All but 2 participants thought the color and density of the smoke were realistic. One participant thought the smoke was too dark at the top, while the other thought it was too light. For the soda bottle with condensation dripping and effervescence, 7 of the 10 participants thought the movement elements looked realistic, while 3 did not really notice the movement. Among the participants who noticed the condensation movement, 6 said the droplets were perfect in size and transparency.

Participants’ recommendations for additional smoking-related images to include in the future were largely secondary or distal cues, that is, they suggested items that often co-occur with smoking but that are not necessary for smoking itself (coffee, alcohol, a joint, food, phones, car, crowds, TV, and other smokers).

Discussion

Principal Results

Twelve smoking and nonsmoking augmented reality images were created using the Unity platform, Blender, and a combination of digital photography and extrusion modeling. Average participant ratings were all above 6 on a 10-point scale, suggesting that the images were reasonably realistic and coexisted in the overall environment well. Although this development and usability study was not powered for inferential comparisons, the urge to smoke following the visualization of smoking-related images was rated significantly higher than that following the visualization of non–smoking-related images, with a robust effect size. This finding is consistent with the existing literature on cue reactivity using in vivo items [30], pictures [21], and virtual reality cues [31].

In the open-ended usability interviews, the participants found the images to be generally realistic and detailed. However, there were numerous issues with image stability, lighting, shadows, and sizing. A number of participants reported that image details were either missing or different from their brand, which may be a consequence of our design choice for items to not look like any specific brand but rather be representative of the class of object (to be generalizable to a range of individuals). Based on participant feedback and experimenter observation, we developed a set of “best practice” recommendations to maximize the quality of the augmented reality experience (Table 3).
Many of the difficulties mentioned above may be resolved as augmented reality hardware and software advances, and some may already be addressable with more extensive programming and budgets to support it. Although other platforms, including Autodesk Maya and Autodesk 3ds Max, do provide additional capabilities, the developers used Blender, as it was the most suitable low-cost option.

**Limitations**

There are several limitations to this development and usability study. First, although the augmented reality app can be used with any iPhone operating system device with augmented reality capabilities, a very recent model with an oversized screen was used in this study. Older models, smaller screens, or Android devices may have a different user experience in image quality or stability. Second, the smoking-related images chosen were a small sample of potentially relevant smoking stimuli. Although we selected items that are common to most smokers, there may be more potent triggers for some individuals, such as coffee and cigarette rolling papers. Likewise, the images that we chose were designed to be generic (ie, not tied to any specific brand, so as to be equally familiar to all participants). Brand-specific items may better elicit urges to smoke and appear more realistic to participants. Third, it is possible that the images intended to be neutral might nevertheless have elicited smoking urges in some participants. For example, if soda consumption had been reliably paired with smoking, the soda bottle could have been a conditioned stimulus rather than a neutral cue. Further, the laboratory setting in which participants viewed the augmented reality images was most likely dissimilar to their naturalistic smoking environments, which could have affected the ratings of smoking urges and reality/coexistence. Of course, the advantage of augmented reality is that the stimuli ultimately can be presented in smokers’ true smoking settings. Fourth, the results of this study may be limited by the small sample size of the participants.

**Conclusions**

To our knowledge, this is the first application of augmented reality technology to create smoking stimuli that can be further evaluated for cue exposure therapy for smoking cessation. Smoking-related augmented reality images were successfully created and demonstrated to elicit urges to smoke, which were very similar to previous findings with in vivo cues [20-24]. Thus, it should be possible to use these images to extinguish smoking urges during quit attempts in locations associated with smoking in the real world. This has the potential to increase the long-term efficacy of cue exposure therapy. The next step forward the development of a functional smoking cessation augmented reality app is to test both cue reactivity and extinction of urge to smoke (craving) in a carefully controlled, fully powered experimental setting. This would be followed by continued testing in smokers’ naturalistic environments and by the addition of other user-friendly app features designed to improve ease of use and treatment adherence. The inclusion of an app readily accessible to smokers may improve the reach of cue exposure therapy. Ultimately, augmented reality technology may prove to facilitate cue exposure treatment and to be an effective, portable, adjuvant to treatments for dependence on tobacco as well as other substances.
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Abstract

Background: Inhibitory control, or inhibition, is one of the core executive functions of humans. It contributes to our attention, performance, and physical and mental well-being. Our inhibitory control is modulated by various factors and therefore fluctuates over time. Being able to continuously and unobtrusively assess our inhibitory control and understand the mediating factors may allow us to design intelligent systems that help manage our inhibitory control and ultimately our well-being.

Objective: The aim of this study is to investigate whether we can assess individuals’ inhibitory control using an unobtrusive and scalable approach to identify digital markers that are predictive of changes in inhibitory control.

Methods: We developed InhibiSense, an app that passively collects the following information: users’ behaviors based on their phone use and sensor data, the ground truths of their inhibition control measured with stop-signal tasks (SSTs) and ecological momentary assessments (EMAs), and heart rate information transmitted from a wearable heart rate monitor (Polar H10). We conducted a 4-week in-the-wild study, where participants were asked to install InhibiSense on their phone and wear a Polar H10. We used generalized estimating equation (GEE) and gradient boosting tree models fitted with features extracted from participants’ phone use and sensor data to predict their stop-signal reaction time (SSRT), an objective metric used to measure an individual’s inhibitory control, and identify the predictive digital markers.

Results: A total of 12 participants completed the study, and 2189 EMAs and SST responses were collected. The results from the GEE models suggest that the top digital markers positively associated with an individual’s SSRT include phone use burstiness ($P=.005$), the mean duration between 2 consecutive phone use sessions ($P=.02$), the change rate of battery level when the phone was not charged ($P=.04$), and the frequency of incoming calls ($P=.03$). The top digital markers negatively associated with SSRT include the standard deviation of acceleration ($P<.001$), the frequency of short phone use sessions ($P<.001$), the mean duration of incoming calls ($P<.001$), the mean decibel level of ambient noise ($P=.007$), and the percentage of time in which the phone was connected to the internet through a mobile network ($P=.001$). No significant correlation between the participants’ objective and subjective measurement of inhibitory control was found.

Conclusions: We identified phone-based digital markers that were predictive of changes in inhibitory control and how they were positively or negatively associated with a person’s inhibitory control. The results of this study corroborate the findings of previous studies, which suggest that inhibitory control can be assessed continuously and unobtrusively in the wild. We discussed some potential applications of the system and how technological interventions can be designed to help manage inhibitory control.

(JMIR Mhealth Uhealth 2020;8(12):e21703) doi:10.2196/21703
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Introduction

Background

Inhibitory control, or inhibition, is the ability to inhibit prepotent responses to goal-irrelevant stimuli. It is one of our executive functions and is essential for sustained attention [1], working memory [2], and emotion regulation [3], which in turn contribute to our performance and well-being. Studies have shown that students who demonstrate better inhibitory control tend to be better at time management and achieve higher academic performance [4-9] and that employees who have higher inhibitory control are more likely to have higher motivation and productivity [10]. On the other hand, reduced inhibitory control can lead to attention problems and impulsive and addictive behaviors [11] (e.g., alcohol and drug addiction) [12]. Furthermore, many mental disorders are associated with impaired inhibitory control, including eating disorders [13], posttraumatic stress disorder [14], bipolar disorder [15], and schizophrenia [16].

Although some individuals have lower inhibitory control than others, our inhibitory control is not a stable trait. Instead, it fluctuates over time based on internal and environmental factors, such as our moods, activities, and the context or the surrounding environment we are in. For example, it has been shown that physical activities [17] and good sleep habits [18] have positive effects on inhibitory control. Furthermore, exposure to natural landscapes can enhance one’s inhibitory control. People who were exposed to natural landscapes showed a higher ability for future valuation (i.e., an individual’s willingness to wait for a longer period of time in exchange for a larger reward) and delayed gratification compared with those exposed to urban environments [19]. Moreover, even just showing participants images of natural environments could significantly reduce their impulsive decision making compared with showing them images of human-made environments or geometric shapes [20].

As the ebbs and flows of inhibitory control consequently influence an individual’s daily behaviors, such as attentional ability [21], alcohol consumption [22,23], and antisocial and criminal behaviors [24], researchers have examined different approaches to assessing inhibitory control, including psychometric tests, physiological signals, and self-report questionnaires. For example, stop-signal task (SST) [25] is one of the most widely used psychometric tests; it measures participants’ reaction time to inhibit their prepotent response after seeing a stop signal. It has been used to predict the level of smokers’ craving for cigarettes [26]. Physiological signals, such as heart rate variability (HRV), also have been shown to be indicators of the level of an individual’s inhibitory control. Individuals with higher HRV tend to have higher inhibitory control, as HRV is associated with one’s ability to adjust in response to changes in the environment [27]. A number of self-control scales were used in studies that examined how people’s self-control contributes to regular exercise [28] and web game addiction [29]. However, most of the studies were conducted in laboratory settings and only focused on the inhibitory control of individuals with cravings or addiction. To measure inhibitory control in the wild, asking users to periodically complete psychometric tests or self-report questionnaires can be burdensome, as each session of psychometric tests normally takes about 5 min. Moreover, self-reported responses are likely to be biased by responders’ current inhibitory control [30,31]. Thus, assessing inhibitory control using self-reports may be subject to subjectivity and unreliability.

Some of the aforementioned factors that modulate inhibitory control, such as locations visited and physical activities, can be captured with smartphones or wearables. Behavioral patterns that are associated with changes in inhibitory control may also manifest themselves in people’s phone sensor data, such as their phone use patterns. Some previous work suggested that phone sensor data can be used to predict an individual’s cognitive performance [32]. However, the relationship between an individual’s inhibitory control and behavioral patterns has yet to be fully studied. HRV can also be collected continuously in the wild using a chest strap or a wristband. However, the reliability of phone sensor data, particularly for the purpose of assessing inhibitory control, has not been fully investigated so far.

Objectives

To this end, the goal of this study is to investigate measuring inhibitory control using a scalable approach within a broader population in addition to people who have problems with inhibitory control and markers indicative of changes in inhibitory control. We developed an iOS app and conducted a 4-week in-the-wild study to collect users’ phone sensor data, HRV, and subjective and objective measurements of their inhibitory control. We used the data to infer the changes in participants’ inhibitory control and to examine the factors that were associated with the changes. The contributions of this paper are 3-fold:

1. To the best of our knowledge, this is the first in-the-wild study that collected participants’ inhibitory control with objective and subjective measurements along with their phone sensor data and HRV. We also made our code for our InhibiSense publicly available on Github [33] so that other researchers can use the platform to conduct future studies.
2. We identified how different behaviors and contexts influenced people’s inhibitory control in the wild based on more than 1100 measurements collected from this study. We also used these predictors as features to train machine learning models to determine whether we could predict high and low inhibitory control.
3. Finally, we discussed the implications of the study and several applications of the system that can help us manage our behaviors and well-being in real-world scenarios.

Methods

System

We developed InhibiSense, an iOS study app that collects participants’ phone sensor data, HRV, ecological momentary assessment (EMA), and performance of SSTs (Figure 1). The collected data were temporarily stored on a participant’s phone...
and uploaded to our server when the participant’s phone was charged and connected to the internet through a Wi-Fi network. The details of each data type are described below.

**Figure 1.** Data collected on participants’ smartphones.

**Phone Sensor Data**

InhibiSense collected users’ phone sensor data continuously using the AWARE framework [34]. The AWARE framework provides application programming interfaces (APIs) that allow researchers to integrate phone sensor data logging and storing into their study apps. Specifically, the types of data we collected include participants’ GPS locations, Wi-Fi device names (service set identifier [SSID]), activities, ambient noise, networks, phone use, calls, battery status, and time.

**HRV**

HRV calculation is based on a person’s interbeat intervals, or RR intervals. We collected participants’ RR intervals using Polar H10 [35]. The RR intervals’ recordings were transmitted to InhibiSense via Bluetooth.

**EMA**

EMA is a method to repeatedly sample participants’ experiences in real time during a study [36]. We employed a valid EMA for inhibitory control that was suited for the context of our research [28]. It consisted of 6 questions regarding one’s inhibitory control at the present moment, such as “I have to force myself to stay focused” (Table 1). Participants were prompted to select a score for each question on a Likert scale ranging from 0 (Not at all) to 6 (Very much so) using a slider.
Table 1. Types of data collected during the study.

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic information</td>
<td>• Barratt Impulsiveness Scale</td>
<td>During the onboarding meeting</td>
</tr>
<tr>
<td></td>
<td>• Sex</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Age</td>
<td></td>
</tr>
<tr>
<td>Phone sensor</td>
<td>• Physical activity</td>
<td>Continuously</td>
</tr>
<tr>
<td></td>
<td>• Phone use</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Call</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Battery level</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• GPS location</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Wi-Fi service set identifier</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Ambient noise</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Network</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Time</td>
<td></td>
</tr>
<tr>
<td>Heart rate variability</td>
<td>Interbeat interval</td>
<td>Continuously</td>
</tr>
<tr>
<td>Ecological momentary</td>
<td>Six self-report questions asking about one’s inhibitory control at the moment, including the following:</td>
<td>Prompted every hour from 7 AM to 11 PM</td>
</tr>
<tr>
<td>assessment</td>
<td>• “I have to force myself to stay focused”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• “I am full of willpower”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• “I am having trouble pulling myself together”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• “I could resist any temptation”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• “I am having trouble paying attention”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• “I have no trouble bringing myself to do disagreeable things”</td>
<td></td>
</tr>
<tr>
<td>stop-signal task</td>
<td>Each session consisted of 80 trials, 60 of which were Go trials and 20 of which were stop trials. The order of the trials was randomized. A tracking method was used where the SSD was increased by 25 milliseconds if a stop error was made and decreased by 25 milliseconds if a stop was successful.</td>
<td>Prompted every hour from 7 AM to 11 PM following the completion of the ecological momentary assessment</td>
</tr>
</tbody>
</table>

SSD: stop-signal delay.

**SST**

SSTs are valid and widely used objective measurements for assessing inhibitory control [37]. They typically consist of 2 types of signals: go signals and stop signals. Stop signals appear at some random intervals, which are often referred to as stop-signal delays (SSDs), after go signals with a predetermined probability. Participants have to respond to go signals as quickly as they can and inhibit their response when they see a stop signal.

Our implementation of SST (Figure 2) consisted of 80 trials, 75% (60/80) of which were go trials and the rest were stop trials. The order of the trials was randomized during each session. Having a higher probability of showing a go signal is a recommended approach to preventing participants from strategically delaying their response and waiting for a stop signal. The interval of each trial was 1500 milliseconds. The stimuli disappeared immediately when a participant touched the screen. In each go trial, a letter L or R was shown with equal probability, and a participant had to tap the left or the right side of the screen, respectively. In a stop trial, the go signal was replaced with a stop signal X after an SSD, and a participant had to inhibit their response immediately. To estimate a participant’s stop-signal reaction time (SSRT) more accurately, we used the tracking method (the one-up-one-down method). The initial SSD was set to 250 milliseconds and then was increased by 25 milliseconds in the next stop trial after a successful stopping and was decreased by 25 milliseconds after an unsuccessful stopping.
Figure 2. Illustration of the stop-signal task implementation. During the task, Go trials and stop trials appeared in random orders. During a Go trial, a Go stimulus, either a letter "L" or a letter "R" was displayed, to which a participant had to respond. During a stop trial, a Go stimulus was first displayed and then followed by a stop signal "X" after a certain stop Signal Delay, in which a participant had to inhibit their response. At the beginning of each trial, the screen turned blank for 500ms followed by 500ms fixation duration with a "+" displayed at the center of the screen. SSD: stop-signal delay; SST: stop-signal task.

Study
The study lasted for 4 weeks. During the study, participants received push notifications for answering the EMA questions and completing the SST every hour, from 7 AM to 11 PM. Each task would expire in an hour. They were encouraged to wear the heart rate monitor for the entire day and were able to proceed with the task only if they were wearing it.

Recruitment
The study was approved by the Institutional Review Board at Cornell University. We used convenience sampling for our recruitment. During the onboarding meeting, participants were asked to fill out a demographic questionnaire, including their age range and sex, and a Barratt Impulsiveness Scale (BIS 11) questionnaire [38]. Then, they were informed of the flow of the study and signed a consent form. Each participant was given a Polar H10 to wear throughout the study. Finally, the participants installed InhibiSense on their phones and were instructed to complete a couple of practice sessions for SST to ensure that they fully understood the process. Participants were given compensation at the end of the study based on the number of sessions (US $1 for each session) they had completed.

Data Preprocessing and Feature Extraction
Our goal was to assess an individual’s inhibitory control at a more granular level, specifically every hour. As such, we needed to use the information on the context and physiological signals during the past hour to infer a participant’s inhibitory control at the end of the 1-hour window. We extracted passive sensing features from the phone sensor data and HRV features from their RR intervals during the 1-hour window before a participant started an SST. Specifically, the features from phone sensor data capture information on factors that are associated with changes in inhibitory control, including activities, phone use, surrounding environments, and sleep. We will describe our data preprocessing and feature extraction below.

Individual Inhibitory Control Baseline
The questions asked in BIS correspond to different order factors (dimensions). Specifically, 6 out of the total 30 questions correspond to order factor self-control, also known as trait inhibitory control. We added up the scores for the 6 questions and used it as the baseline inhibitory control.

Phone Sensor Features
Activity
Activity can be broken down into the following categories: total number of steps, distance traveled, activity type, and acceleration. We computed the percentage of time an individual was stationary, walking, running, automotive, cycling, and nonstationary (which includes all the activities except for being stationary) during each 1-hour window based on the inferred activities provided by Apple’s activity recognition API [39]. For acceleration, we computed the mean and standard deviation of a user’s acceleration (m/s²).

Phone Use
We computed phone use–related features as follows:
1. Phone use sessions: On the basis of screen unlock and lock events, we computed the burstiness (the number of phone use sessions), the number of short sessions (sessions less than 30 seconds) [40], the total duration of phone use, the mean and standard deviation of phone use duration, and the intervals between consecutive phone use sessions.
2. Call: The number and the mean duration of incoming and outgoing calls.
3. Battery: The frequency and percentage of time a user’s phone was being charged and the rate of battery level change when the phone was and was not being charged, respectively.

Environment
We computed environment-related features as follows:
1. Ambient noise: We computed the mean, median, and standard deviation of the frequency, loudness (dB), and power, namely root mean square, of ambient noise.
2. Location: We used the GPS coordinates and Foursquare API [41] to retrieve the semantic locations, namely, the categories of the places a participant visited. As the GPS
locations might sometimes be inaccurate, we obtained the categories of a user’s nearby locations within 50 m for each GPS location and aggregated all the distinct location categories within each window. As we were interested in investigating the relationship between the consistency of environments and a person’s inhibitory control, we also retrieved the locations that a participant had been to in the previous window (i.e., between 1 and 2 hours before the start of an SST) and computed the similarity of the locations visited between the 2 consecutive windows using the Jaccard, Dice, Second-Kulczynski, and Ochiai distance metrics [42-45].

3. Wi-Fi: We computed the similarity between the Wi-Fi device names (SSID) in 2 consecutive windows using the Jaccard, Dice, Second-Kulczynski, and Ochiai distance metrics. The presence of the individual SSIDs during a window was encoded as a binary vector, and the similarity metrics were then applied to the vectors.

4. Network: The percentage of time a user’s phone was connected to the internet and the percentage of time the phone was connected to the network through a mobile and Wi-Fi network, respectively.

Sleep
Sleep duration, sleep onset, and sleep offset were inferred based on participants’ phone use [46]. Sleep duration was clipped to 2 standard deviations from the mean to replace the outliers.

Time
Information on the day of the week, weekday or weekend, and the hour of the day was obtained based on the timestamps.

The features extracted for each type of sensor data are summarized in Textbox 1.
### Textbox 1. Features extracted from the sensor data.

**Physical activity**
- Mean and standard deviation of acceleration
- Number of steps
- Distance traveled
- Percentage of time a participant was stationary, walking, running, automotive, cycling

**Phone use**
- Phone use burstiness
- Frequency of short phone use sessions
- Mean and standard deviation of phone use durations (seconds) and intervals between consecutive phone use sessions

**Call**
- Frequency and duration (seconds) of incoming and outgoing calls

**Battery**
- Frequency and duration (seconds) of charging
- Mean change rate of battery level (units/second) when the phone was charged and not charged

**GPS location**
- Location category
- Jaccard, Dice, Second_Kulczynski, and Ochiai coefficients of location similarity

**Wi-Fi**
- Jaccard, Dice, Second_Kulczynski, and Ochiai coefficients for Wi-Fi service set identifier (SSID) similarity

**Ambient noise**
- Mean and standard deviation of frequency (Hz), loudness (dB), and sound root mean square (RMS)

**Network**
- Percentage of time the phone was connected to the internet through a Wi-Fi or mobile network or was not connected

**Time**
- Weekend or weekday
- Day of the week
- Hour of the day

**Sleep**
- Sleep onset and offset
- Hours of sleep

**Interbeat interval**
- Mean and standard deviation of heart rate
- Standard deviation of NN intervals
- Standard deviation of 5-min average NN intervals
- Root-mean-squared NN interval differences
- Standard deviation of NN interval differences
- Triangular index
- Relative power of low (0.04-0.15 Hz) and high (0.15-0.4 Hz) frequency band computed using Fast Fourier transform (FFT), Lomb-Scargle periodogram, and autoregressive method
HRV Features
To ensure the quality of the HRV features, HRV features were extracted if and only if an interval contained at least 5 min of continuous RR interval recordings. For windows that met the criteria, we first removed outlier and ectopic beats [47] and replaced them using cubic interpolation using the HRVanalysis package [48]. Then, the time-domain, frequency-domain, and nonlinear features were extracted using the pyHRV package [49] (Textbox 1).

SST Performance Metrics
SSRT is the amount of time it takes for a participant to inhibit their response, which is inversely correlated with one’s inhibitory control. A longer SSRT means lower inhibitory control and vice versa. We used the integration method based on the horse race theorem [25] to compute the central SSRT, the most reliable way to estimate SSRT, in each session. For each SSD in a given session, we computed the stop unsuccessful rate $p(response | signal)$ and the corresponding $n$th RT (the RT at the $n$th percentile) among the RT distribution in that session, where $n$ is equal to $(p(response | signal)\times 100)$. Then, we used linear interpolation to find the SSD where $p(response | signal)$ equals 0.5. Finally, the central SSRT in that session was obtained by subtracting the SSD from the 50th RT.

Outlier Exclusion
We excluded data points in which the stop unsuccessful rate was below 0.25 or above 0.75 and the estimated SSRT was below 50 milliseconds or above 1500 milliseconds [50].

Data Analysis
The Relationship Between Subjective and Objective Measurements of Inhibitory Control
To investigate how the different constructs of inhibitory control in the EMA are related to each other and how people perceive their own inhibitory control in comparison with their inhibitory control measured using SST, we computed the correlation coefficients between the different dependent variables using repeated measures correlation (RMCORR) [51,52]. Repeated measures correlation is used to measure the strength of the relationship between 2 variables in repeated measurements across different participants, which accounts for the intrainsividual associates between 2 measures.

Features Predictive of Changes in Inhibitory Control
To examine the predictive features for inhibitory control, namely, features that have significant main effects for estimating SSRT, we fitted 2 generalized estimating equation (GEE) [53] models with 2 different feature sets, one with only phone sensor features and the other with phone sensor features along with HRV features, to predict participants’ SSRT. GEE is a statistical model that is used to identify feature variables that have significant effects during repeated measurements and in the meantime to account for individual differences, which is particularly useful for analyzing the relationship between the predictors and outcomes in longitudinal studies. Developing models with these 2 feature sets helped us get a better understanding of how models perform using the least obtrusive manner, namely, by using only phone sensor data, and whether the models’ performance will improve when the information on HRV is accessible and incorporated.

In our analysis, the independent variables were the sensor features and their inhibitory control baseline derived from their BIS responses; the dependent variable was SSRT. We chose SSRT to be the dependent variable because we assumed that an individual’s inhibitory control is a continuum. Before fitting the models, we first removed features whose collinearity was above the variance inflation factor threshold [54] and then used the remaining features as the independent variables for the models. Gamma distribution was used in the GEE models to model the distribution of SSRT.

Predicting States of Inhibitory Control
After determining which features are more predictive of changes in inhibitory control, our next research question was whether we can automatically infer the state of a person’s inhibitory control using these features. To this end, we trained gradient boosting tree (GBT) [55] classifiers to classify whether an individual was in a high or low inhibitory control state with both feature sets (phone sensor features only and phone sensor features plus HRV features) after the predictive features were identified. A high or low inhibitory control state refers to an individual’s SSRT during an SST session was lower or higher than their overall median SSRT. GBT is a type of classifier that is more robust to outliers. The features were z-standardized before fitting into the classifiers. We used leave-one-subject-out cross-validation, where 1 participant’s data were held out for testing and a model was trained on the remaining participants’ data during each iteration, to evaluate the model performance. The metrics for the cross-validation are the mean accuracy and the area under the receiver operating characteristic curve (AUC-ROC) [56].

Results
Descriptive Statistics
A total of 22 participants signed up for the study; 10 of them dropped out in the middle of the study due to their school workloads. The remaining participants (their demographics are summarized in Table 2) completed 2189 tasks over the course of the study. After applying data preprocessing and outlier exclusion, data from 1107 sessions (mean 92.3, SD 67.4) were used for our analysis. Table 3 shows the cumulative number of tasks completed during the different hours; the data were roughly uniformly distributed across 9 AM to 11 PM. Figure 3 shows the mean SSRT at different times of day averaged across all the participants. Overall, participants had lower SSRT around 10 AM and 4 PM and higher SSRT around 7 AM and 3 PM; however, no statistically significant difference was found.
Table 2. Demographics of the participants (N=12).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>10 (83)</td>
</tr>
<tr>
<td>Male</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-22</td>
<td>7 (58)</td>
</tr>
<tr>
<td>23-27</td>
<td>2 (17)</td>
</tr>
<tr>
<td>28-32</td>
<td>2 (17)</td>
</tr>
<tr>
<td>38-42</td>
<td>1 (8)</td>
</tr>
</tbody>
</table>

Table 3. The cumulative numbers of completed tasks at different times of day N=1107.

<table>
<thead>
<tr>
<th>Time (hours)</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>26 (2)</td>
</tr>
<tr>
<td>8</td>
<td>34 (3)</td>
</tr>
<tr>
<td>9</td>
<td>55 (5)</td>
</tr>
<tr>
<td>10</td>
<td>61 (6)</td>
</tr>
<tr>
<td>11</td>
<td>65 (6)</td>
</tr>
<tr>
<td>12</td>
<td>66 (6)</td>
</tr>
<tr>
<td>13</td>
<td>82 (7)</td>
</tr>
<tr>
<td>14</td>
<td>68 (6)</td>
</tr>
<tr>
<td>15</td>
<td>80 (7)</td>
</tr>
<tr>
<td>16</td>
<td>84 (8)</td>
</tr>
<tr>
<td>17</td>
<td>73 (7)</td>
</tr>
<tr>
<td>18</td>
<td>65 (6)</td>
</tr>
<tr>
<td>19</td>
<td>73 (7)</td>
</tr>
<tr>
<td>20</td>
<td>64 (6)</td>
</tr>
<tr>
<td>21</td>
<td>76 (7)</td>
</tr>
<tr>
<td>22</td>
<td>73 (7)</td>
</tr>
<tr>
<td>23</td>
<td>60 (5)</td>
</tr>
</tbody>
</table>

Figure 3. Mean stop-signal reaction time at different times of day. The shaded area indicates 95% CIs. SSRT: stop-signal reaction time.
The distribution of participants’ responses to the individual EMA questions and their SSRT are shown in Figures 4 and 5, respectively. Participant P9 had an overall shorter SSRT compared with the other participants. In the meantime, this participant also had a higher average stop unsuccessful rate. We found that all the EMA questions had strong RMCCORR with each other (all the \( P \) values were <.001). Conversely, none of the EMA questions had significant RMCCORR with SSRT, except that the responses for the EMA question “I am having trouble pulling myself together” had a marginal positive correlation with SSRT (RMCCORR=0.041; 95% CI -0.01 to 0.09; \( P = .09 \)). No statistically significant RMCCORR between the aggregated EMA score (the scores for the negatively worded questions were first inverted before being added together) and SSRT was found. Figure 6 shows the relationship between participants’ aggregated EMA scores and their SSRTs.

**Figure 4.** Distribution of the responses for the individual ecological momentary assessment questions. EMA: ecological momentary assessment.
Features Predictive of Changes in Inhibitory Control

Table 4 shows the coefficients and their corresponding confidence intervals of the individual phone sensor features for predicting SSRT estimated by the GEE model. The features that had statistically significant effects on predicting SSRT include an individual’s internal factors and factors associated with their activity, phone use, and the surrounding environment. It is worth noting that an individual’s SSRT and inhibitory control are inversely related. In other words, a higher SSRT implies a lower inhibitory control, and vice versa.
Table 4. The coefficients for all the phone sensor features for predicting stop-signal reaction time estimated by the generalized estimating equation model. A positive coefficient implies that the feature is associated with higher stop-signal reaction time (lower inhibitory control).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Estimated coefficient (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual inhibitory control baseline</td>
<td>1.04 (0.42 to 1.66)</td>
<td>.001</td>
</tr>
<tr>
<td>Phone use burstiness</td>
<td>0.0213 (0.006 to 0.036)</td>
<td>.005</td>
</tr>
<tr>
<td>Mean duration between 2 consecutive phone use sessions</td>
<td>4.791e-08 (8.11e-09 to 8.77e-08)</td>
<td>.02</td>
</tr>
<tr>
<td>Frequency of short phone use sessions</td>
<td>-0.0204 (-0.028 to -0.012)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change rate of battery level when the phone was not charged</td>
<td>0.0479 (0.002 to 0.093)</td>
<td>.04</td>
</tr>
<tr>
<td>Frequency of incoming calls</td>
<td>0.1333 (0.011 to 0.256)</td>
<td>.03</td>
</tr>
<tr>
<td>Mean duration of incoming calls</td>
<td>-0.0066 (-0.01 to 0.000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Standard deviation of acceleration</td>
<td>-0.4009 (-0.624 to -0.177)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Standard deviation of ambient noise frequency</td>
<td>-3.811e-05 (-7.04e-05 to -5.83e-06)</td>
<td>.02</td>
</tr>
<tr>
<td>Mean decibel level of ambient noise</td>
<td>-0.5267 (-0.912 to -0.141)</td>
<td>.007</td>
</tr>
<tr>
<td>Percentage of time connected to the internet through a mobile network</td>
<td>-0.1717 (-0.270 to -0.074)</td>
<td>.001</td>
</tr>
<tr>
<td>Jaccard coefficient of location similarity</td>
<td>-0.0415 (-0.078 to -0.005)</td>
<td>.03</td>
</tr>
<tr>
<td>In outdoor or recreational locations during the hour before the past hour</td>
<td>-0.0682 (-0.120 to -0.016)</td>
<td>.01</td>
</tr>
<tr>
<td>In residential buildings during the hour before the past hour</td>
<td>0.0719 (0.001 to 0.142)</td>
<td>.045</td>
</tr>
<tr>
<td>In residential buildings during the past hour</td>
<td>0.1185 (0.002 to 0.235)</td>
<td>.046</td>
</tr>
<tr>
<td>Mean change rate of battery level when the phone was charged</td>
<td>-0.0074 (-0.016 to 0.093)</td>
<td>.08</td>
</tr>
<tr>
<td>Frequency of charging</td>
<td>0.0116 (-0.037 to 0.060)</td>
<td>.64</td>
</tr>
<tr>
<td>Total duration of charging</td>
<td>1.084e-05 (-2.26e-05 to 4.43e-05)</td>
<td>.53</td>
</tr>
<tr>
<td>Hours of sleep</td>
<td>-0.0102 (-0.023 to 0.003)</td>
<td>.12</td>
</tr>
<tr>
<td>Mean phone use duration</td>
<td>3.971e-08 (-6.78e-09 to 8.62e-08)</td>
<td>.09</td>
</tr>
<tr>
<td>Standard deviation of phone use durations</td>
<td>3.536e-08 (-3.29e-08 to 1.04e-07)</td>
<td>.31</td>
</tr>
<tr>
<td>Standard deviation of durations between 2 consecutive screen unlocks</td>
<td>6.596e-08 (-2.11e-08 to 1.53e-07)</td>
<td>.14</td>
</tr>
<tr>
<td>Frequency of outgoing calls</td>
<td>0.0151 (-0.026 to 0.056)</td>
<td>.47</td>
</tr>
<tr>
<td>Total duration of outgoing calls</td>
<td>-6.287e-05 (-0.001 to 0)</td>
<td>.50</td>
</tr>
<tr>
<td>Percentage of time being stationary</td>
<td>-0.1276 (-0.275 to 0.020)</td>
<td>.09</td>
</tr>
<tr>
<td>Standard deviation of the decibel level of ambient noise</td>
<td>0.0282 (-0.294 to 0.351)</td>
<td>.86</td>
</tr>
<tr>
<td>Mean RMS(^a) level of ambient noise</td>
<td>0.0003 (-0.001 to 0.001)</td>
<td>.50</td>
</tr>
<tr>
<td>Standard deviation of the RMS level of ambient noise</td>
<td>-0.0002 (-0.002 to 0.001)</td>
<td>.77</td>
</tr>
<tr>
<td>In locations for arts or entertainment during the past hour</td>
<td>-0.0259 (-0.157 to 0.105)</td>
<td>.70</td>
</tr>
<tr>
<td>In professional or other places during the past hour</td>
<td>0.1102 (-0.028 to 0.248)</td>
<td>.12</td>
</tr>
</tbody>
</table>

\(^a\)RMS: root mean square.

Specifically, in terms of internal factors, individual inhibitory control baseline had a significant positive effect on predicting SSRT (95% CI 0.421-1.662; \(P=0.001\)), that is, lower trait inhibitory control (higher self-reported score in BIS) was associated with higher SSRT (lower inhibitory control). Regarding activity, the standard deviation of acceleration had a significant negative effect (95% CI -0.624 to -0.177; \(P<0.001\)); larger changes in one’s movement were associated with higher inhibitory control. As for phone use, phone use burstiness (95% CI 0.006-0.036; \(P=0.05\)), the mean duration between 2 consecutive phone use sessions (95% CI 8.11e-09-8.77e-08; \(P=0.02\)), the change rate of battery level when the phone was not charged (95% CI 0.002-0.093; \(P=0.04\)), and the frequency of incoming calls (95% CI 0.011-0.256; \(P=0.03\)) had significant positive effects on predicting SSRT (associated with lower inhibitory control), whereas the frequency of short phone use sessions (95% CI -0.028 to -0.012; \(P<0.001\)) and the mean duration of incoming calls (95% CI -0.001 to 0.000; \(P<0.001\)) had significant negative effects (associated with higher inhibitory control).

With regard to surrounding environments, the standard deviation of the frequency of ambient noise (95% CI -7.04e-05 to -5.83e-06; \(P=0.02\)), the mean decibel level of ambient noise (95% CI -0.912 to -0.141; \(P=0.007\)), the percentage of time in which the phone was connected to the internet through a mobile network had significant negative effects (associated with higher inhibitory control).
network (95% CI -0.027 to -0.074; $P=.001$), the Jaccard similarity coefficient for the locations visited during the past 2 hours (95% CI -0.078 to -0.005; $P=.03$), and whether an outdoor recreational place was visited during the past hour (95% CI -0.12 to -0.016; $P=.01$) had significant negative effects on predicting SSRT (associated with higher inhibitory control), whereas whether a participant was in a residential building in the past hour (95% CI 0.02-0.235; $P=.046$) and the hour before (95% CI 0.001-0.142; $P=.045$) had significant positive effects (associated with lower inhibitory control). The GEE model had an $R^2$ score of 0.22.

### Table 5. Comparison of prediction accuracy and the area under the receiver operating characteristic curve of the different machine learning models (%).

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Model</th>
<th>Baseline$^a$</th>
<th>LOSO$^b$</th>
<th>Mixed (10%)$^c$</th>
<th>Mixed (20%)</th>
<th>Mixed (30%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC$^d$</td>
<td></td>
<td>50.0</td>
<td>55.4</td>
<td>52.8</td>
<td>53.0</td>
<td>53.4</td>
</tr>
<tr>
<td>AUC-ROC$^e$</td>
<td></td>
<td>50.0</td>
<td>57.4</td>
<td>57.9</td>
<td>58.3</td>
<td>60.0</td>
</tr>
</tbody>
</table>

$^a$Model that gives predictions by chance.  
$^b$LOSO: leave-one-subject-out.  
$^c$The portion of data from the test participant used for training.  
$^d$ACC: accuracy.  
$^e$AUC-ROC: the area under the receiver operating characteristic curve.

### Predicting High and Low Inhibitory Control

The mean accuracy and ROC-AUC of leave-one-subject-out cross-validation were 55.4% and 57.4%, respectively, for models trained only with phone sensor features (Table 5). To further examine whether including partial data from an unseen participant can improve a model’s performance, we trained mixed models using different amounts (from 10% to 30%) of the test participant’s data. In other words, during each iteration, a certain amount of the test participant’s data along with the other participants’ data were used for training, and the model was tested on the remaining test participant’s data (which was not seen by the model during the training). The ROC-AUC slightly increased after more data from each test participant were included for training.

### Features Predictive of Inhibitory Control After Including HRV Features

To include HRV features for our analysis, we first removed data points that contained missing or incomplete HRV features (details about data preprocessing are given in the Methods section). After data cleaning, we had a total of 577 data points. For comparison, we applied the same set of analyses as we did for phone sensor features. After removing features that had high colinearity, the features that were included in the analysis were the standard deviation of heart rate, the standard deviation of the average NN intervals during each 5-minute segment (SDANN), the root mean square of the successive differences (RMSSD), and the relative power of high frequency (HF) bands.

The predictive features after HRV features were taken into account are similar to the predictive features given by the GEE model fitted with phone sensor features. Specifically, individual inhibitory control baseline had a significant positive effect on predicting SSRT (95% CI 0.177-1.498; $P=.01$), that is, lower trait inhibitory control was associated with lower inhibitory control. Regarding activity, the standard deviation of acceleration had a significant negative effect on predicting SSRT (95% CI -0.518 to -0.052; $P=.02$), whereas the percentage of time being stationary had a significant positive effect (95% CI 0.012-0.229; $P=.03$). In other words, larger changes in one’s movements were associated with higher inhibitory control. With regard to phone use, the mean phone use duration (95% CI 1.77e-08-1.05e-07; $P=.006$) and the mean change rate of battery level when the phone was not charged (95% CI 0.005-0.164; $P=.004$) had significant positive effects on predicting SSRT (associated with lower inhibitory control), whereas the mean duration of incoming calls (95% CI -0.001 to 0.000; $P=.007$) and the number of short sessions (95% CI -0.047 to -0.025; $P<.001$) had significant negative effects (associated with higher inhibitory control). With regard to surrounding environments (also start this sentence with a new paragraph), the standard deviation of the frequency of ambient noise (95% CI -9.16e-05 to -3.01e-05; $P<.001$), the percentage of time the phone was connected to the internet through a mobile network (95% CI -0.249 to -0.039; $P=.007$), and the Jaccard coefficient of location similarity between 2 consecutive hours (95% CI -0.095 to -0.041; $P<.001$) had significant negative effects (associated with higher inhibitory control). In addition, we found that hours of sleep (95% CI -0.034 to -0.005; $P=.008$) and the standard deviation of heart rate (95% CI -7.62e-05 to 0.000; $P=.002$) also had significant effects on predicting SSRT. The estimated coefficients for the individual features are summarized in Table 6. The GEE model had an $R^2$ score of 0.25. Similarly, we trained GBT classifiers to examine whether adding additional HRV features could improve the performance of the models. With leave-one-subject-out cross-validation, the mean AUC-ROC slightly improved to 0.62.
Table 6. The coefficients for all the phone sensor and heart rate variability features for predicting stop-signal reaction time estimated by the generalized estimating equation model. A positive coefficient implies that the feature is associated with higher stop-signal reaction time (lower inhibitory control).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Estimated coefficient (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual inhibitory control baseline</td>
<td>0.8378 (0.177 to 1.498)</td>
<td>.01</td>
</tr>
<tr>
<td>Hours of sleep</td>
<td>−0.0193 (−0.034 to −0.005)</td>
<td>.008</td>
</tr>
<tr>
<td>Phone use burstiness</td>
<td>0.0357 (0.023 to 0.048)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean phone use duration</td>
<td>6.148e−08 (1.77e−08 to 1.05e−07)</td>
<td>.006</td>
</tr>
<tr>
<td>Mean duration between 2 consecutive phone use sessions</td>
<td>8.787e−08 (5.23e−08 to 1.23e−07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Frequency of short phone use sessions</td>
<td>−0.0357 (−0.047 to −0.025)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change rate of battery level when the phone was not charged</td>
<td>0.0843 (0.005 to 0.164)</td>
<td>.04</td>
</tr>
<tr>
<td>Mean duration of incoming calls</td>
<td>−0.0005 (−0.001 to 0)</td>
<td>.007</td>
</tr>
<tr>
<td>Percentage of time being stationary</td>
<td>0.1205 (0.012 to 0.229)</td>
<td>.03</td>
</tr>
<tr>
<td>Standard deviation of acceleration</td>
<td>−0.2852 (−0.518 to −0.052)</td>
<td>.02</td>
</tr>
<tr>
<td>Standard deviation of ambient noise frequency</td>
<td>−6.081e−05 (−9.16e−05 to −3.01e−05)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percentage of time connected to the internet through a mobile network</td>
<td>−0.1436 (−0.249 to −0.039)</td>
<td>.007</td>
</tr>
<tr>
<td>Jaccard coefficient of location similarity</td>
<td>−0.0682 (−0.095 to −0.041)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Standard deviation of heart rate</td>
<td>−0.0002 (−7.62e−05 to 0)</td>
<td>.002</td>
</tr>
<tr>
<td>Frequency of incoming calls</td>
<td>0.13 (−0.01 to 0.28)</td>
<td>.08</td>
</tr>
<tr>
<td>Frequency of outgoing calls</td>
<td>0.0249 (−0.023 to 0.073)</td>
<td>.31</td>
</tr>
<tr>
<td>Total duration of outgoing calls</td>
<td>−6.084e−05 (−0.001 to 0.000)</td>
<td>.58</td>
</tr>
<tr>
<td>Standard deviation of phone use durations</td>
<td>7.581e−08 (1.72e−08 to 1.69e−07)</td>
<td>.11</td>
</tr>
<tr>
<td>Standard deviation of durations between 2 consecutive screen unlocks</td>
<td>7.451e−08 (4.62e−08 to 1.95e−07)</td>
<td>.23</td>
</tr>
<tr>
<td>Frequency of charging</td>
<td>0.0038 (−0.037 to 0.045)</td>
<td>.86</td>
</tr>
<tr>
<td>Total duration of charging</td>
<td>−7.94e−06 (−4.78e−05 to 3.2e−05)</td>
<td>.70</td>
</tr>
<tr>
<td>Mean change rate of battery level when the phone was charged</td>
<td>0.0174 (−0.034 to 0.069)</td>
<td>.51</td>
</tr>
<tr>
<td>Mean decibel level of ambient noise</td>
<td>−0.2963 (−0.663 to 0.070)</td>
<td>.11</td>
</tr>
<tr>
<td>Standard deviation of the decibel level of ambient noise</td>
<td>0.1669 (−0.305 to 0.639)</td>
<td>.49</td>
</tr>
<tr>
<td>Mean RMS(^a) level of ambient noise</td>
<td>−0.0003 (−0.002 to 0.001)</td>
<td>.70</td>
</tr>
<tr>
<td>Standard deviation of the RMS level of ambient noise</td>
<td>−0.0001 (−0.002 to 0.001)</td>
<td>.87</td>
</tr>
<tr>
<td>In outdoor or recreational locations during the hour before the past hour</td>
<td>−0.0123 (−0.044 to 0.019)</td>
<td>.44</td>
</tr>
<tr>
<td>In residential buildings during the hour before the past hour</td>
<td>0.1663 (−0.030 to 0.363)</td>
<td>.10</td>
</tr>
<tr>
<td>In locations for arts or entertainment during the past hour</td>
<td>−0.0816 (−0.218 to 0.054)</td>
<td>.24</td>
</tr>
<tr>
<td>In professional or other places during the past hour</td>
<td>0.0688 (−0.134 to 0.271)</td>
<td>.51</td>
</tr>
<tr>
<td>In residential buildings during the past hour</td>
<td>−0.0608 (−0.234 to 0.113)</td>
<td>.49</td>
</tr>
<tr>
<td>SDANN(^b)</td>
<td>−0.0003 (−0.001 to 0.000)</td>
<td>.32</td>
</tr>
<tr>
<td>RMSSD(^c)</td>
<td>−0.0003 (−0.001 to 0.001)</td>
<td>.58</td>
</tr>
<tr>
<td>Relative power of FFT(^d) high-frequency band</td>
<td>0.0011 (−0.003 to 0.005)</td>
<td>.59</td>
</tr>
</tbody>
</table>

\(^a\)RMS: root mean square.
\(^b\)SDANN: standard deviation of the average NN.
\(^c\)RMSSD: root mean square of the successive differences.
\(^d\)FFT: Fast Fourier transform.
Discussion

Principal Findings

The aim of this study is to investigate the feasibility of using smartphones and wearable sensor data to unobtrusively assess an individual’s inhibitory control in the wild. We conducted a 4-week longitudinal study with 12 participants, collecting their sensor data continuously along with more than 1000 SST responses. We fitted GEE models with features extracted from their sensor data to analyze the main effects of the individual features and trained GBT classifiers to examine whether it is possible to classify different states of inhibitory control using these predictive features.

Activity

The results showed that higher levels of physical activity, which was reflected in their accelerometer data, had a positive association with an individual’s inhibitory control. This corroborates findings from the literature regarding the link between inhibitory control and exercise across different individuals [17,57]. In our study, the link between exercise and inhibitory control was also observed at an individual level. With more granular information on an individual’s physical activity, we can even potentially investigate how the intensity and the duration of physical activity impact an individual’s inhibitory control and how long the effects last in the future.

Phone Use

We found that certain phone use patterns were associated with changes in inhibitory control. For example, higher burstiness and longer mean intervals between 2 consecutive phone use sessions within an hour were positively associated with SSRT, which suggests that more frequent and longer phone use might be linked to a decrease in inhibitory control. However, interestingly, the number of short phone use sessions (sessions less than 30 seconds) had a positive main effect on predicting an individual’s inhibitory control, which suggests that short phone use sessions might be less detrimental than longer ones. We suspect that the short and longer phone use might be associated with different types of phone interruptions: endogenous interruptions (sometimes referred to as internal interruptions) and exogenous interruptions (sometimes referred to as external interruptions), respectively [58]. An example of endogenous interruptions is self-initiated phone activities, such as checking one’s social media, which usually leads to a chain of other phone activities, whereas exogenous interruptions often involve phone activities resulting from external interruptions, such as receiving phone-related alerts or notifications [59,60]. Therefore, they might impact one’s inhibitory control differently.

Environment

The estimated coefficients for the different types of environments show that environments also play an essential role in predicting an individual’s inhibitory control. Specifically, outdoor environments, state parks for instance, had a positive association with an individual’s inhibitory control, whereas being in a residential building, such as being at home or in a dorm room, had a negative association with their inhibitory control. Moreover, the mean battery change rate when the phone was not charged and the percentage of time a user’s phone was connected to a mobile network, both of which are indicators of whether a user was outdoors, also had positive associations with their inhibitory control. Taken together, the results suggest that higher inhibitory control might be associated with people spending more time outdoors, which corroborates the findings of previous studies [19,61,62]. Future studies are needed to further examine the causal relationship between environments and inhibitory control by considering other factors, such as personality types [63].

HRV

According to the literature, heart rate and HRV features, particularly the relative HF power, have been found to be related to different levels of inhibitory control. We collected participants’ interbeat intervals over the course of the study. However, the standard deviation of heart rate was the only feature that was found to have a significant main effect on predicting the participants’ inhibitory control. We suspected that this may be due to some confounding factors, which were difficult to control during in-the-wild studies, such as the environment, posture, and physical activity [64]. For example, although both exercise and higher HRV contribute to higher inhibitory control, an individual’s HRV actually decreases during and after exercise due to sympathetic activation and parasympathetic withdrawal [65-67]. For future work, the information on the intensity of and the time since last physical activity will be helpful for assessing one’s inhibitory control more accurately.

Sleep

Studies have shown that sleep plays an essential role in inhibitory control [18]. However, in our study, sleep duration was only found to have a significant effect in predicting SSRT in the second GEE model. As hours of sleep were inferred based on a participant’s screen locks and unlocks, sometimes there might be some noise in the data (eg, a participant might wake up and check his or her phone in the middle of the night), which consequently affected the results of sleep inferencing. Future studies can combine more accurate sleep data collected through other sleep trackers, such as Oura Ring [68], along with mobile sensor data to better understand the relationship between sleep and inhibitory control.

Relationship Between Subjective and Objective Measurements

In this study, we employed both subjective and objective measurements to assess and compare participants’ responses for both types of measurements. We did not find any significant correlation between their subjective and objective responses. The distributions of different participants’ EMA responses were very distinct, whereas the distributions of their responses for objective measurements, SST, were relatively similar. When we looked at the correlations by location, we found that the responses for the EMA question “I am having trouble pulling myself together” had a mild positive correlation with SSRT (RMCCOR=0.098; 95% CI 0.02 to 0.18; P=.02) in College and University locations. Also, in professional places (eg, office building), the responses for the EMA question “I am full of...
willpower” also had a slight negative correlation with SSRT (RMCORR=−0.156; 95% CI −0.31 to 0.01; P=.06). In other words, on campus or in the workplace, people might feel that it was harder for them to pull themselves together or had less willpower when their inhibitory control was lower. On the contrary, in outdoor or recreational places, the responses for the EMA question “I have no trouble bringing myself to do disagreeable things” had a positive correlation with SSRT (RMCORR=0.138; 95% CI 0.01-0.27; P=.04). In nightlife spots (eg, bars), the responses to the EMA question “I am having trouble paying attention” had a marginal negative correlation with SSRT (RMCORR=−0.216; 95% CI −0.44 to 0.03; P=.09).

The little correlation between subjective and objective measurements was also observed in some recent studies. Some plausible explanations for the inconsistency suggested by the researchers include (1) questions in self-report scales may capture multiple constructs rather than inhibitory control alone, whereas inhibitory control tasks typically measure a narrower construct; (2) behavioral inhibition tasks, including SSTs, were designed to minimize between-subject variability to achieve high reliability (which corroborates our findings that the distributions of participants’ SSTs were fairly similar), a phenomenon called reliability paradox, which limits the tasks’ ability to capture individual differences; (3) what inhibitory control tasks measure might be participants’ maximum rather than their actual inhibitory control at that moment, as participants had been instructed to perform as accurately as possible; (4) there might be some publication bias in the earlier literature that overestimated the correlation between self-reports and inhibitory control tasks [69-71]. In addition to these explanations, we also suspect that there might be some discrepancy between the perceived level of inhibitory control and the actual level of their inhibitory control. In other words, people might not be aware of their diminished inhibitory control and still report high inhibitory control. Further, their self-reported inhibitory control might be biased by the level of their inhibitory control at the moment [31]. The gap between one’s perceived and actual inhibitory control might depend on different contexts, such as locations. Future studies that combine both automatic and manual location logging will allow collection of more accurate information on semantic locations and help examine how different types of locations influence the way people perceive and self-report their inhibitory control.

In summary, we identified several markers that can be used to infer inhibitory control in the wild. However, these are only a subset of markers that manifest the effects of the factors modulating an individual’s inhibitory control. There is information on other factors, such as diet, stimulant intake, and exposure to natural light, which is difficult to directly and accurately measure using smartphone sensors, which in turn limits the performance of our prediction models. That said, being able to track patterns that are associated with inhibitory control is still of great use in many real-world applications, such as productivity management technologies. Showing statistics about users’ phone use patterns, physical activities, location patterns, and inferred levels of inhibitory control during the past few weeks can provide insights into how their inhibitory control fluctuates over time. As such, users can adjust their behaviors to change the pattern of their inhibitory control. Alternatively, they can schedule their daily tasks according to their inhibitory control patterns so that they work on tasks requiring a great level of attention when they are in states of high inhibitory control.

Potential Use Scenarios

Workplace Productivity and Well-Being

Previous studies have shown that there are contexts in the workplace where people are more susceptible to distractions. For example, people are more likely to cyberloaf after returning from a break [72]. Therefore, some intervention designs have been proposed to help mitigate the proneness to distractors [73,74]. The triggering moments of the interventions are usually rule based, for instance, the first 15 min after a physical break or pomodoro technique. However, the amount of time it takes for an individual to get to a focused state, namely, a high inhibitory control state, might vary from person to person depending on factors such as the environment and the type of work. If we can integrate the technology of unobtrusive inhibitory control assessment into those intervention technologies, it will allow such intervention technologies to more accurately assess an individual’s focus state and provide more personalized interventions based on that information. For example, an intervention system can infer the level of a user’s inhibitory control based on their phone use patterns, such as patterns indicating self-interrupts, and restrict their access to contents or applications that might render them vulnerable to a chain of distractions, or even delay the arrival of notifications, to keep them stay focused.

Addictions

There has been growing awareness of digital well-being and phone addiction. Android and iOS have included screen time to help users restrain the amount of time they spend on their phones and prevent excessive phone use. However, prolonged phone use time is just one of the behaviors [75] that indicates addictive phone use. Other behaviors, such as frequently checking the phone, might also be indicators of excessive phone use. As phone addiction is highly related to the level of an individual’s inhibitory control [76], tracking a person’s inhibitory control continuously and prompting them to take preemptive steps when they have low inhibitory control will be more effective in preventing phone addiction.

In addition to excessive phone use, there are other types of addictive behaviors, such as food addiction and substance dependence, which also result from reduced inhibitory control. Detecting the downward trends in those individuals’ inhibitory control and the signatures and contexts that are associated with the decrease in their inhibitory control can prevent them from falling off the wagon by suggesting that they take some preemptive steps. For example, a system can track whether a user is in an environment that is likely to trigger alcohol craving based on the type of location and the loudness in the surrounding environment [77] and suggest that the person take an alternative route when he or she is in proximity to that type of environment.
Mental Disorders and Illnesses

The level of inhibitory control is also related to which episode an individual with mental disorders is in. For example, studies have shown that patients with bipolar disorder had impaired inhibitory control when they were in their manic and depressive episodes [78]. As such, a system that is able to continuously track the level of a bipolar patient’s inhibitory control can potentially help detect the early signs of mood swings and provide timely interventions.

Limitations and Future Work

The size of our study was relatively small and homogeneous (the participants were mainly recruited from a college campus and were limited to iOS users). Follow-up studies with a large sample size and more diverse demographics will need to be conducted to examine how different demographic factors impact inhibitory control. Other information, such as light and app use, which we hypothesized would be useful for inferring inhibitory control, could not be collected on iOS devices (because the majority of the participants on campus were iOS users). The phone use patterns of users who installed productivity apps might be different from the phone use patterns of those who did not. Besides, outliers (of SST performance and inferred sleep) were removed from our analysis. Further research is needed to investigate whether such extreme values will affect the assessment of inhibitory control. For future work, in addition to phone sensor and heart rate data, we are planning to collect data using other types of wearables, such as fitness or sleep trackers, to obtain more granular information, such as physical activity, sleep quality, and chronotype, to account for the influences of these confounding factors. Being able to account for these pieces of information can potentially improve models’ performance for inferring different states of inhibitory control.

Conclusions

This paper presents a preliminary study using mobile and wearable sensor data to assess individuals’ inhibitory control in the wild. To the best of our knowledge, this is the first in-the-wild study aimed to develop a new approach to accessing inhibitory control unobtrusively and continually. On the basis of the data from 12 participants during a 4-week study, we found that factors including an individual’s inhibitory control baseline, the number of phone use sessions, the change rate of battery level, the mean duration of incoming calls, physical activity, the mean frequency and loudness of ambient noise, whether a user was outdoor, and the types of locations a user visited had significant main effects on predicting an individual’s inhibitory control. We also trained a machine learning model to predict whether an individual had high or low inhibitory control at different moments using those features, which achieved an AUC-ROC of 60%. The findings provide some insights into how we can potentially design personalized technologies that can help support and manage productivity in school or the workplace and intervention tools that can prevent individuals with mental disorders such as substance abuse from relapsing or engaging in problematic behaviors.
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Abstract

Background: Eating behavior has a high impact on the well-being of an individual. Such behavior involves not only when an individual is eating, but also various contextual factors such as with whom and where an individual is eating and what kind of food the individual is eating. Despite the relevance of such factors, most automated eating detection systems are not designed to capture contextual factors.

Objective: The aims of this study were to (1) design and build a smartwatch-based eating detection system that can detect meal episodes based on dominant hand movements, (2) design ecological momentary assessment (EMA) questions to capture meal contexts upon detection of a meal by the eating detection system, and (3) validate the meal detection system that triggers EMA questions upon passive detection of meal episodes.

Methods: The meal detection system was deployed among 28 college students at a US institution over a period of 3 weeks. The participants reported various contextual data through EMAs triggered when the eating detection system correctly detected a meal episode. The EMA questions were designed after conducting a survey study with 162 students from the same campus. Responses from EMAs were used to define exclusion criteria.

Results: Among the total consumed meals, 89.8% (264/294) of breakfast, 99.0% (406/410) of lunch, and 98.0% (589/601) of dinner episodes were detected by our novel meal detection system. The eating detection system showed a high accuracy by capturing 96.48% (1259/1305) of the meals consumed by the participants. The meal detection classifier showed a precision of 80%, recall of 96%, and F1 of 87.3%. We found that over 99% (1248/1259) of the detected meals were consumed with distractions. Such eating behavior is considered “unhealthy” and can lead to overeating and uncontrolled weight gain. A high proportion of meals was consumed alone (680/1259, 54.01%). Our participants self-reported 62.98% (793/1259) of their meals as healthy. Together, these results have implications for designing technologies to encourage healthy eating behavior.

Conclusions: The presented eating detection system is the first of its kind to leverage EMAs to capture the eating context, which has strong implications for well-being research. We reflected on the contextual data gathered by our system and discussed how these insights can be used to design individual-specific interventions.
KEYWORDS
eating detection; eating behavior; eating context; well-being; smartwatch; ecological momentary assessment

Introduction

Dietary habits have been studied by health researchers for many decades, and it is now well understood that eating-related habits play a critical role in overall human health [1]. Such habits consist of a variety of social, temporal, and spatial factors [1]. Despite the known relationship between dietary patterns and wellbeing, measuring dietary patterns on a daily basis is challenging [2,3]. Most assessment methodologies of dietary patterns rely on self-reports by individuals to reflect on their meals [4,5]. Self-reported food consumption quantities suffer from under-report bias and recall bias [6]. This issue poses a challenge for regular dietary assessment.

Human activity recognition using passive sensing can address some of the challenges of dietary assessment methods [7-10]. For example, identifying when individuals eat can be used to infer if individuals are consuming food at regular intervals of time. Recent ubiquitous computing research has shown promise in eating detection, primarily showing various ways to infer when an individual is eating [10-14]. However, dietary patterns of an individual are not exclusively related to their interactions with food.

Several contextual factors are directly or indirectly related to eating and, consequently, wellbeing, including with whom a person is eating [15,16], where they are eating [17], what other activities are being performed while eating [18,19], and mood around the time of eating [20]. For example, regular family meals are associated with positive well-being. Hence, it is valuable to understand in what context people eat for assessing their well-being. There are several eating detection approaches that utilize passive sensing methods to detect when an individual is eating. Such detection systems can be categorized into the following three primary categories, based on the sensing modality used to infer eating activities: (1) acoustic sensing [7,8,21]; (2) camera-based sensing [22,23]; and (3) inertial sensing [9,24]. However, using current technology, it is not feasible to passively and reliably detect relevant contextual data (eg, company, mood, kind of food, and nutrition value of food) regarding eating without being intrusive (eg, camera and microphone).

A widely adopted [25-28] way of collecting subjective contextual data is by using ecological momentary assessment (EMA). EMAs are short questionnaires that can capture contextual information from individuals [29]. EMA questions can be delivered via platforms such as text messages [30], voice calls [31,32], and smart devices [33,34]. While self-reported surveys are prone to recall bias, EMAs are most effective when asked near real time of the actual event of interest [29,35].

Owing to the above advantages, EMAs have successfully been used to facilitate a number of eating-related studies, such as examining mood and binge eating [36], environmental factors and obesity [37], night eating [38], and eating disorders [39]. As such, a real-time eating episode detector can harness EMAs to gather insights about an individual’s dietary patterns and use these insights to gauge the eating habits of individuals.

Motivated by the above, our work builds on a baseline recognition system for passively recognizing eating events using a smartwatch’s three-axis accelerometer to capture eating movements. Through a machine learning pipeline, we first predicted individuals’ hand-to-mouth movements and then obtained aggregated meal-scale eating episodes. By leveraging such a machine learning technique, we designed an eating detection system that not only focuses on real-time detection with high predictive accuracy but also allows us to recognize people’s eating contexts. In particular, the real-time eating recognizer prompts eaters with EMA questions (designed after an online study) for capturing relevant contextual information, while at the same time preserving privacy and remaining minimally intrusive, as required for real-world deployment.

This work aimed to develop and evaluate a novel approach of gathering eating context through short EMA questions that are triggered by an automated meal detection system. We deployed and validated our system in a college student population. Young adults in the age group of 18 to 25 years are likely to develop a poor diet for a variety of reasons, such as embarking on higher education or employment, beginning independent living, and starting to live with partners [40,41]. Through our research, we made the following contributions:

- We designed and deployed a real-time meal detection system using a commercial smartwatch that triggers EMAs to validate prediction, which reliably predicted major meals with an F1 score of 87.3%.
- Using the real-time meal detection system, we demonstrated how a variety of contextual data can be captured using EMAs in a college student population.

Methods

Development of a Real-Time Passive Meal Detection System

Automated detection of eating behavior would entail selecting a sensing modality that can detect an eating episode while it is in progress. Furthermore, the respective sensing modality should be feasible for regular use. Several eating detection systems place a microphone on the neck [7,13]. However, such a solution is not practical to implement in a study that focuses on capturing eating episodes of individuals on a daily basis because it might be considered too socially awkward for everyday use.

There has been relevant research from the eating detection community that involves the use of hand movements [9,42,43] as a proxy for estimating when an individual is eating. For example, Thomaz et al [9] collected and released a data set on hand movements that were related to both eating and noneating activities. The data set was collected from participants in a
laboratory setting and a semicontrolled setting. The researchers used three-axis accelerometer data from Pebble smartwatches, which were worn by the participants on their dominant hand, to collect data on eating- and noneating-related hand movements.

Since commercial smartwatches are becoming a part of day-to-day life, especially for college students, we chose to build a meal detection system based on the data set of Thomaz et al [9]. In this section, we provide a brief description of the baseline eating recognition system by Thomaz et al [9], clarify why we needed to extend and enhance the baseline system, and finally show the improvements in recognition performance provided by our extended approach over the baseline system.

**Baseline Eating Detection System**
Thomaz et al [9] built and evaluated an offline eating detection pipeline for recognizing eating moments in 60-minute intervals. For detecting an eating episode, the authors collected a data set in a laboratory setting that comprised 21 participants and contained both eating and noneating hand movements. The authors also collected another data set in a semicontrolled setting outside the laboratory with only “eating” and “noneating” labels and named the data set as Wild-7. The data from an integrated three-axis accelerometer were collected using a first-generation Pebble watch and transmitted to a companion smartphone app. After annotating the data, the authors employed an eating moment recognition pipeline, which is similar to the conventional activity recognition chain [44].

Drawing from the work of Thomaz et al, we created a baseline offline eating detection system initially to replicate the results. For creating the baseline classifier, we used a 50% overlapping 6-second sliding window to extract the following five statistical features along each axis of the accelerometer: mean, variance, skewness, kurtosis, and root mean square. Figure 1 shows the replication results for detecting eating and noneating gestures with the Lab-21 data set.

**Motivation for Changes in the Eating Detection Pipeline**
The recognition system of Thomaz et al took an offline approach, which can be used for passively logging eating episodes (typically at the meal level, i.e., a major eating event). However, for capturing the contextual factors of eating, as they are of relevance for the assessment of well-being aspects [23], we require a real-time recognition system, which can reliably recognize eating moments and then, with minimal delay, prompt the user to answer EMAs about their eating episode, ideally while the eating episode is still in progress. The baseline system, while serving as an excellent starting point for our work, needs to be extended such that it can be used for our purposes as outlined above. The main directions of improvement are as follows: (1) real-time recognition of eating episodes and (2) improvement of the accuracy of automated recognition. The baseline eating detection system was not robust enough to distinguish between eating and noneating gestures. Hence, we improved upon the baseline eating detection system by incorporating features that represent the temporal aspect of sensor data.

**Real-Time Meal Detection System**
The system architecture for real-time meal detection using a smartwatch and smartphone is presented in Figure 2. Upon detecting 20 eating gestures in a 15-minute span, the smartphone prompts the user with EMAs to capture in-situ eating-related information. After we trained a random forest classifier offline using the Python package sklearn, we ported the best classifier to run on Android using sklearn porter. This model used for making predictions on the smartphone runs every 10 minutes. When tested on a Google Pixel 2 device, the meal detection app on average consumed 30 MB of space on the phone while passively receiving data and 140 MB of RAM while the classifier was running. Using a Pebble 1 smartwatch, data were sent in batch mode to conserve the battery life of the device, which was approximately 36 hours.
Changes in Feature Representation

Before porting our system to run the analysis of sensor data that were recorded through the smartwatch in real time on smartphones, we extended the baseline system aiming for improved low-level gesture detection results. The baseline system misclassified some nontarget classes that appear very similar to typical eating-related hand movements, examples of which include brushing, combing, talking on the phone, etc. Upon closer inspection, we conclude that this failure was due to the fact that the feature representation used was unable to capture the temporal aspect of the signal. For example, talking on the phone would require someone to take the phone with their hand close to their head, which is similar to the hand-to-mouth movement during eating. If the feature representation does not capture the fact that the hand is not coming back down, as is the case for eating, both movements appear very similar in the feature space, which leads to confusion.

Hence, our first points of investigation were whether we can improve the feature representation and how changes in the feature space can affect the gesture recognition classification.

In response to the observation of the need to differentiate temporal dynamics, we employed the structural empirical cumulative distribution function (ECDF) feature representation [45], which specifically captures the temporal aspect of movement data at the feature level. Structural ECDF is a variation of the distribution-based feature representation ECDF [46].

Using a window size of 3 seconds with a 50% overlap generated the best results (Figure 3) on the Wild-7 data set made available by Thomaz et al [9]. The experimental results can be seen in Figure 1. It can be seen that for nontarget class detection (other, phone, chat, brush, etc), the system based on structural ECDF features performed much better. In particular, “brush” was not well recognized by the baseline system, but through the structural ECDF feature representation, we were able to classify this gesture with more than 20% higher accuracy. The recognition accuracy for “chat” also improved by more than 20%. The “chat” class contained gesticulation while the participant talked to other people. Recognition of the target classes (“eating with a fork and knife,” “eating with a fork and spoon,” and “eating with the hands”) improved overall by 38%, with “eating with a fork and knife” improving by 20%.
**Moving Away From the Clustering Approach**

Thomaz et al indicated that they found the best performance when predicted gestures were clustered within a window of 60 minutes, that is, they needed at least 60 minutes of sensor data to infer whether an individual had an eating episode [9]. However, since the goal of our study was to capture eating behavior with respect to major meals, we needed to gather eating-related information from participants during/after each meal. Some of these insights about major meals can only be provided by participants, for example, whether the system predicted the meal correctly, since the system is not always accurate with meal predictions. If the detection was correct, one could ask a variety of questions that cannot be inferred passively.

Hence, to maximize recognition performance and mitigate the effects of noisy frame-level classification, we aggregated the results of the frame-level recognizer with a window of size $W$ accumulating the frame-level results. A threshold-based approach was adopted in which $N$ frames within the window must be recognized as one of the target classes for the window to be considered an eating episode, thus triggering an EMA. We used the window size mentioned by Thomaz et al of $W=60$ as a starting point and found that $N=39$ frames produced the highest F1 score (71.38%). Since our goal was to make the detection system as real time as possible, we started reducing the prediction window $W$ by increments of 5 minutes at a time and optimized for the F1 score. We found that at $W=25$ minutes, our system performed the best ($F1=74.63\%$ with $N=34$ frames). However, when we considered $W=15$ minutes of sensor data, the F1 score was 69.44% ($N=20$ frames), which was not less than the F1 score at $W=25$ minutes but was closer to the actual eating episode for triggering the EMA. We finally decided upon using a window of $W=15$ minutes with $N=20$ eating gestures for detecting meal-level eating episodes.

**Development of EMA Questions**

Once we finalized a functional real-time meal detection system, the next step was to go beyond detecting major meal episodes and use the system for answering questions related to the mental well-being of college students. We designed a 3-week-long study to passively detect the meal consumption patterns of college students. However, given that we wanted to use EMAs to capture the context of an eating episode, it was important to understand what questions should be asked regarding an individual’s meal. Hence, we first conducted an online survey study that addressed the following questions: (1) How much time do students generally spend on each meal? (2) Why do students miss certain meals? (3) What are the factors that constitute the “quality” eating experience of students?

We used the responses to this online survey to inform the design of the EMA questionnaire administered to the participants of the 3-week-long study.

**Online Survey Study Design**

Since we were interested in the three questions formulated above, we asked the below three open-ended and structured questions to the online participants. For the below questions 2 and 3, we provided some preset options that were informed by conducting structured interviews with 25 students (15 male and 10 female students) from the same university. We conducted qualitative coding on the interview data to derive themes and use those themes as available options for questions. In addition,
the students had the option of giving their own responses. We wanted to validate whether the themes reflected the responses of a larger subset of students. The questions were as follows: (1) How much time do you spend on major eating episodes (e.g., breakfast, lunch, and dinner)? (2) If you ever miss some of your major meals (i.e., breakfast, lunch, and dinner), please briefly mention why you miss these meals; (3) What does “quality” eating mean to you? We intend to learn about what you consider important as part of your eating experience. You are encouraged to come up with your own answer.

In addition to these questions, the students had to report their demographic information, which included their age, ethnicity, self-identified gender, and current academic status in the school.

**Figure 4.** Online survey response. (A) Student categories that responded to the online survey. (B) Age groups (in years) of students who responded to the online survey. (C) Ethnic identity of students who responded to the online survey.

---

**Leveraging Responses From the Online Survey**

**Time Spent Per Meal**

The average self-reported meal consumption times for breakfast, lunch, and dinner were 10 minutes, 20 minutes, and 25 minutes, respectively. Hence, we did not attempt to further improve our classifier since the minimum average meal consumption time was approximately 10 minutes for the student population of the target university. We used this information to decide upon the eating moment prediction window for capturing meals.

**Factors for Missing Meals**

We performed qualitative coding to extract themes from the responses to why students missed their meals. The themes found were workload, personal choice (i.e., intermittent fasting), eating disorder (i.e., anorexia), food insecurity, and mental health (i.e., stress and mood). The responses in this section were crucial for us to derive our exclusion criteria for the meal consumption and mental well-being study. We were unaware of the fact that parts of the student population may experience food insecurity. However, we did expect some students to miss major meals due to eating disorders. Some responses included self-identified stress and mood when skipping a meal. In addition, some responses identified academic/professional workload as one of the reasons for missing meals.

**Perception of “Quality” Eating Experience**

We analyzed responses to this question with a similar process used for the previous questions. The emergent themes were contextual factors, perception of “healthiness” of the meal, and eating without distraction. Some of the contextual factors identified by the students were taking a meal with family, the location where the meal is being eaten, the noise around the eating location, etc. Some students mentioned that they would consider their meal as a “quality” meal if they were just taking their meal and doing nothing else while consuming the food.
Finally, some of the students identified that if they took a healthy meal, they would consider it as a quality meal. The perceived healthiness of meals, company during meals, location of meals, and types of meals were the most common themes that came up as responses to this question. They were factored in the EMA questions, which are described below.

**Study Protocol**

**Prompting EMA Questions**
Whenever our meal detection system detected a meal-level eating episode, we prompted the user to answer questions on their smartphone (Figure 5) to validate whether they were actually having an eating episode. If the user responded with “yes” to the question, we asked them follow-up questions regarding (1) what kind of meal (e.g., breakfast, lunch, and dinner) they were eating; (2) with whom and where they were eating; (3) what kind of activities they were performing while taking the meal; and (4) whether the meal was perceived as healthy. In order to obtain the ground truth total number of eating episodes, at the end of each day, participants were asked which meals they had during that day.

**Figure 5.** Prompt for validation. (A) Sample prompt for user validation on whether a meal was being taken. (B) Sample question users would get if they select “yes” in the validation.

**Passive Sensing From the Smartwatch**
For collecting and sending the raw accelerometer data from the Pebble smartwatch to a companion Android device, we wrote a native Pebble watch app (in C) that sampled the watch’s accelerometer at 25 Hz and sent the data in batches to the phone approximately every 5 minutes. The battery of the Pebble watch lasted approximately 36 hours on a single charge.

**Compensation**
The timeline for our study was 3 weeks. If participants participated for more than 2 weeks in our study, they received an AmazeFit Bip watch valued at US $80. If they participated for more than 1 week but less than 2 weeks, they received an Amazon Gift Card valued at US $25. If participants did not participate for at least 1 week, they did not receive any compensation.

**Exclusion Criteria**
The results of our survey revealed that some students miss meals for a variety of reasons. Two of these reasons were the presence of an eating disorder and food insecurity. For these students, such a precondition can trigger stress. For example, participants with an eating disorder may have a relapse when they journal food since it makes them more self-conscious. Given that we were not in the position to effectively intervene if it was ethically required, we did not include students with food insecurity in our study. We used a validated eating disorder questionnaire [47] and a validated survey for identifying food insecurity [48] in our participants.

**Recruitment**
Our 3-week study was conducted in two semesters (summer 2019 and fall 2019). During summer, we recruited nine participants (four female and five male participants), and during fall, we recruited 21 participants (11 female and 10 male participants). In total, we obtained data from 28 participants (15 female and 13 male participants).

**Results**

**Performance of the Meal Detection System**
We reflected upon the validity and reliability of the meal detection system that we deployed for approximately 3 weeks. We report the confusion matrix for the recognized eating events, explain in detail how we gathered the ground truth for eating and noneating events, and mention what kind of eating episodes were particularly challenging for our system to detect.

Recall that our real-time system (Figure 2) prompted participants with EMAs to capture eating-related information whenever it detected an eating episode. The first question in the series of EMA questions was to understand whether the participants were having a meal (Figure 5). If the participants answered “Yes,”
we considered it as a true positive, and if the participants answered “No,” we considered it as a false positive. To capture false negatives, we asked participants at the end of the day which meals (e.g., breakfast, lunch, and dinner) they actually had on that particular day. If our system did not detect that meal, we considered that meal as a false negative. It allowed us to understand how well or poorly our meal detector performed compared with the ground truth. Figure 6 shows the confusion matrices for eating episodes.

**Figure 6.** Confusion matrix. (A) Confusion matrix with number of meals. (B) Confusion matrix with percentage of meals.

The unweighted average F1 score for predicting major meals was 87.3%. The false-positive rate was 0.7%. The unweighted F1 score is particularly useful for cases where there is a class imbalance. In our study, there were only 1305 out of 44,651 instances that resembled eating episodes, which justifies F1-score analysis.

In addition, we wanted to investigate for which kinds of activities our meal detection system was making wrong predictions. Hence, during exit interviews, we asked participants whether they could recall for which activities the meal detector was erroneously prompting them (false positives) or around what kinds of eating episodes the meal detector was not detecting eating events (false negatives).

We analyzed the misclassification as follows. For false-positive predictions, we found that if participants performed hand movements similar to eating-related movements over an extended period of time (e.g., brushing teeth and trimming beard), our meal detector was confusing these with eating episodes. For false-negative predictions, we found that short eating episodes (e.g., eating a banana and taking a few spoons of yogurt in the morning as breakfast) were generally not detected by our meal detector. Table 1 presents the percentage of eating episodes that were detected by our meal detection system throughout the study.

**Table 1.** Percentage of meals detected by our meal detection system.

<table>
<thead>
<tr>
<th>Meal type</th>
<th>Total episodes</th>
<th>Total detected episodes</th>
<th>Percentage of detected episodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breakfast</td>
<td>294</td>
<td>264</td>
<td>90</td>
</tr>
<tr>
<td>Lunch</td>
<td>410</td>
<td>406</td>
<td>99</td>
</tr>
<tr>
<td>Dinner</td>
<td>601</td>
<td>589</td>
<td>98</td>
</tr>
</tbody>
</table>

As can be seen, breakfast was the most frequently skipped meal by our participants throughout the study. It should be noted that seven of our participants self-identified themselves as individuals who did not have breakfast. Lunch was skipped more than dinner.

**Context During Eating Episodes**

We now report the contextual factors that were captured by our meal detection system. Our EMAs asked about various aspects that are challenging to be passively detected without invading an individual’s privacy. These include the company of a participant during the meal, whether they were hungry when they had the meal, etc.

We found that 62.99% (793/1259) of meals were perceived as healthy and 31.05% (391/1259) of meals were perceived as unhealthy, and for the rest 5.95% (75/1259), the participants did not know whether the meal was healthy.

Since students generally operate on a busy and mobile schedule, we were interested to know where they were having their meals. We found that most meals were consumed either at the apartment/dorm room (393/1259, 31.22%) or family home (390/1259, 30.98%). Additionally, 14.54% (183/1259) of meals were consumed at workplaces, 10.25% (129/1259) were consumed at restaurants, and 4.13% (52/1259) were consumed in classes. Other than the predefined options, students could report places under the “other” option, and example responses included church, party, ministry, supermarket, and car.
The company during meals is strongly associated with well-being. By asking participants their company via EMAs, we found that participants had 54.17% (682/1259) of the detected meals alone, 24.17% (304/1259) with friends, 13.82% (174/1259) with family, 3.81% (48/1259) with partners, and 3.49% (44/1259) with colleagues.

Distracted eating is one of the most important factors behind many unhealthy eating behaviors, such as overeating, undereating, and binge eating. We gathered information on what noneating activities students were doing while they were having their meal (Figure 7). The two most common activities during eating were using a smartphone (281/1259, 22.32%) and laptop (178/1259, 14.14%). Only 0.87% (11/1259) of meal episodes were without any distractions.

Figure 7. Meal data. (A) Percentage of meals that were healthy and unhealthy. (B) Percentage of meals that were consumed at various locations. (C) Percentage of meals that were consumed with various companies. (D) Percentage of activities that were performed during various meals.

Discussion

Principal Results

Our work shows that major meal episodes can be detected using our meal detection system with an F1 score of 87.3%, a precision of 80%, and a recall of 96%. We demonstrated how an EMA-based design can augment a meal detection system to gather contextual information on eating behavior. This is the first-of-its-kind real-time meal detection system. When deployed for over a period of 3 weeks with 28 participants, our system showed a low false-positive rate of 0.7%, which is practical for daily usage considering that too many false positives may be bothersome to participants.

Among all consumed meals, 54.17% (682/1259) were consumed in isolation and 31.22% (393/1259) were consumed at apartment/dorm rooms. Most of the meal activities were often performed with another activity. Smartphone use and laptop use were the two most dominant activities (281/1259, 22.32% and 178/1259, 14.14%, respectively) during meals. Less than 1% (11/1259, 0.87%) of meal episodes were “only eating” episodes, which means for the rest of the cases, our participants were engaged in some other activities during a meal. These findings uncover previously unexplored and difficult to glean information, namely college students’ eating behaviors at a longitudinal scale. Our work can inform the design of well-being interventions in student populations.

Engaging in noneating activities during eating is considered as a distraction, and distraction during eating reduces the ability to assess internal sensory cues such as taste perception, which can lead to overeating [49,50]. Given the high percentage of distracted meals, we argue that college students can benefit from healthy eating behavior technologies that can build on our meal detection system.

Comparison With Prior Work

Thomaz et al built an offline meal detection system that could detect eating episodes in a period of 60 minutes with an F1 score of 71.3%. We improved upon this baseline detection system in two ways. First, we made the detection system detect an eating moment within 15 minutes, with an F1 score of 69.44%. This
improvement over the state-of-the-art wrist-worn meal detection system allowed us to prompt participants with EMA questions to capture various contexts during meals, which was missing from most meal detection systems in prior work. Previous work leveraging EMAs relied solely on nonautomated self-reports of eating behaviors, which are prone to recall bias and potentially can be a source of erroneous data. For example, we found that students are often doing other activities while having their meals, and such activities are a cause for distraction during eating. Given that we have provided a way to gauge an individual’s eating behavior, relevant interventions can be designed to support healthy eating behaviors.

In a recent literature survey, Bell et al reported that 33 research studies performed an in-field assessment with a meal detection system [14]. The in-field assessment entailed participants using the sensor setup in a “free-living” condition. The authors reported the sample size of participants and how long they participated in “free-living” sessions. With respect to the number of participants, there were only two studies [14] that had more participants than our study; however, the rest of the studies (n=31) had fewer participants. For both of these studies, the timeline for the free-living condition was only 1 day, which is much less than our study timeline of 21 days. In fact, our work is the longest longitudinal study for any real-time meal detection system.

Limitations and Future Work

Though we argue that a smartwatch is more practical for detecting when an individual is eating, our study is limited in the sense that we asked our participants to wear the smartwatch on their dominant hand. Hence, we do not have insights into how robust our system is if the smartwatch is worn on the nondominant hand. However, Thomaz et al found in their study that wearing a smartwatch on the nondominant hand produced similar kinds of results compared with wearing a smartwatch on the dominant hand [51]. We did not validate this observation in our study.

In addition, our system is likely not robust enough to capture short snacking episodes. Snacking behavior has strong implications for mental and physical well-being [52]. However, solely based on wrist movements, it is difficult, if not impossible, to detect if a hand movement close to the mouth is for eating or some other activity [9]. Our future work will focus on appropriate eating detection technologies to capture snacking behavior and contexts during snacking.

Conclusions

We present the first real-time meal detection system that leverages EMA to capture context during meals, which has strong implications for well-being research. Through our paper, we reflected on how meaningful contextual data can be used for well-being research.
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Abstract

We evaluate a Bluetooth-based mobile contact-confirming app, COVID-19 Contact-Confirming Application (COCOA), which is being used in Japan to contain the spread of COVID-19, the disease caused by the novel virus termed SARS-COV-2. The app prioritizes the protection of users' privacy from a variety of parties (eg, other users, potential attackers, and public authorities), enhances the capacity to balance the current load of excessive pressure on health care systems (eg, local triage of exposure risk and reduction of in-person hospital visits), increases the speed of responses to the pandemic (eg, automated recording of close contact based on proximity), and reduces operation errors and population mobility. The peer-to-peer framework of COCOA is intended to provide the public with dynamic and credible updates on the COVID-19 pandemic without sacrificing the privacy of their information. However, cautions must be exercised to address critical concerns, such as the rate of participation and delays in data sharing. The results of a simulation imply that the participation rate in Japan needs to be close 90% to effectively control the spread of COVID-19.

Introduction

As of August 23, 2020, over 23 million cumulative cases of COVID-19 and nearly 800,000 deaths from the disease have been reported worldwide [1]. Since the first cases were reported in late 2019, the world has witnessed the rapid spread of the pathogen, and it has been declared a global public health crisis by the World Health Organization [2]. Due to the infectiousness of the disease and the dynamics of interperson interactions, the spread of COVID-19 could advance in a way that is unnoticeable to individuals, as evidenced by subclinical presymptomatic and asymptomatic cases [3], which refer respectively to cases in which infection started before the onset of symptoms and infections without the emergence of symptoms. Research has demonstrated the risk of person-to-person transmission of COVID-19 between individuals, especially for those in close contact (ie, close proximity) [4]. When infections are established where individuals are unable to readily self-triage their exposure risk, timely responses to COVID-19 will be challenging; these responses could also be weakened by delayed data sharing, impeded privacy preservation, and impaired security [3].

A variety of measures based on digital health have been adopted to control the spread of COVID-19 [5-13]. These containment measures display heterogeneities in terms of their design: decentralized (ie, mostly privacy-first) versus centralized (ie, mainly data-first) deployment frameworks have emerged alongside Bluetooth-, GPS-, and quick response (QR)-based sensor technologies [5,9]. Countermeasures such as contact tracing can play remarkable roles in the containment of the pandemic, including inference of exposure risk, identification...
of infections, and quarantining or isolation of individuals being traced [5,10,11]. However, there is major divergence among nations regarding which digital health approach to employ (eg, a centralized approach that collects private data at the expense of potential illegal use vs a decentralized approach that stores data on local devices and leaves individuals in charge of their sensitive information at the cost of constrained accessibility for others) to address critical concerns such as privacy preservation, health care pressure load-balancing, speed of response, and ease of operations [9,12,13]. The centralized approach highlights a data-first methodology and involves the collection of privacy-sensitive information; this approach can enhance the capacity of unified administration, but the identities of individuals can be readily inferred [6,8,9]. GPS- and QR-based contact tracing apps facilitate evidence-based inference and improve the traceability of contact tracing [6,8,9,13]. However, multiple crucial concerns must be addressed to achieve effective containment. The first concern is that the information gathered through GPS is not strictly equivalent to close contact; hence, bias could be undoubtedly introduced. The second concern is the unlawful use or abuse of sensitive personal information obtained using GPS or QR [5-9]. Third, there is some debate that centralized approaches could cause discrimination, reduce confidence, and negatively impact the health of individuals if their private data are misused or breached [9,13]. In contrast, the typical application of the decentralized approach includes Bluetooth-based digital health, which does not theoretically identify individuals; hence, this approach is desirable for settings where concealing users’ identities and preventing accessibility of their contact information are valued by the population [5,8,10,13]. Bluetooth digital health approaches rely on microwave and millimeter-wave technologies to sense the proximity between local devices, enabling the tracking of social contacts with a high degree of precision [5,10,11]. Hence, infections due to close contact (ie, geographical proximity) with pre-asymptomatic or asymptomatic patients can be easily detected and recorded by a Bluetooth-based approach. It is feasible for exposed people to evaluate and self-identify their exposure risk without disclosing either their own identity or the identities of their counterparts. This approach is more rapid and efficient in close contact diagnosis, less labor-intensive, and less susceptible to human error than extant approaches. Bluetooth contact tracing is currently being adopted by numerous countries, including Japan, India, and Singapore [5,9,13-15].

The first cases of COVID-19 in Japan were reported in late January 2020; since then, numerous cases, including asymptomatic and presymptomatic infections, have been identified, and the national medical system has been overburdened, with ever-increasing risk of collapse [14,15]. The excessive strain on the capacity of the medical system is expected to be alleviated. Unidentifiable discrete spreading events could lead to a later outbreak of infections; thus, it is important for individuals to gain an updated understanding of the pathogen [16]. When people can locally track their exposure risk, self-riage, and make differentiated responses based on digitally provided instructions, cross-transmission (eg, cluster infections at crowded locations) and unnecessary in-person visits can be reduced [15].

In this viewpoint, we discuss a decentralized and GPS-free Bluetooth digital health approach, COVID-19 Contact-Confirming Application (COCOA). This approach is mainly used to address the issues of privacy protection, efficacy enhancement, load balancing of pressure on the health care system, population mobility, and manual operation errors, and it principally complies with the Apple and Google contact tracing technology frameworks [5,13]. The major aim is to appraise how the approach can be used as a routine tool to contain the spread of COVID-19, with emphasis on privacy preservation and load-balancing. Prior research has revealed that other factors, such as the rate of participation, play remarkable roles in contributing to the effectiveness of containment [17]. The results of the simulation in our study are consistent with the findings in other empirical research.

Framework and Core Mechanism of COCOA

The Architecture and Prototype of COCOA

A schematic of the general architecture of the COCOA system is shown in Figure 1. The app automatically records close contact (ie, defined as within 1 meter of proximity for at least 15 minutes in COCOA) on Android and iOS devices by employing Bluetooth technology [18]. The COCOA system consists of three major sections: two mobile terminal apps for individuals (ie, infected and potentially exposed), and an infection information sharing system maintained by public authorities and health care providers. COCOA complies with the decentralized framework; this means that the COCOA app only locally tracks close contacts and performs matching inference of exposure risk, during which no personal private information is requested or collected through COCOA.
Figure 1. System architecture and prototype of the COCOA app. COCOA: COVID-19 Contact-Confirming Application.

Core Mechanisms

To conceptualize how COCOA optimizes its core functionality, including privacy protection of individuals and load-balancing of health care stress, in comparison with other centralized digital health approaches, we illustrate the core mechanism and diagram in Figure 2. COCOA integrates the following principal features:

1. Individuals (ie, either infected or potentially exposed) receive informed consent to participate and authorize data sharing.
2. The informed consent feature is configurable, and consent can be withdrawn at any time.
3. Prior records are erased when the user opts out.
4. No sensitive personal information that enables the app user to be identified, such as date of birth, gender, address, telephone number, email address, or location, is requested or collected through COCOA.
5. Close-contact data are encrypted, saved only on users’ local devices, and automatically deleted after 14 days, which is the period generally considered to be the average incubation interval of COVID-19.
6. If the user is infected, informed consent of the COVID-19–positive patient is required to authenticate and distribute their infection status.
7. Upon completion of verification, the process code that is used by the infected person to verify the accuracy of their infection status with the central server is eliminated from the COCOA app, the notification server, and the management system.
8. Exposure risk matching is performed on local devices.
When individuals (whether symptomatic, presymptomatic, or asymptomatic) are in close contact, the COCOA app records this status by automatically exchanging generated random codes, which change periodically and thus cannot be exploited to identify either the infected or potentially exposed users. The codes are not shared with the information sharing system unless the individuals are COVID-19–positive. The codes will be saved only on local devices and erased after 14 days. As these codes are generated randomly and changed periodically, they cannot be exploited to uniquely identify any individuals; this guarantees the preservation of privacy of users’ data from infected people, potentially exposed people, attackers, and public authorities. In this way, concerns regarding privacy-preserving issues inherent to other technologies (eg, GPS and QR) can be waved. The detection of close contacts can run automatically in the background without requiring COCOA to be active, all of which can be unnoticed to the individuals in contact. This feature improves the efficacy of detection, increases the ease of operations, and reduces manual errors [15,18].

The Health Center Real-time Information-sharing System on COVID-19 (HER-SYS) is operated and maintained by prefecture-level or local health care providers. It issues a process code when an individual tests positive for COVID-19 by polymerase chain reaction (PCR). These process codes are distributed to the patients through private messaging (eg, emails) and are not exploited to bind private information (eg, telephone numbers that can identify individuals). Hence, privacy protection issues during the data dissemination steps are also not of concern. The notification server is administered by the Ministry of Health, Labor and Welfare in Japan, and its functionality is considerably constrained for privacy protection. The notification server does not store the patients’ infection status or any other sensitive personal information. When one individual is notified that they have been infected, they are encouraged to share their status with potential close contacts. However, informed consent and authorization are requested. To prevent malicious inquiries and to guarantee the accuracy of data, the patient must input a process code and authenticate the correctness of their data with the notification server, which transfers the request to HER-SYS. HER-SYS authenticates the accuracy and returns the outcome to the notification server, which then distributes the random code of the infected person to all potentially exposed people upon request. The COCOA apps of the exposed people then perform local matching inference based on the retrieved anonymized list of random codes for individuals infected with COVID-19. Note that asymptomatic or presymptomatic infections can be traced effectively because the detection mechanism of COCOA hinges on geographical proximity, which is generally considered to be the critical factor contributing to the transmission of highly infectious disease. If a match is found and the exposure risk is identified, health care instructions on the outcome and the severity of risk will be provided. The potential exposed person can respond appropriately according to their corresponding symptoms. For severely symptomatic individuals, urgent care must be scheduled. In contrast, asymptomatic or mild cases may choose to self-isolate at local sites. As the matching calculation is performed locally and individuals can self-triage the exposure risk, risky in-person visits and cross-transmission at health care facilities can be curtailed. This can prioritize limited health care resources for more severely ill patients and enhance the load-balancing of the pressure on medical systems, thus lowering the risk of collapse of the health care system [14,15,18].

Different countries differ in their digital health participation rates [9,12,13]. According to a report by MIT Technology Review [19], we outlined the statistics of countries adopting or partially adopting Bluetooth digital health by the end of July 2020 (Table 1). On average, the rate of participation is higher
for countries using centralized Bluetooth digital health frameworks than for countries using decentralized Bluetooth frameworks; however, the latter frameworks generally outperform the former in privacy protection. Further, countries using decentralized approaches, most of which hinge on voluntary participation, mostly sustain low rates of participation. None of these countries currently have a participation rate ≥60% [19].

Table 1. Estimated participation rates of countries employing Bluetooth frameworks.

<table>
<thead>
<tr>
<th>Country</th>
<th>Participation rate (%)</th>
<th>Centralized or decentralized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>12.6\textsuperscript{a}</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Australia</td>
<td>25.8</td>
<td>Centralized</td>
</tr>
<tr>
<td>Austria</td>
<td>6.8</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Bahrain</td>
<td>25.5</td>
<td>Centralized</td>
</tr>
<tr>
<td>Czech</td>
<td>2.6</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Fiji</td>
<td>3.1</td>
<td>Decentralized</td>
</tr>
<tr>
<td>France</td>
<td>2.8</td>
<td>Centralized</td>
</tr>
<tr>
<td>Germany</td>
<td>16.9</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Gibraltar</td>
<td>26.7</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.10</td>
<td>Centralized</td>
</tr>
<tr>
<td>India</td>
<td>7.39</td>
<td>Centralized</td>
</tr>
<tr>
<td>Indonesia</td>
<td>7.10</td>
<td>Centralized</td>
</tr>
<tr>
<td>Italy</td>
<td>3.64</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Malaysia</td>
<td>0.32</td>
<td>Decentralized</td>
</tr>
<tr>
<td>New Zealand</td>
<td>12.1</td>
<td>Centralized</td>
</tr>
<tr>
<td>Norway</td>
<td>26.6</td>
<td>Centralized</td>
</tr>
<tr>
<td>Philippines</td>
<td>1.1</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Poland</td>
<td>0.1</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Qatar</td>
<td>91</td>
<td>Centralized</td>
</tr>
<tr>
<td>Singapore</td>
<td>37.2</td>
<td>Centralized</td>
</tr>
<tr>
<td>Switzerland</td>
<td>5.8</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Thailand</td>
<td>5.1</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Tunisia</td>
<td>0.2</td>
<td>Centralized</td>
</tr>
<tr>
<td>Turkey</td>
<td>17.3</td>
<td>Centralized</td>
</tr>
<tr>
<td>Vietnam</td>
<td>0.4</td>
<td>Decentralized</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Data for Japan as of August 27, 2020.

To illustrate how countries using Bluetooth digital health can differ in the capacity of privacy preservation, we provide details of two centralized frameworks: one voluntary (ie, Aarogya Setu in India [20]) and one involuntary (ie, TraceTogether in Singapore [21]). Emphasis is placed on the core qualitative concepts employed to clarify the major differences; detailed quantitative technical specifications are not examined in this paper (Textbox 1).
Textbox 1. Core concepts of the COVID-19 Contact-Confirming Application (COCOA) framework and of Bluetooth digital health frameworks in other countries.

COCOA (Bluetooth-based digital health framework in Japan)

- Personal information, including names, telephone numbers, and GPS locations, is not requested or collected.
- Participation is voluntary. Informed consent to participate is requested.
- Close contact detection automatically runs in the background without requiring COCOA to be active, resulting in ease of use and low power consumption.
- Mobile phones generate and exchange periodically changing random codes with close contacts.
- Close contact information is saved only on local mobile phones for 14 days and is not transmitted. Individuals poll the central server (without sharing private information) to retrieve the list of infected people, not the reverse.

Aarogya Setu (Bluetooth-based digital health framework in India)

- Personal data, including name, gender, travel history, and telephone numbers, are requested and shared with the central server.
- GPS locations are collected and used to trace the paths of infected individuals.
- Participation is voluntary.
- There are risks of data inaccuracy and illegal data use.
- It is difficult to operate.
- Its power consumption is high.

TraceTogether (Bluetooth-based digital health framework in Singapore)

- Random tokens recording close contacts are shared with the central server, which maintains a database linking tokens and telephone numbers. There is a likelihood of linkage attacks and unlawful use.
- Infected individuals are required by law to share their infection status, including telephone and unique identification numbers.
- Individuals are notified of their exposure risk via identifiable information (e.g., telephone numbers).
- GPS location data are not tracked; however, telephone and unique identification numbers are collected by public authorities.
- Participation is generally mandatory.
- Inference of exposure match is performed on the authority-administered central server.

COCOA differentiates from Aarogya Setu in privacy preservation in that the latter framework requests individuals’ self-reported personal data, including gender, travel history, and telephone numbers; this raises concerns regarding the accuracy of data in the case where users share wrong information, as no mechanism is provided for authentication. Further, because GPS locations are collected by Aarogya Setu, it is debated that these data could be used to identify individuals without improvement of contact tracing precision (e.g., individuals on different floors of the same building) [20]. In contrast, in Singapore, individuals are legally required to share their infection status; hence, the rate of participation can be guaranteed. However, personal data such as telephone numbers and unique identification numbers are also collected, which creates concerns regarding the possibility of illegal use of private information. Further, inference of exposure is performed on the central server; hence, technical pressure on the medical system must be optimized [21].

Screenshots and Diagram of the COCOA App

Figure 3 shows screenshots of the COCOA app. The app can be divided into components for infected people (Figure 3A), potentially exposed people (Figure 3B), and general settings (Figure 3C). The process can be described as follows:

1. An individual is tested and identified as COVID-19–positive using PCR. The individual receives a process code from HER-SYS, verifies the accuracy of their status through the notification server, and authorizes anonymized sharing of infection status (Figure 3A).
2. Potentially exposed individuals retrieve the up-to-date list of COVID-19 infections (Figure 3B).
3. If an exposure match is identified, exposure statistics and subsequent response guidance are promptly provided. Otherwise, a message indicating no exposure is promptly provided (Figure 3B).
4. Close-contact recording and COCOA participation are configurable. Records will be erased if the user opts out (Figure 3C).
Statistical Analysis and Simulation Results

Digital health can enhance individuals' knowledge and risk perceptions of COVID-19, thus decreasing population mobility [22-25]. Reducing mobility is a controversial but effective measure to flatten the curve and control global pandemics; it decreases the generation of crowded spaces that aggravate cluster infections [23-25]. A simulation was conducted that implies that the spread of COVID-19 in Japan will be gradually contained by reducing the population mobility and the amount of time spent in crowded spaces [22]. We observed the dynamics of population mobility at the prefecture level in Japan by comparing data from August 2020 (ie, when COCOA was...
deployed) with data from the same interval of the previous year (ie, when COCOA was not deployed) (Figure 4). The analysis suggests that the nationwide population mobility in 2020 decreased by 20% on average (ranging from the minimum of 12% in Saitama Prefecture to the maximum of 30% in Akita Prefecture). Reducing population mobility lowers the risk of exposure to COVID-19 and the risk of infection [18,25,26].

**Figure 4.** Comparison of the population mobility in Japan in August 2020 versus August 2019.

Since its official deployment on June 30, 2020, COCOA has been used by approximately 15 million individuals as of August 27, 2020 [18]. This finding denotes that around 12.6% of the population of Japan (15 million/118.6 million people aged ≥15 years) chose to participate by August 2020 [27]. The intervention measures deployed in Japan are noncompulsory, informed consent is requested prior to participation, and no legal penalty is imposed in the case of noncompliance; these features are less aggressive than those of digital strategies in some other countries [22-25].

In Japan, 69,001 confirmed cases of COVID-19 and 1307 deaths were reported from January 14 to September 2, 2020; the numbers of cases and deaths during this time were 3,769,523 and 66,333 for India and 56,852 and 27 for Singapore, respectively [26]. The effectiveness of containment in Japan is greater than that in India in terms of both infected cases and mortality. However, countries with compulsory contact tracing measures (eg, Singapore) appear to outperform those with noncompulsory measures (eg, India and Japan). It was estimated that older people (ie, age ≥65 years) in Japan would comprise 28.7% of the total population by the end of August 2020 [18,25-27]; the rates of severe cases and mortality among older people were 2.0% and 1.9%, respectively, during the same period, which are lower than the global average mortality rate of 3.3% (852,758/25,602,665) [18,26].

A simulation performed at Oxford University suggested that digital contact tracing would fail to decrease the spread of COVID-19 if the rate of participation fell to <60% (600,000/1,000,000) [28]. Similar analyses by other researchers reinforce that varying adoption rates of peer-to-peer contact tracing apps can influence the trajectory of the pandemic [17,29]. By employing the simulation model described in [30], we estimated how the rate of participation would affect the trajectory of the COVID-19 pandemic in Japan (Figure 5). The model evaluates scenarios in which the epidemic is established and countermeasures such as contact tracing are employed to control the spread of COVID-19; it can be observed how the trend of the effective reproduction number (R$_t$) and thus of the outbreak would dynamically change. Prior research identified that when R$_t$, which is defined as the average number of secondary cases generated by a single infectious case, decreases to less than one (ie, R$_t$<1), transmission of the disease will stop and the pandemic will ultimately be contained [22-24]. The simulation was calibrated to the demographic attributes in Japan.
[14,22,25-27,29], the basic reproduction number (i.e., 2.56) found for Japan [30], and the ratios of symptomatic patients in the report by the National Institute of Infectious Diseases in Japan [31]. The assumptions for the simulation are as follows: (1) the population can freely choose to opt in or opt out from COCOA; (2) there are no delays in data sharing; and (3) all the populations in households, schools, workplaces, and other scenarios can be successfully digitally traced. The simulation outcome (Figure 5) shows that when the participation rate increases starting from zero, the effective reproduction number decreases gradually from a value >1. However, the pandemic would finally be contained when a threshold was exceeded and more people chose to opt in. To meaningfully contain the spread of COVID-19 (i.e., $R_t < 1$), approximately 90% participation of the population would be required, which reinforces prior findings that controlling COVID-19 requires an estimated population uptake ranging from 56%-95% for contact-tracing apps [32].

**Figure 5.** Simulation of the association between the rate of participation in the COVID-19 Contact-Confirming Application (COCOA) framework and the $R_t$ of COVID-19. $R_t$: effective reproduction number.

**Strengths, Limitations, and Future Directions**

The COVID-19 pandemic has imposed unprecedented challenges upon individuals, health care providers, and public authorities; meanwhile, different countries are using differentiated digital technologies and strategies to contain the spread of COVID-19, taking into account both technical and nontechnical factors. Digital health is not a panacea that will solve all difficulties; however, it does enhance the potential to counteract the disease compared to manual contact tracing [33,34].

In comparison with the Bluetooth-based digital health frameworks in other countries (e.g., India or Singapore) or centralized approaches, COCOA more effectively protects the privacy of individuals from their counterparts, potential attackers, and public authorities without sacrificing accuracy or efficiency. First, users are not tapped to self-report personal data (e.g., names or telephone numbers) through the app; this enhances the efficacy and eliminates the need for proofreading when users input incorrect data. Additionally, concerns about malicious use or illegal breach of private data can be waived. Moreover, persons are not requested to share their private information when infected or provide sensitive data, which may be subject to linkage attacks, when notified of infection. The authentication of infection precludes malicious exploitation of or attack on accurate infection information by other individuals, preventing misinformation regarding exposure. Location details, which are an unsuitable proxy for exposure, are not collected; this ensures that the movement paths of individuals will not be tracked and the identities of the individuals will hence not be disclosed.

Further, because the matching of exposure inference is performed on local sites, and subsequent provision of instructions when exposure risk is identified can curtail unnecessary in-person visits and risk of cross-transmission, the load of pressure on the health care system can be substantially balanced [9]. Bluetooth digital health uses proximity to identify close contact; hence, the speed of close contact detection is faster than that of other non-Bluetooth digital approaches. COCOA can run automatically in the background without interfering with other apps, which reduces errors from manual operation and enhances its efficiency. The deployment of the app contributes to increased risk perception and the reduction of nationwide population mobility.

Contact tracing is an essential part of transitioning back to normal economic rhythms while simultaneously managing the risk of subsequent cyclical outbreaks [9,33-35]. The benefits...
can be multiple for a variety of responders. For potentially exposed or infected individuals, it is possible to know whether risky exposure has been established or disseminate knowledge to others without disclosure of identity or leakage of confidential information, which can increase individuals’ confidence and trust in the health care system and self-awareness of their own behavior changes. This may facilitate appropriate and timely responses to the disease. For potential attackers, as no private information is available regarding either infected or exposed people for illegal or unauthorized exploitation, abnormal activities inherent to centralized or other digital health frameworks can be waved. For public authorities, the triage of patients and cumbersome matching inference of exposure are significantly trimmed; hence, the pressure on the medical system is expected to be alleviated. Further, as public authorities do not store personal private information, the risk from any attack on or misuse of their data is minimized. Bluetooth digital health has great potential to be used as a routine and mainstream tool in future outbreaks [36]. The rate of participation is expected to increase over time. COCOA supplies a new approach that is supplemental to extant digital health frameworks that fail, either partially or completely, in these facets. It could perform or match well in contexts where the population is highly privacy-sensitive and where limited health care resources are at risk of collapse. Although decentralized telehealth has a variety of benefits and strengths, it has disadvantages as well [33,34,37]. Multiple critical concerns must be addressed to achieve effective containment.

First, the participation rate can essentially affect the trajectory of the outbreak. Studies have shown that societal level benefit hinges on breadth and diverse user participation [19,38-43]. A low rate of participation can be associated with factors such as users’ altruism, the population in rural or remote areas, wireless connectivity, availability of digital health, level of digital illiteracy, and legitimation regulations. In some countries, the use of private data is protected legally; whether this applies to other settings may need more study and more time [5,9]. Solutions that have performed well for some communities may not work well in other communities with different cultural norms, legitimate regulations, and shared perceptions of privacy. From the legislation perspective, public disclosure of individuals’ protected data may be a violation of law in some contexts [39]. A higher level of participation may be achieved through mandatory legal regulations, enforcing adoption or substantial enhancement of shared public awareness. However, the rapid adoption of compulsory digital health measures without public consensus and discussions could provoke debates due to the fundamental heterogeneity in the attitudes regarding how digital health should function and, crucially, who should have access to the generated data [38-42,44,45]. Residents’ perception of privacy and trust in public authorities can vary from culture to culture, which can impact the captured definition of individual privacy preservation [39-41]. A survey conducted in five other countries (ie, France, Germany, Italy, the United Kingdom, and the United States) found that people in settings with stronger public privacy and security concerns are relatively less supportive of app-based contact tracing, and individuals with less trust in public authorities are also less supportive [46,47]. Second, the delays in data sharing could allow the spread of COVID-19 to continue, increasing the time and effort needed to contain it [9,46,47]. If infectious individuals and their close contacts could be identified with efficacy, the effectiveness of digital health could be increased remarkably, and limited health care resources could thus be prioritized for the quarantining and treatment of the most severe cases [42]. However, this mechanism is compromised during a pandemic, in which delays of data sharing occur. Voluntary participation could cause noncompliance, generating a latency in responses [42,43]. The spread of COVID-19 hinges partially on the efficacy of data sharing and promptness of responses, given the infectiousness of the pathogen [42]. The greater the delays, the more difficult it is to contain the outbreak. Hence, timely sharing of information is critical to prevent subsequent cyclical outbreaks [43]. Finally, as data are automatically erased after a periodic interval, it is difficult to evaluate the long-term effects of a decentralized Bluetooth approach [13].

Future research could examine how privacy-enabled noncompulsory Bluetooth digital health can both quantitatively and qualitatively reduce the effectiveness of contact tracing relative to compulsory interventions. It could also examine ways to improve critical factors such as participation rate and delays of data sharing in these settings to enhance the effectiveness of containment. With the combined efforts of a variety of responders, the negative impacts of these factors are expected to be minimized. Coupled with the advancement in digital technologies and scientific understanding, telehealth can be enhanced to serve as a sustainable and mainstream solution to counter the COVID-19 pandemic, and it can be simultaneously employed as a routine tool to protect the privacy and well-being of the public [16].

Conclusions

The balance between privacy protection, public health, and other objectives is controversial [13]. COCOA contributes to prioritizing the preservation of users’ privacy more effectively than the centralized Bluetooth digital health frameworks used in some other countries. The matching inference of exposure is performed locally, and individuals can self-triage their risk of exposure, which facilitates the load balancing of pressure on the medical system. It works better in load-balancing than centralized frameworks. As public authorities do not collect or manage users’ sensitive personal information, concerns regarding illegal use or malicious attacks on private data can be disregarded. The detection of close contact is rapid and effective, and it reduces the likelihood of crosstransmission and in-person contacts. The background running feature enhances the efficacy of the approach and reduces errors of operation, which could be vital in the fight against highly infectious diseases such as COVID-19.

Since the deployment of COCOA, an average of 20% reduction in population mobility has been observed in Japan, which has affected the trajectory of the outbreak. With the wide spread of wireless connections and advancements in digital technologies, digital health can reduce inequality in access to health resources, promote health literacy, and improve risk perceptions. The
Tokyo area has observed faster growth in the number of infected cases than other prefectures in Japan [22-24]; hence, substantial improvements in the participation rate and speed of data sharing are of great concern in these densely populated communities or in places where the risk of close contact is high [22-24].

Countries diverge in their digital health frameworks and technologies. Decentralized privacy-first Bluetooth approaches can protect citizens’ sensitive information, but possibly at the expense of compromised participation and impeded central surveillance. In contrast, a centralized data-first framework can warrant traceable data but may substantially violate individuals’ privacy. Cultures differ in the perception and definition of privacy. The lack of a consensus on privacy protection in contact tracing incurs risks of noncompliance, as evidenced by recent privacy scandals [42,43]. This has hindered governments’ capacity to effectively respond to the pandemic. The deployment and acceptance of telehealth in specific settings reflect both technical and nontechnical factors such as regional heterogeneity, cultural conflicts, shared altruism, and legal regulations [9,44].

Given that participation and data sharing are nonbinding, the privacy-first approach could consistently generate skepticism but ideally will enable the implementation to mitigate current and subsequent cyclical pandemics [41]. Coupled with the efforts from a variety of responders, the rate of participation and delays in data sharing are expected to improve over time. Countries using the decentralized Bluetooth approach must prioritize deliberation of how currently unresolved problems can be addressed to contain the spread of COVID-19. Digital health itself cannot overcome all these challenges; however, by combining it with other countermeasures, such as social distancing, early case isolation, and hygiene practice, it is feasible to achieve meaningful containment [45]. With these improvements, it could be feasible to achieve a balance between privacy preservation and public health by enabling individuals to have full control over sensitive data, identify local exposure risk, share their data in a timely fashion, and enact prompt responses [42].

This decentralized Bluetooth approach will undoubtedly upgrade its definition with advancement in digital health, digital technologies, and a more accurate scientific understanding of the disease. Lessons learned from this current deployment will play paramount roles in future pandemics, further aid the establishment of an effective routine surveillance approach, and provide meaningful insights for other countries and regions.
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Abstract

Background: Telephones, internet-connected devices (phablets, personal computers), chat platforms, and mobile apps (eg, Skype, Facebook Messenger, WhatsApp) can be exploited for telemedicine applications. WhatsApp and similar apps are also widely used to facilitate clinical communication between physicians. Moreover, WhatsApp is used by emergency department (ED) physicians and consulting physicians to exchange medical information during ED consultations. This platform is regarded as a useful app in the consultation of dermatological and orthopedic cases. Preventing overcrowding in the ED is key to reducing the risk of disease transmission, and teleconsulting practice is thought to be effective in the diagnosis, treatment, and reduction of transmission risk of disease, most notably during the COVID-19 pandemic. Video consultation is highly recommended in some countries on the grounds that it is likely to reduce the risk of transmission. WhatsApp-like apps are among the video consultation platforms that are assumed to reduce the risk of contamination by minimizing patient-physician contact.

Objective: The aim of this study was to investigate the effects of WhatsApp video consultation on patient admission and discharge times in comparison to bedside consultation in the evaluation of potential patients with COVID-19 visiting a COVID-19 outpatient clinic during the pandemic.

Methods: Patients who presented to the ED COVID-19 outpatient clinic between March 11 and May 31, 2020, and for whom an infectious disease specialist was consulted (via WhatsApp or at bedside) were included in the study in accordance with the inclusion and exclusion criteria. Eventually, 54 patients whose consultations were performed via WhatsApp and 90 patients whose consultations were performed at bedside were included in our study.

Results: The median length of stay in the ED of discharged patients amounted to 103 minutes (IQR 85-147.75) in the WhatsApp group and 196 minutes (IQR 141-215) in the bedside group. In this regard, the length of stay in the ED was found to be significantly shorter in the WhatsApp group than in the bedside group (P<.001). Among the consulted and discharged patients, 1 patient in each group tested positive for SARS-CoV-2 by polymerase chain reaction test and thus was readmitted and hospitalized (P=.62). The median length of stay of the inpatients in the ED was found to be 116.5 minutes (IQR 85.5-145.5) in the WhatsApp group and 132 minutes (IQR 102-168) in the bedside group. The statistical analysis of this time difference revealed that the length of stay in the ED was significantly shorter for patients in the WhatsApp group than in the bedside group (P=.04).

Conclusions: Consultation via WhatsApp reduces both contact time with patients with COVID-19 and the number of medical staff contacting the patients, which contributes greatly to reducing the risk of COVID-19 transmission. WhatsApp consultation may prove useful in clinical decision making as well as in shortening process times. Moreover, it does not result in a decreased accuracy rate. The shortened discharge and hospitalization timespans also decreased the length of stay in the ED, which can have an impact on minimizing ED crowding.

Trial Registration: ClinicalTrials.gov NCT04645563; https://clinicaltrials.gov/ct2/show/NCT04645563.
Introduction

Telephones, internet-connected devices (phablets, personal computers), chat platforms, and mobile apps (eg, Skype, Facebook Messenger, WhatsApp) can be exploited for telemedicine applications. Telemedicine applications can be classified under four headings: communication method, timing of the delivered information, purpose of the consultation, and interaction between the individuals involved. The importance of video-based telemedicine applications lies in enabling real-time communication that is as close as possible to face-to-face meetings, facilitating the diagnosis of patients, and viewing patients and their data by health care provider professionals [1].

Preventing crowding of the emergency department (ED) is key to reducing disease transmission risk; teleconsulting practice is thought to be effective in the diagnosis, treatment, and reduction of the transmission risk of disease, most notably during the COVID-19 pandemic [2]. In addition, the British Medical Association recommends that consultations be performed over video in England, Wales, and Scotland to minimize the risk of COVID-19 infection [3].

Providing text, video, and audio transfer, the WhatsApp app was developed for smartphones and supports iOS, Android, and Windows operating systems. It enables users to send photographs, videos, voice and text messages, and documents as well as to make free calls to each other via 2G, 3G, 4G, or Wi-Fi internet connections [4]. WhatsApp, one of the most popular messaging apps, was used by around 2 billion people worldwide in March 2020 [5].

WhatsApp and similar platforms are also widely used to facilitate clinical communication between physicians [6-8]. This platform is considered to be a useful application to coordinate intradepartmental communication [9]. Moreover, WhatsApp is used by ED physicians and consulting physicians to exchange medical information during ED consultations [10,11].

Although some studies on WhatsApp consultations in the ED exist in the literature, we did not encounter any studies investigating the impact of WhatsApp-mediated consultations in polyclinics during a pandemic.

The aim of this study was thus to investigate the effects of WhatsApp video consultation on patient admission and discharge times in comparison to bedside consultation in the evaluation of potential patients with COVID-19 visiting the COVID-19 outpatient clinic during the pandemic period.

Methods

Study Design

Ethical approval (number 80576354-050-99/175) was granted by the Clinical Research Ethics Committee of Kafkas University before launching this retrospective observational study. The study was registered prior to launch (ClinicalTrials.gov NCT04645563).

Study Population

During the course of the COVID-19 pandemic, patients underwent consultations with the Infectious Disease (ID) department through bedside consultation or video transmission from WhatsApp. The consultation methods of the patients were scanned retrospectively (from the fixed ED telephone and the hospital system) and recorded in the data set. The method of consultation through video transmission was implemented at the beginning of the pandemic to increase communication between the emergency service and the ID department.

The durations of the videos that were sent by WhatsApp for consultation, the response of the ID specialist to the video, and the clinician’s response to the bedside consultation were saved to the data set. Additionally, the time from the patient’s application to computed tomography (CT), the time from the patient’s application to the ED to receiving their laboratory results, the time spent by the patient in the ED, and the time periods of consultation within working hours (8 AM to 5 PM) or outside working hours (5 PM to 8 AM) were also saved in the data set.

Patients who presented to the COVID-19 outpatient clinic at the ED between March 11 and May 31, 2020, and for whom an ID physician was consulted (via WhatsApp or at bedside) were included in the study in accordance with the inclusion and exclusion criteria. In this cohort, patients whose consultations were held before admission to another department and patients afflicted with problems involving multiple departments were excluded from the study.

Consultation

To isolate potential patients with COVID-19 during the pandemic, these patients were examined at the COVID-19 outpatient clinic under the supervision of the ED. Following their examination at this clinic, consultations for patients conforming to the classification of potential COVID-19 were held with the ID department. The potential patients with COVID-19 were assessed by an ED physician as specified in the Potential COVID-19 Cases Guide of the Ministry of Health [12]. During the COVID-19 pandemic, not every consultation could be performed at the patient’s bedside because the schedules of both the ED and ID physicians were twice as busy.
as normal due to the congestion of working conditions and the organization of pandemic areas. During the course of the pandemic, consultations via WhatsApp emerged naturally due to the overcrowding in the COVID-19 outpatient clinic.

Eligible patients who were examined by an ED physician in consultation with an ID physician at bedside or via WhatsApp were evaluated in the study.

**Common Points in Both Types of Consultations**

The ID physician evaluated the patients’ laboratory and CT data in both types of consultations. The ID physician evaluated these data via smartphone in the WhatsApp consultation and through the hospital database in the bedside consultation.

The ID physician personally performed a physical examination of the patient in the ED during the bedside consultation; in the WhatsApp consultation, this assessment was performed after the patient was referred to the ID department from the ED.

In both types of consultations, the ID physician was called for a consultation following the finalization of the CT report and laboratory parameter results. All the consultations were evaluated by a single ID physician. Seven ED physicians sent the patient data to the ID physician via WhatsApp.

**Bedside Consultation**

The ED physician wrote a consultation note in the hospital information system specifying the patient’s clinical status, history, and laboratory parameters. A physician was consulted for all eligible participants after their laboratory results and CT reports were complete. The ID physician examined the patients at the bedside within 30 minutes (the legal response time in Turkey) of seeing the consultation request [13]. The consultation response time was saved as the time from the entry of the consultation information in the system to the completion of the consultation note.

Although the consultant ID physicians were informed via WhatsApp, they held consultations at the bedside of patients for whom they deemed this type of consultation was appropriate.

**WhatsApp Consultation**

The ID physician was consulted for all participants once complete laboratory results and CT reports were obtained. All the consultations were performed with the same smartphone, and every WhatsApp consultation held since the beginning of the pandemic was evaluated.

In this type of consultation, the patient’s thorax CT images were converted into a video approximately 30-35 seconds in length, and during this video recording, the patient’s clinical condition and laboratory results were also transferred to the ID physician. The ID physician then stated their admission-discharge decision via WhatsApp as “hospitalization” or “discharge.” Eventually, the consultation result was recorded in the patient’s folder. The moment the video was sent was recorded as the beginning of the patient’s consultation period, and the response time to the WhatsApp video was saved as the consultation response time.

**Video Shooting and Features**

The videos were captured using a Xiaomi Redmi Note 8 smartphone (Xiaomi Corporation) with a 48-megapixel rear camera in such a way to capture the entire computer screen while concealing the patient’s name. The mediastinal window image of the thorax CT scan was recorded at a rate of approximately 10 sections per second from start to finish, and all the patient’s clinical and laboratory information was dubbed in the video (Figure 1). Once completed, the video recording was forwarded to the ID physician via WhatsApp Messenger. The smartphone provided for the consultation was only used in the routine functioning of the ED to inform the physician in charge.
Video and Audio Quality
The features of the videos after transmission to the other device are as follows: video screen size, 480 × 848 pixels; data transfer rate, 1353 kb/sec; bit rate, 1413 kb/sec; frames per second, 30. The audio features were bitrate 60 kb/sec and two-channel stereo, and the sound sample value was 44.100 kHz.

Exclusion Criteria
The exclusion criteria in the present study were as follows: patients whose consultations were held before admission to another department, patients afflicted with problems involving multiple departments and whose consultations were performed via WhatsApp, patients whose consultations were held by sending photographs, patients who were referred from another outpatient clinic and whose consultation procedures were completed in the ED, and patients whose consultations were not performed on the same phone.

Data Analysis
Because there is no reference study framed in a similar design, at least 90 people (45 people for each group) were needed to obtain 80% power with 95% confidence based on the power analysis conducted in line with the assumptions, presuming that the effect size we expected from the study would be high ($f=0.6$). The data were analyzed with SPSS (IBM Corporation). Continuous variables are presented as median (IQR), while categorical variables are provided as numbers and percentages. Kolmogorov-Smirnov analysis was used in the normality distribution analysis. When the parametric assumptions were not met, the Mann-Whitney U test was used to compare differences. For all the analyses, $P<.05$ was considered statistically significant.

Results
Out of 227 total consultations by the ID physician between March 10 and May 31, 2020, 112 were performed only via WhatsApp, 17 both via WhatsApp and at bedside, and 98 only at bedside. Out of 112 patients who received consultations via WhatsApp, the excluded participants consisted of 7 patients who were assessed by sending photographs only, 3 patients who consulted the ID service before being hospitalized in another department, 7 patients requiring consultation by more than one department, 1 patient who received a consultation after being examined in the outpatient clinic, 36 patients known to have tested positive for COVID-19 by polymerase chain reaction (PCR) and who were directly hospitalized, and 4 patients for whom the response return times after consultation were unrecorded. Eventually, 54 patients whose consultations were performed via WhatsApp were included in our study. In the bedside group, 8 patients were excluded from the study because of problems concerning other services; therefore, 90 patients were ultimately included in this group. A flowchart of the selection of the study participants is shown in Figure 2. As a result of the post-hoc power analysis, the effect size was calculated as $f=0.63$, and 95.49% power was achieved within a 95% confidence interval.
Of the 90 patients assessed by the bedside consultation method, 15 (17%) were discharged, while 75 (83%) were hospitalized. On the other hand, 20 (37%) of the 54 patients consulted via WhatsApp were discharged, while 34 (63%) were hospitalized (Table 1).

Considering the time intervals in which the patients received consultations, in the WhatsApp group, 32/54 patients (59%) received consultations between 8 AM and 5 PM and 22/54 patients (40.7%) received consultations between 5 PM and 8 AM. In contrast, in the bedside consultation group, 65/90 patients (72%) received consultations between 8 AM and 5 PM, and 25/90 patients (28%) received consultations between 5 PM and 8 AM. However, no significant difference was noted between the groups in terms of consultation time interval ($P = .10$) (Table 1).

Among all the patients, 2/154 (1.3%) tested positive for COVID-19 by PCR, one in each consultation group; these patients were readmitted and hospitalized ($P = .62$) (Table 1).

The median ages of the patients consulted via WhatsApp and at the bedside were 59 years (IQR 48-69) and 55 years (IQR 32.5-68.25), respectively. Further, the WhatsApp group consisted of 33/54 (61%) male and 21/54 female (39%) participants, whereas the bedside group (43%) included 51 male (56.7%) and 39 female patients. There was no difference in median age and gender between the groups. ($P = .23$ and $P = .72$, respectively) (Table 1).
Table 1. Demographic data of the study participants in both groups (N=154).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>WhatsApp group (n=54)</th>
<th>Bedside consultation group (n=90)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>59 (48-79.5)</td>
<td>55 (32.5-77.9)</td>
<td>.23a</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.72b</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospitalized</td>
<td>14 (26)</td>
<td>39 (43)</td>
<td></td>
</tr>
<tr>
<td>Discharged</td>
<td>13 (24)</td>
<td>12 (13)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospitalized</td>
<td>20 (34)</td>
<td>36 (40)</td>
<td></td>
</tr>
<tr>
<td>Discharged</td>
<td>7 (13)</td>
<td>3 (3)</td>
<td></td>
</tr>
<tr>
<td>Consultation time intervals, n (%)</td>
<td></td>
<td></td>
<td>.10b</td>
</tr>
<tr>
<td>8 AM to 5 PM</td>
<td>32 (59)</td>
<td>65 (72)</td>
<td></td>
</tr>
<tr>
<td>5 PM to 8 AM</td>
<td>22 (41)</td>
<td>25 (28)</td>
<td></td>
</tr>
<tr>
<td>Readmitted, n (%)</td>
<td>1 (2)</td>
<td>1 (1)</td>
<td>.62b</td>
</tr>
</tbody>
</table>

aP value is derived from the Student t test.
bP value is derived from the chi-square test.

In the WhatsApp group, the median time from admittance to the CT scan was 17.5 minutes (IQR 11-52.5) for inpatients and 26 minutes (IQR 15-40.5) for discharged patients; meanwhile, the median times amounted to 32 minutes (IQR 15-51) and 27 minutes (IQR 16-47), respectively, in the bedside group. The median time period from admittance to the release of laboratory results was 54.5 minutes (IQR 48-67.75) for inpatients and 62.5 minutes (IQR 56.25-82.5) for discharged patients in the WhatsApp group, whereas the median of this period was found to be 60 minutes (IQR 49-76) for inpatients and 65 minutes (IQR 61-69) for discharged patients in the bedside group. Despite the varying numbers, no significant difference was found between the WhatsApp and bedside consultation groups (P=.05 and P=.29, respectively) in relation to the times to release of CT scan and laboratory results among the inpatients and discharged patients (P=.93 and P=.73, respectively) (Table 2).

The median duration of the videos sent during the WhatsApp consultation was 32 seconds (18.25-37.25) for the inpatients and 28.5 (16.25-36) seconds for the discharged patients. In the WhatsApp group, the median response time to consultation was calculated as 8 minutes (IQR 6-9) for the inpatients and 7.5 (IQR 4-13) for the discharged patients. In the bedside consultation group, the median response time to the consultation was calculated as 25 minutes (IQR 24-28) for the inpatients and 16 minutes (IQR 7-22) for the discharged patients. There was a significant difference between the WhatsApp and bedside consultation groups in consultation response times for both hospitalized and discharged patients (P=.004 and P<.001, respectively) (Table 2).

Table 2. Time data for video length and response consultation time in the WhatsApp and bedside consultation groups (N=144). All P values were derived from the Mann-Whitney U test.

<table>
<thead>
<tr>
<th>Variable</th>
<th>WhatsApp group (n=54)</th>
<th>Bedside consultation group (n=90)</th>
<th>P valuea</th>
<th>P valuesb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video length (seconds)</td>
<td>32 (18.25-37.25)</td>
<td>28.5 (16.25-36)</td>
<td>.24</td>
<td>N/A</td>
</tr>
<tr>
<td>Response to consultation time</td>
<td>8 (6-9)</td>
<td>7.5 (4-13)</td>
<td>.89</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Hospitalized</td>
</tr>
<tr>
<td></td>
<td>25 (24-28)</td>
<td>16 (7-22)</td>
<td>.001</td>
<td>.004</td>
</tr>
</tbody>
</table>

aComparison of the times of hospitalized and discharged patients in the WhatsApp group.
bComparison of the times of hospitalized and discharged patients in the bedside consultation group.
cComparison of patients in the WhatsApp and bedside consultation groups.
dN/A: not applicable.

Concerning the length of stay of the discharged patients in the ED, the median time amounted to 103 minutes (IQR 85-147.75) in the WhatsApp group and 196 minutes (IQR 141-215) in the bedside group. In this regard, there is a statistically significant difference between the groups in terms of median length of stay in the ED (P<.001) (Table 3).
Principal Findings

This study explored the impact of WhatsApp video consultations on patient admission and discharge times in comparison to bedside consultation in the evaluation of potential patients with COVID-19 visiting a COVID-19 outpatient clinic during the pandemic. Overall, our results reveal that the length of stay in the ED of patients who received consultations via WhatsApp was shorter than that of patients who received consultations at the bedside in both the discharged and inpatient cohorts. We also observed that the proportion of patients whose COVID-19 diagnosis was dismissed after being readmitted and hospitalized was similar in both groups.

Indeed, the relevant literature reports a wide range of devices or programs available for teleconsultation. Letters, telephone calls, pagers, fax machines, computer-based consultation systems, mobile phones, smartphones, and web-based medical recording programs have all been used for consultation over the course of history [14]. As technology improves, a number of computer programs and smartphone apps are being developed to prevent the emergence of congestion in the ED [15,16].

Studies on the use of WhatsApp in the ED tend to focus on its usefulness and patients’ length of stay in the ED during the consultation [10,17]. A study probing into consultations performed through WhatsApp in the ED reported that WhatsApp is a useful app, particularly for communication with ED consultants located outside the hospital. Another study concluded that WhatsApp use might be beneficial to patients requiring orthopedic consultation; however, although this approach is suggested to shorten the patients’ length of stay in the ED, no specific data is available on the length by which this duration can be shortened [17]. Further, a study of patients with maxillofacial trauma suggested that the transfer of CT videos via WhatsApp enables rapid completion of consultation. Another study assessing patients in the ED through real-time videoconferencing reported that the duration of the consultations ranges between 16 and 19 minutes [18]. The legal time required for the completion of emergency consultation in Turkey is 30 minutes [13]. In our study, the response time to consultation through video transfer was found to be much shorter than the bedside consultation response time. In addition, the proportions of patients whose clinical diagnosis changed after WhatsApp and bedside consultations were similar, which overall supports the recommendations regarding the utility of WhatsApp in clinical consultation [17].

The transmission risk of COVID-19 infection tends to increase with the length of contact time. Therefore, it is crucial to reduce the overcrowding of pandemic outpatient clinics, where various precautions are introduced to avoid contact between the patient and the physician. In addition, shortening the duration of patients’ stay in the ED is likely to minimize patient-physician contact. It can be assumed that WhatsApp use contributes indirectly to minimizing the infection risk of health care professionals during the COVID-19 pandemic, when one-to-one contact should be reduced to the greatest extent possible. In this regard, our study may shed light on the benefits of future video consultation systems in the ED.
One factor known to lead to ED crowding is the length of the consultation period [19]. When the consultation period is long, both the waiting period for patients and the number of patients waiting in the ED tend to increase. Waiting for laboratory and imaging results also adds to the length of stay in the ED [14]. In a prospective randomized controlled trial comparing standard telephone with WhatsApp in emergency consultations, the length of stay in the ED was reported to be shorter in the WhatsApp group than in the telephone group [20]. However, despite the interest in the use of secure messaging apps for consultations in the ED, no study has investigated WhatsApp consultation similarly to this study to the best of our knowledge. We argue that consultation via WhatsApp can shorten the length of stay in the ED for both discharged patients and inpatients. Because this type of consultation can shorten the length of hospital stays, it may be effective in minimizing ED crowding.

Limitations
Although the number of consultations we evaluated in the study is relatively low, our study reached sufficient power. Because there is only one ID physician in our hospital, we could not reach a judgment on whether the effectiveness of the WhatsApp consultation would change for people who have different smartphone use habits in the presence of more than one consultant. Furthermore, the fact that the decision whether to perform a consultation via WhatsApp or at the bedside was made by an ID physician may have created some bias; however, given the consultation hours, conducting consultations of both groups at similar times is likely to reduce these biases to some extent. With a prospective and randomized study in a larger facility where more emergency medicine and ID specialists work, the effects of WhatsApp consultation on ED crowding and patients’ time of stay in the ED can be stated more clearly, and bias may be minimized.

Conclusion
The standard consultation method in our hospital is bedside consultation; in this study, we documented the data from our observations of consultations of patients performed by clinicians via the WhatsApp application during the natural course of the COVID-19 pandemic. Although the lack of a prospective study may decrease the power of the study, we still believe that the WhatsApp app is of particular importance in terms of highlighting this specific use.

Consultation via WhatsApp reduces both contact time with patients with COVID-19 (due to the decreased length of stay of patients in the ED) and the number of medical staff who contact the patient. In addition, the shortened discharge and hospitalization times also trimmed the patients’ lengths of stay in the ED, with an impact on reducing the congestion in the ED. It can be concluded that WhatsApp consultation may prove useful in clinical decision making and increase the speed of the process, as the accuracy rates of the clinical decisions made as a result of the WhatsApp and bedside consultations were similar.
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Abstract

Background: Adults with chronic conditions are disproportionately burdened by COVID-19 morbidity and mortality. Although COVID-19 mobile health (mHealth) apps have emerged, research on attitudes toward using COVID-19 mHealth tools among those with chronic conditions is scarce.

Objective: This study aimed to examine attitudes toward COVID-19, identify determinants of COVID-19 mHealth tool use across demographic and health-related characteristics, and evaluate associations between chronic health conditions and attitudes toward using COVID-19 mHealth tools (eg, mHealth or web-based methods for tracking COVID-19 exposures, symptoms, and recommendations).

Methods: We used nationally representative data from the COVID-19 Impact Survey collected from April to June 2020 (n=10,760). Primary exposure was a history of chronic conditions, which were defined as self-reported diagnoses of cardiometabolic, respiratory, immune-related, and mental health conditions and overweight/obesity. Primary outcomes were attitudes toward COVID-19 mHealth tools, including the likelihood of using (1) a mobile phone app to track COVID-19 symptoms and receive recommendations; (2) a website to track COVID-19 symptoms, track location, and receive recommendations; and (3) an app using location data to track potential COVID-19 exposure. Outcome response options for COVID-19 mHealth tool use were extremely/very likely, moderately likely, or not too likely/not likely at all. Multinomial logistic regression was used to compare the likelihood of COVID-19 mHealth tool use between people with different chronic health conditions, with not too likely/not likely responses used as the reference category for each outcome. We evaluated the determinants of each COVID-19 mHealth intervention using Poisson regression.

Results: Of the 10,760 respondents, 21.8% of respondents were extremely/very likely to use a mobile phone app or a website to track their COVID-19 symptoms and receive recommendations. Additionally, 24.1% of respondents were extremely/very likely to use a mobile phone app to track their location and receive push notifications about whether they have been exposed to COVID-19. After adjusting for age, race/ethnicity, sex, socioeconomic status, and residence, adults with mental health conditions were the most likely to report being extremely/very or moderately likely to use each mHealth intervention compared to those without such conditions. Adults with respiratory-related chronic diseases were extremely/very likely (conditional odds ratio 1.16, 95% CI 1.00-1.35) and moderately likely (conditional odds ratio 1.23, 95% CI 1.04-1.45) to use a mobile phone app to track their location and receive push notifications about whether they have been exposed to COVID-19.

Conclusions: Our study demonstrates that attitudes toward using COVID-19 mHealth tools vary widely across modalities (eg, web-based method vs app) and chronic health conditions. These findings may inform the adoption of long-term engagement with
COVID-19 apps, which is crucial for determining their potential in reducing disparities in COVID-19 morbidity and mortality among individuals with chronic health conditions.
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**Introduction**

Since the declaration of the COVID-19 pandemic in the United States, over 7 million COVID-19 cases have been identified, and more than 200,000 lives have been lost [1]. Public health strategies for reducing the transmission of COVID-19 have included the enactment of policies, such as quarantine and social distancing, closures of nonessential businesses, and recommendations for preventive behaviors, such as hand washing and wearing face masks [2,3]. Emerging studies have reported that the implementation of policies and adherence to preventive best practices have varied widely in different geographic locations and demographic subgroups [4,5]. Public health and clinical researchers have reported on the disproportionate burden of COVID-19 morbidity and mortality among racial and ethnic minorities, older adults, and individuals with preexisting chronic health conditions [6-21]. Based on clinical and population-based studies, non-Hispanic Black and Latino individuals and communities are at increased risk for COVID-19 exposure [17,19,20,22], morbidity [8,9,23,24], and mortality [7,25,26]. Numerous chronic health conditions, including hypertension [8,23,26-29], diabetes [11,23,27,28,30], cancer [15,31-33], chronic obstructive pulmonary disease (COPD) [34-36] and asthma [28,37-39], and obesity [40-43] have been associated with an increased risk for poor COVID-19 outcomes.

The proliferation of COVID-19 mobile health (mHealth) tools for tracking COVID-19 statistics, monitoring potential COVID-19 symptoms, and reducing the social and mental health impacts of the COVID-19 pandemic has emerged simultaneously with the emergence of the pandemic [44-64]. Several COVID-19 apps that have been developed for public health surveillance provide up-to-date statistics, including the number of new cases, hospitalizations, and confirmed deaths [46,62,65]. Among the apps that allow for real-time symptom monitoring, trackers and telemedicine systems have helped elucidate the frequency of symptoms associated with COVID-19, thereby allowing patients and health care providers the opportunity to respond early to symptom progression [44,47,48,66]. Reviews of contact tracing apps have highlighted their effectiveness in improving the spatiotemporal reporting of new cases, management and follow-up of COVID-19 cases, and education on preventive behaviors [52,53,57,58,67-70]. To address the mental and social impacts of the COVID-19 pandemic, several apps have focused on reducing social isolation, providing positive coping strategies, and monitoring mental health symptoms [55,56,63,71-74]. Although researchers have noted the utility of COVID-19 apps in providing education and public health surveillance amid a rapidly evolving landscape, reviews of COVID-19 apps have highlighted several barriers to the availability, safety, and long-term sustainability of these technologies, including cost, the use of evidence-based guidelines, and user-centered design considerations for functionality and content [45,61,75-77]. Although differences in user preferences and perceptions of COVID-19 susceptibility based on individual risk factors exist across various social and demographic groups, few studies have examined attitudes toward COVID-19 mHealth tools among adults with and without preexisting health conditions.

The aims of this study were (1) to identify differences in attitudes toward COVID-19 mHealth tools across individuals with chronic health conditions; (2) to evaluate associations between having a preexisting chronic health condition and attitudes toward using COVID-19 mobile-based apps and websites to track potential COVID-19 exposure and symptoms; and (3) to identify determinants of mHealth intervention use. To accomplish these study objectives, we used publicly available data from the COVID-19 Impact Survey, which was designed to provide a nationally representative sample of the US adult population and offer national insights about the American population’s experiences during the COVID-19 pandemic.

**Methods**

COVID-19 Impact Survey Dataset

Data for our analyses were obtained from the publicly available COVID-19 Household Impact Survey, which was conducted by the nonpartisan and objective research organization NORC (National Opinion Research Center) at the University of Chicago for the Data Foundation. The COVID-19 Household Impact Survey is a philanthropic effort to provide national and regional statistics about physical health, mental health, economic security, and social dynamics in the United States [78]. The survey is designed to provide weekly estimates of the US adult (ie, aged ≥18 years) household population nationwide. Currently, data from week 1 (ie, April 20-26, 2020), week 2 (ie, May 4-10, 2020), and week 3 (ie, May 30 to June 8, 2020) are available. These data were merged for this analysis. As the AmeriSpeak analytic sample of the COVID-19 Impact Survey was derived from deidentified publicly available data, institutional review board approval was not required for this study.

AmeriSpeak is a probability-based panel that is funded and operated by the NORC at the University of Chicago. It is designed to be representative of the US household population. During the initial recruitment phase of the AmeriSpeak panel for the COVID-19 Impact Survey, randomly selected US households were sampled using area probability and address-based sampling methods. These sampled households were then contacted by US mail, telephone, and field
History of Chronic Health Conditions

The primary predictor for this analysis was participants’ self-reports on a chronic health condition. Within the survey, participants were asked to reply “yes, no, or not sure” to the following question: “Has a doctor or other health care provider ever told you that you have any of the following: Diabetes; High blood pressure or hypertension; Heart disease, heart attack or stroke; Asthma; Chronic lung disease or COPD; Bronchitis or emphysema; Allergies; a Mental health condition; Cystic fibrosis; Liver disease or end-stage liver disease; Cancer; a Compromised immune system; or Overweight or obesity.”

Given the small sample sizes reported among certain categories of health conditions, we further aggregated health conditions into the following 5 categories: cardiometabolic (ie, diabetes, high blood pressure, heart disease, heart attack or stroke, and liver disease or end-stage liver disease), overweight/obesity, respiratory (ie, allergies, asthma, chronic lung disease or COPD, and bronchitis or emphysema), immune-related (ie, cystic fibrosis, cancer, and a compromised immune system), and mental health conditions.

Covariates

The following covariates were included in the multivariable analyses: age categories (ie, 18-29, 30-44, 45-59, ≥60 years), sex (ie, male or female), race/ethnicity categories (ie, non-Hispanic White, non-Hispanic Black, Hispanic or Latino, Asian, and non-Hispanic other), education categories (ie, no high school diploma, high school graduate, some college, and baccalaureate or above), residence (ie, rural or urban), and household income (ie, <US $50,000, US $50,000-US $100,000, ≥US $100,000). These covariates were chosen based on the review of mHealth disparities literature and COVID-19 disparities literature [5,80-83].

Data Analysis

Descriptive statistics are presented as percentages for all respondents unless otherwise labeled, and include a margin of error of 3.0 percentage points for 95% confidence intervals among all adults. Chi-square tests were used for the univariate comparison of categorical variables, including age, sex, race/ethnicity, education, income, residence, and chronic health conditions. For COVID-19 mHealth outcomes, we used multinomial logistic regression to compare the likelihood of COVID-19 mHealth tool use across people with different chronic health conditions after adjusting for age, sex, race/ethnicity, education, income, residence, and chronic health conditions. For COVID-19 mHealth outcomes, we used multinomial logistic regression to compare the likelihood of being extremely/very likely to use each COVID-19 mHealth tool use across people with different chronic health conditions after adjusting for age, sex, race/ethnicity, education, income, and residence. For each COVID-19 mHealth outcome, we compared participants’ likelihood of using COVID-19 mHealth tools to those in the not likely to use group (ie, the reference category). To estimate determinants of being extremely/very likely to use each COVID-19 mHealth intervention, we computed prevalence ratios via Poisson regression using the robust estimation of standard errors [84-86]. Potential variables for inclusion in the model were assessed using available sociodemographic variables and bivariate Poisson regression analysis. Due to the exploratory nature of this analysis, which used a predictive framework, an arbitrary P value of <.10 was used as criteria to include variables in the multivariable Poisson regression model. For multivariable Poisson regression models, adjusted prevalence ratios and 95% confidence intervals for each independent variable were calculated.

The Type I error was maintained at 5%. Due to the exploratory nature of this analysis, we did not include an adjustment for multiple comparisons [87,88]. All statistical analyses were conducted using Stata IC 15 (StataCorp LLC). Sampling weights were applied to provide results that were nationally representative of the US adults aged ≥18 years.
representative of the US adult population. As such, absolute n values could not be reported.

Results

Descriptive COVID-19 Impact Survey Results

Tables 1 and 2 display the descriptive characteristics of the analytic sample. Of the 10,760 respondents, 61.6% of respondents were non-Hispanic White, 11.9% were non-Hispanic Black, 16.5% were Hispanic, and 8.6% were of another non-Hispanic race or ethnicity. With regard to education, 9.8% of respondents had less than a high school diploma, 28.2% had a high school diploma, 27.7% had some college education, and 34.3% had a baccalaureate degree or higher. With regard to age, 20.5% of participants were aged 18-29 years, 25.4% were aged 30-44 years, 24.3% were aged 45-59 years, and 29.8% were aged ≥60 years. With regard to sex, 48.3% of respondents were male and 51.7% were female. With regard to residence, 72.2% of participants lived in urban areas and 27.9% lived in rural or suburban areas.

Histories of chronic health conditions ranged from 15.5% of respondents reporting a history of mental health conditions to 37.8% reporting a history of cardiometabolic diseases. The most common chronic conditions reported were cardiometabolic diseases (37.8%) and overweight/obesity (33.1%). Furthermore, 21.8% of adults reported that they were extremely or very likely to install a mobile phone app to record symptoms and obtain recommendations about COVID-19, and 21.1% reported that they were extremely or very likely to use a website to log their symptoms and location and receive recommendations about COVID-19. Additionally, 24.1% of adults reported that they were extremely or very likely to install an app on their phone to track their location and receive push notifications about whether they may have been exposed to COVID-19.
Table 1. Demographic characteristics of the COVID-19 Impact Survey respondents (N=10,760) from April to June 2020. This survey is a nationally representative survey of the United States.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total, %&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>20.5 (19.3-21.8)</td>
</tr>
<tr>
<td>30-44</td>
<td>25.4 (24.4-26.5)</td>
</tr>
<tr>
<td>45-59</td>
<td>24.3 (23.2-25.4)</td>
</tr>
<tr>
<td>≥60</td>
<td>29.8 (28.6-30.9)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>61.6 (60.3-62.9)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>11.9 (11.0-12.7)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>16.5 (15.5-17.7)</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>5.1 (4.4-5.8)</td>
</tr>
<tr>
<td>Other non-Hispanic race/ethnicity</td>
<td>3.5 (3.1-3.9)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>48.3 (47.0-49.6)</td>
</tr>
<tr>
<td>Female</td>
<td>51.7 (50.4-53.0)</td>
</tr>
<tr>
<td><strong>Employed in the past 7 days</strong></td>
<td>49.7 (48.4-51.1)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>No high school diploma</td>
<td>9.8 (8.8-10.8)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>28.2 (27.0-29.6)</td>
</tr>
<tr>
<td>Some college</td>
<td>27.7 (26.7-28.7)</td>
</tr>
<tr>
<td>Baccalaureate or above</td>
<td>34.3 (33.1-35.5)</td>
</tr>
<tr>
<td><strong>Household income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;50,000</td>
<td>45.8 (44.5-47.1)</td>
</tr>
<tr>
<td>50,000-100,000</td>
<td>32.1 (30.9-33.3)</td>
</tr>
<tr>
<td>≥100,000</td>
<td>22.1 (21.1-23.2)</td>
</tr>
<tr>
<td><strong>Residence</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>9.1 (8.4-9.8)</td>
</tr>
<tr>
<td>Suburban</td>
<td>18.8 (17.8-19.7)</td>
</tr>
<tr>
<td>Urban</td>
<td>72.2 (71.0-73.3)</td>
</tr>
<tr>
<td><strong>Insurance type or health coverage plans</strong></td>
<td></td>
</tr>
<tr>
<td>Purchased plan</td>
<td>17.4 (16.4-18.5)</td>
</tr>
<tr>
<td>Employer sponsored</td>
<td>51.7 (50.3-53.0)</td>
</tr>
<tr>
<td>TRICARE</td>
<td>4.9 (4.4-5.4)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>23.5 (22.4-24.7)</td>
</tr>
<tr>
<td>Medicare</td>
<td>25.3 (24.2-26.4)</td>
</tr>
<tr>
<td>Dually eligible (ie, Medicare and Medicaid)</td>
<td>9.7 (9.0-10.4)</td>
</tr>
<tr>
<td>VA</td>
<td>4.5 (4.0-5.0)</td>
</tr>
<tr>
<td>Indian Health Service</td>
<td>1.2 (0.9-1.6)</td>
</tr>
<tr>
<td>No insurance has coverage</td>
<td>8.8 (8.1-9.6)</td>
</tr>
<tr>
<td>Cardiometabolic-related chronic diseases&lt;sup&gt;b&lt;/sup&gt;</td>
<td>37.8 (36.5-39.0)</td>
</tr>
<tr>
<td>Respiratory-related chronic diseases&lt;sup&gt;c&lt;/sup&gt;</td>
<td>23.6 (22.5-24.7)</td>
</tr>
</tbody>
</table>
### Table 2. Survey characteristics of the COVID-19 Impact Survey respondents (N=10,760) from April to June 2020. This survey is a nationally representative survey of the United States.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immune-related chronic diseases&lt;sup&gt;d&lt;/sup&gt;</td>
<td>13.1 (12.3-13.9)</td>
</tr>
<tr>
<td>Overweight/obesity</td>
<td>33.1 (31.9-34.3)</td>
</tr>
<tr>
<td>Mental health–related conditions&lt;sup&gt;e&lt;/sup&gt;</td>
<td>15.5 (14.6-16.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Absolute n values are not displayed due to the inclusion of survey weights to provide nationally representative estimates.

<sup>b</sup>Cardiometabolic-related chronic diseases include diabetes, high blood pressure, heart disease, and liver disease/end-stage liver disease.

<sup>c</sup>Respiratory-related diseases include asthma, chronic lung disease/chronic obstructive pulmonary disease, and bronchitis/emphysema.

<sup>d</sup>Immune-related chronic diseases include cystic fibrosis, cancer, and a compromised immune system.

<sup>e</sup>Mental health–related conditions include at least 1 mental health condition.

### Attitudes Toward Using COVID-19 mHealth Tools Across People With Chronic Health Conditions

As shown in Tables 3 and 4, differences in attitudes toward the use of COVID-19 mHealth tools emerged across various chronic health conditions. Compared to adults without mental health conditions, adults with a history of mental health conditions were significantly more likely to potentially download and use an app to track COVID-19 symptoms and recommendations (<em>P</em>=.004), potentially download and use an app to track their location and potential COVID-19 exposure (<em>P</em>&lt;.001), and use a website to log COVID-19 symptoms and receive recommendations (<em>P</em>=.005). Compared to nonobese participants, respondents who reported being obese were significantly more likely to potentially download and use an app to track their location and potential COVID-19 exposure (<em>P</em>=.039). In the univariate analysis, no other significant differences in attitudes toward using COVID-19 mHealth tools were observed in respondents with a history of respiratory conditions or immune-related conditions.
Table 3. Attitudes toward mHealth interventions for COVID-19 testing and tracking to help slow the spread of the virus, stratified by cardiometabolic-related\(^a\), respiratory-related\(^b\), and immune-related\(^c\) chronic diseases.

<table>
<thead>
<tr>
<th>Questions and responses</th>
<th>Cardiometabolic-related chronic disease</th>
<th>Respiratory-related chronic disease</th>
<th>Immune-related chronic disease</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No (Total, %(^e))</td>
<td>Yes (Total, %(^e))</td>
<td>No (Total, %(^e))</td>
</tr>
<tr>
<td>How likely would be to participate in installing an app on your phone that asks you questions about your own symptoms and provides recommendations about COVID-19?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extremely/very</td>
<td>20.7 (19.40-22.2)</td>
<td>23.5 (21.7-25.3)</td>
<td>21.8 (20.6-23.1)</td>
</tr>
<tr>
<td>Moderately</td>
<td>21.8 (20.3-23.3)</td>
<td>19.5 (17.9-21.2)</td>
<td>20.9 (19.6-22.2)</td>
</tr>
<tr>
<td>Not likely</td>
<td>57.5 (55.7-59.2)</td>
<td>57.0 (54.9-59.1)</td>
<td>57.3 (55.8-58.8)</td>
</tr>
<tr>
<td>How likely would you be to participate in installing an app on your phone that tracks your location and sends push notifications if you might have been exposed to COVID-19?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extremely/very</td>
<td>23.9 (22.5-25.4)</td>
<td>24.4 (22.7-26.3)</td>
<td>23.8 (22.5-25.1)</td>
</tr>
<tr>
<td>Moderately</td>
<td>20.2 (18.9-21.7)</td>
<td>19.3 (17.7-20.9)</td>
<td>19.4 (18.2-20.6)</td>
</tr>
<tr>
<td>Not likely</td>
<td>55.9 (54.2-57.6)</td>
<td>56.3 (54.2-58.3)</td>
<td>56.9 (55.4-58.3)</td>
</tr>
<tr>
<td>How likely would you be to participate in using a website to log your symptoms and location and get recommendations about COVID-19?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extremely/very</td>
<td>20.6 (19.3-22.0)</td>
<td>22.0 (20.3-23.8)</td>
<td>21.6 (20.4-22.9)</td>
</tr>
<tr>
<td>Moderately</td>
<td>23.5 (22.0-25.0)</td>
<td>23.5 (21.8-25.3)</td>
<td>23.3 (22.0-24.7)</td>
</tr>
<tr>
<td>Not likely</td>
<td>55.9 (54.2-57.6)</td>
<td>54.5 (52.4-56.6)</td>
<td>55.1 (53.6-56.6)</td>
</tr>
</tbody>
</table>

\(^a\)Cardiometabolic-related chronic diseases include diabetes, high blood pressure, heart disease, and liver disease/end-stage liver disease.

\(^b\)Respiratory-related chronic diseases include asthma, chronic lung disease/chronic obstructive pulmonary disease, and bronchitis/emphysema.

\(^c\)Immune-related chronic diseases include cystic fibrosis, cancer, and a compromised immune system.

\(^d\)Refers to Chi-square \(P\) values.

\(^e\)Absolute n values are not displayed due to the inclusion of survey weights to provide nationally representative estimates.
Table 4. Attitudes toward mHealth interventions for COVID-19 testing and tracking to help slow the spread of the virus, stratified by mental health–relateda chronic diseases and overweight/obese.

<table>
<thead>
<tr>
<th>Questions and responses</th>
<th>Mental health-related chronic disease</th>
<th>P valueb</th>
<th>Overweight/obese</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No (Total, % (95% CI))</td>
<td>Yes (Total, % (95% CI))</td>
<td></td>
<td>No (Total, % (95% CI))</td>
</tr>
<tr>
<td>How likely would you be to participate in installing an app on your phone that asks you questions about your own symptoms and provides recommendations about COVID-19?</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Extremely/very</td>
<td>21.6 (20.4-22.8)</td>
<td>22.8 (20.2-25.7)</td>
<td>21.6 (20.2-23.0)</td>
<td>22.2 (20.4-24.1)</td>
</tr>
<tr>
<td>Moderately</td>
<td>20.2 (19.0-21.5)</td>
<td>24.7 (21.8-27.7)</td>
<td>21.3 (19.9-22.8)</td>
<td>20.1 (18.3-21.9)</td>
</tr>
<tr>
<td>Not likely</td>
<td>58.6 (56.7-59.6)</td>
<td>52.5 (49.2-55.8)</td>
<td>57.1 (55.4-58.7)</td>
<td>57.7 (55.5-59.9)</td>
</tr>
<tr>
<td>How likely would you be to participate in installing an app on your phone that tracks your location and sends push notifications if you might have been exposed to COVID-19?</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Extremely/very</td>
<td>23.6 (22.4-24.9)</td>
<td>26.7 (23.9-29.7)</td>
<td>23.1 (21.7-24.5)</td>
<td>26.1 (24.2-28.1)</td>
</tr>
<tr>
<td>Moderately</td>
<td>19.2 (18.1-20.4)</td>
<td>23.4 (20.6-26.5)</td>
<td>19.9 (18.7-21.3)</td>
<td>19.7 (18.0-21.6)</td>
</tr>
<tr>
<td>Not likely</td>
<td>57.2 (55.7-58.6)</td>
<td>49.9 (46.6-53.2)</td>
<td>57.0 (55.3-58.6)</td>
<td>54.2 (52.0-56.3)</td>
</tr>
<tr>
<td>How likely would you be to participate in using a website to log your symptoms and location and get recommendations about COVID-19?</td>
<td></td>
<td></td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Extremely/very</td>
<td>20.9 (19.7-22.1)</td>
<td>22.5 (19.9-25.4)</td>
<td>21.2 (19.9-22.6)</td>
<td>21.0 (19.3-22.8)</td>
</tr>
<tr>
<td>Moderately</td>
<td>22.9 (21.6-24.1)</td>
<td>26.9 (24.1-30.0)</td>
<td>22.8 (21.4-24.3)</td>
<td>24.8 (22.9-26.8)</td>
</tr>
<tr>
<td>Not likely</td>
<td>56.3 (54.8-57.7)</td>
<td>50.5 (47.2-53.8)</td>
<td>55.9 (54.3-57.6)</td>
<td>54.2 (52.0-56.4)</td>
</tr>
</tbody>
</table>

aMental health–related chronic disease include at least 1 mental health condition.
bRefers to Chi-square P values.
cAbsolute n values are not displayed due to the inclusion of survey weights to provide nationally representative estimates.

Multinomial Logistic Regression Results for Attitudes Toward Using COVID-19 mHealth Tools Across People With Chronic Health Conditions

Figure 1 displays the multivariable results for the multinomial logistic regression models for each COVID-19 mHealth outcome and chronic health condition category. These models were adjusted for age, sex, race/ethnicity, education, income, and residence. The point estimates are available in Table S1 in Multimedia Appendix 1. Compared to adults without a history of cardiometabolic diseases, adults with cardiometabolic conditions were moderately likely to use a website to log their COVID-19 symptoms (conditional odds ratio [cOR] 1.18, 95% CI 1.02-1.36). Compared to adults without a history of respiratory conditions, adults with a history of respiratory diseases were moderately likely to download and use an app to track their location and potential COVID-19 exposure (cOR 1.23, 95% CI 1.04-1.45). Compared to adults without immune-related conditions, adults with a history of immune-related diseases were moderately likely to potentially download and use an app to track COVID-19 symptoms and receive health recommendations about COVID-19 (cOR 1.23, 95% CI 1.01-1.49).
Compared to adults without a history of mental health conditions, adults with a history of mental health conditions were extremely likely and moderately likely to potentially download and use an app to track COVID-19 symptoms and receive health recommendations about COVID-19 (cOR 1.31, 95% CI 1.09-1.59; cOR 1.32, 95% CI 1.09-1.60, respectively). Adults with a history of mental health conditions were extremely likely and moderately likely to download and use an app to track location and potential COVID-19 exposure compared to adults without a history of mental health conditions (cOR 1.39, 95% CI 1.17-1.66; cOR 1.42, 95% CI 1.17-1.73, respectively).

Compared to nonobese participants, adults who reported being obese were extremely likely to download and use an app to track location and potential COVID-19 exposure (cOR 1.20, 95% CI 1.05-1.38). Participants who were obese were also moderately likely to use a website to log their COVID-19 symptoms compared to nonobese participants (cOR 1.17, 95% CI 1.01-1.34).

**Determinants of Being Extremely/Very Likely to Use COVID-19 mHealth Interventions Among US Adults**

Table 5 summarizes the results of the analysis for identifying determinants of using each mHealth intervention among US adults. Across each mHealth intervention, there were several common determinants. Women had a higher prevalence of being extremely/very likely to use each mHealth intervention than men. Compared to those with a college degree, adults with a high school degree and some college education had a lower prevalence of being extremely/very likely to use each mHealth intervention. Racial/ethnic minorities, including non-Hispanic Black, Hispanic, and non-Hispanic Asian adults, had a higher prevalence of being extremely/very likely to use each mHealth intervention compared to non-Hispanic White adults. Additionally, adults with at least 1 COVID-19 related symptom had a higher prevalence of being extremely/very likely to install and use mHealth apps.
Table 5. Determinants of being extremely/very\textsuperscript{a} likely to use COVID-19 mHealth interventions based on data from the COVID-19 Impact Survey collected from April to June 2020. The survey is a nationally representative survey of the United States.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Installing an app on your phone that asks you questions about your own symptoms and provides recommendations about COVID-19, adjusted PR\textsuperscript{b} (95% CI)</th>
<th>Installing an app on your phone that tracks your location and sends push notifications if you might have been exposed to COVID-19, adjusted PR (95% CI)</th>
<th>Using a website to log your symptoms and location and get recommendations about COVID-19, adjusted PR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>0.71 (0.59-0.86)</td>
<td>_c,d</td>
<td>0.74 (0.61-0.91)</td>
</tr>
<tr>
<td>30-44</td>
<td>0.80 (0.70-0.92)</td>
<td>—</td>
<td>0.90 (0.78-1.03)</td>
</tr>
<tr>
<td>45-59</td>
<td>1.03 (0.90-1.17)</td>
<td>—</td>
<td>1.02 (0.89-1.16)</td>
</tr>
<tr>
<td>≥60</td>
<td>Ref\textsuperscript{e}</td>
<td>—</td>
<td>Ref</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Female</td>
<td>1.12 (1.01-1.24)</td>
<td>1.12 (1.02-1.23)</td>
<td>1.11 (1.00-1.23)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No high school diploma</td>
<td>1.07 (0.87-1.33)</td>
<td>0.99 (0.80-1.21)</td>
<td>0.92 (0.73-1.16)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>0.75 (0.65-0.87)</td>
<td>0.74 (0.64-0.85)</td>
<td>0.68 (0.59-0.80)</td>
</tr>
<tr>
<td>Some college</td>
<td>0.80 (0.71-0.90)</td>
<td>0.79 (0.71-0.88)</td>
<td>0.78 (0.70-0.88)</td>
</tr>
<tr>
<td>Baccalaureate or above</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>1.58 (1.36-1.83)</td>
<td>1.32 (1.14-1.53)</td>
<td>1.67 (1.44-1.93)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.49 (1.29-1.73)</td>
<td>1.29 (1.13-1.47)</td>
<td>1.47 (1.27-1.70)</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>1.84 (1.47-2.30)</td>
<td>1.73 (1.43-2.10)</td>
<td>1.74 (1.39-2.17)</td>
</tr>
<tr>
<td>Other non-Hispanic race/ethnicity</td>
<td>1.18 (0.90-1.55)</td>
<td>1.07 (0.83-1.38)</td>
<td>1.23 (0.94-1.61)</td>
</tr>
<tr>
<td>At least 1 COVID-19–related symptom\textsuperscript{f}</td>
<td>1.13 (1.02-1.25)</td>
<td>1.19 (1.08-1.31)</td>
<td>_d</td>
</tr>
<tr>
<td>At least 1 chronic disease\textsuperscript{e}</td>
<td>_d</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>Ref</td>
<td>_d</td>
<td>Ref</td>
</tr>
<tr>
<td>Midwest</td>
<td>0.84 (0.71-0.99)</td>
<td>—</td>
<td>0.76 (0.64-0.90)</td>
</tr>
<tr>
<td>South</td>
<td>0.97 (0.83-1.13)</td>
<td>—</td>
<td>0.85 (0.73-0.99)</td>
</tr>
<tr>
<td>West</td>
<td>0.83 (0.71-0.98)</td>
<td>—</td>
<td>0.79 (0.67-0.92)</td>
</tr>
<tr>
<td>Employed</td>
<td>0.85 (0.76-0.95)</td>
<td>0.85 (0.77-0.94)</td>
<td>0.78 (0.70-0.88)</td>
</tr>
<tr>
<td>Uninsured</td>
<td>_d</td>
<td>_d</td>
<td>0.90 (0.74-1.10)</td>
</tr>
<tr>
<td>Household income (US $)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50,000</td>
<td>0.96 (0.84-1.10)</td>
<td>0.82 (0.73-0.93)</td>
<td>0.86 (0.74-1.00)</td>
</tr>
<tr>
<td>50,000-100,000</td>
<td>0.91 (0.80-1.04)</td>
<td>0.86 (0.76-0.97)</td>
<td>0.85 (0.74-0.98)</td>
</tr>
<tr>
<td>≥100,000</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>0.95 (0.78-1.17)</td>
<td>1.04 (0.87-1.25)</td>
<td>0.98 (0.81-1.19)</td>
</tr>
<tr>
<td>Suburban</td>
<td>0.98 (0.85-1.12)</td>
<td>0.95 (0.83-1.08)</td>
<td>0.93 (0.80-1.07)</td>
</tr>
<tr>
<td>Urban</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Respondents were asked if they were extremely likely, very likely, moderately likely, not too likely, or not at all likely to participate in each mHealth intervention.
intervention. We categorized those who responded with extremely/very likely to participate as exposed (ie, exposed=1) and those who gave other responses as unexposed (ie, unexposed=0).

bPR: prevalence ratio.

cNot available.

dThe corresponding P value was >.10 for all categories of the variable in unadjusted analyses

eRef: the referent group.

COVID-19–related symptoms include fever, chills, runny or stuffy nose, chest congestion, skin rash, cough, sore throat, sneezing, muscle or body aches, headaches, fatigue or tiredness, shortness of breath, abdominal discomfort, nausea or vomiting, diarrhea, changed or lost sense of taste or smell, and loss of appetite.

Chronic disease include diabetes, high blood pressure, heart disease/heart attack/stroke, asthma, chronic obstructive pulmonary disease, bronchitis or emphysema, cystic fibrosis, liver disease, cancer, a compromised immune system, and overweight/obesity.

Discussion

Principal Results

This study analyzed differences and associations between attitudes toward using COVID-19 mHealth tools and various chronic health conditions. Compared to adults without a history of chronic health conditions, adults with chronic health conditions were more likely to potentially use COVID-19 apps or websites to monitor potential COVID-19 exposure and symptoms. Yet, attitudes toward COVID-19 mHealth tools varied significantly across people with different chronic disease conditions and modalities (ie, app vs website). Our study findings highlight the potential for mHealth tools to improve disease self-management and reduce health disparities among individuals with chronic health conditions.

Our study highlighted disparities in attitudes toward COVID-19 mHealth tools across age, sex, race/ethnicity, education, and region. We observed that women in our sample were more likely to report positive attitudes toward using an app or website to track potential COVID-19 exposures or symptoms compared to men. This is consistent with prior studies that focused on disparities in mHealth use among the general population [80,89]. Previous studies have also documented lower rates of using mHealth tools among individuals with lower socioeconomic backgrounds compared to individuals with higher socioeconomic backgrounds [81,90]. In our study, irrespective of self-reported chronic health conditions, participants with lower levels of education were less likely to use an app or website for tracking COVID-19 symptoms or exposure compared to respondents with a college degree or higher. Similar patterns were observed in the different income groups [91].

Our study also highlighted several novel findings. The first was that respondents with a racial/ethnic minority background had a greater likelihood of using COVID-19 mHealth tools than non-Hispanic White respondents in our entire sample. Hispanic (adjusted prevalence ratio [aPR] 1.49, 95% CI 1.29-1.73), Asian (aPR 1.84, 95% CI 1.47-2.30), and non-Hispanic Black (aPR 1.58, 95% CI 1.36-1.83) respondents were significantly more likely to potentially use mHealth tools for tracking COVID-19 exposure and symptoms. These attitudes may indicate greater awareness among racial and ethnic minority communities with regard to increased susceptibility to COVID-19 morbidity and mortality [22,25,92]. Additionally, the use of mHealth tools has been increasing among all racial/ethnic groups over the last decade. This is indicative of all racial/ethnic groups having greater access to mHealth tools. This is also indicative of the potential that mHealth tools have for reducing racial/ethnic disparities in chronic disease management, morbidity, and mortality.

The second novel finding was observed when examining age-related disparities in COVID-19 mHealth attitudes. Contrary to many prior studies that have documented increased mHealth tool use among younger adults, respondents aged 18-29 years reported being less likely to use apps or websites for tracking COVID-19 symptoms and exposure compared to participants aged ≥60 years. These differences may indicate that older adults have a greater awareness of the risks of COVID-19 than younger adults. These differences may also indicate potential misperceptions of COVID-19 risk among younger populations [93,94].

We also observed geographic differences in attitudes toward COVID-19 mHealth tools with participants from the Midwest, South, and West, who reported less interest in using apps or websites to track COVID-19 symptoms and exposure compared to respondents from the Northeast. These disparities are consistent with prior studies that focused on regional differences in the digital divide, as well as studies of COVID-19 preventive behaviors across the United States [95]. Our findings may also reflect geographic differences in perceived susceptibility to COVID-19 at the time the survey was administered, given the disproportionate burden of COVID-19 cases in the Northeast during the onset of the pandemic [96,97].

Our findings are important, given the accumulating evidence for cardiovascular diseases, obesity, and diabetes being risk factors for COVID-19 incidence and mortality. In our previous study, which analyzed COVID-19 preventive behaviors among US adults, we observed that adults with chronic health conditions were significantly more likely to engage in many COVID-19 preventive behaviors, such as hand washing, using a face mask, and maintaining appropriate social distancing in public [5,33]. The use of mHealth tools for COVID-19 education, risk reduction, and symptom monitoring may complement existing prevention strategies [98]. Our findings also highlight potential opportunities for mHealth tools to reduce racial/ethnic and age disparities in COVID-19 exposure and outcomes [99,100].

Lastly, our findings highlight the potential that mHealth tools have for reducing chronic disease disparities in disease management and outcomes beyond the COVID-19 pandemic. Although there has been a proliferation of mHealth tools for people with chronic health conditions, the acceptability and long-term use of mHealth tools have varied considerably across...
people with different chronic conditions [101,102]. Variability in mHealth tool use across people with chronic health conditions may be related to the quality of both the content and functionality of mHealth tools, as well as user-related preferences [103-107].

**Study Strengths and Limitations**

Our results should be interpreted within the context of several limitations. First, a history of chronic health conditions was based on self-reported data rather than medical records. Therefore, there may be potential for recall or misclassification bias for the chronic health conditions reported in this analysis. Additionally, while we acknowledge the increasing importance of considering multiple chronic conditions, given the complexity of examining multiple chronic conditions by both number and the combination of different chronic condition types, the examination of attitudes toward using COVID-19 mHealth tools among individuals with multiple chronic conditions was beyond the scope of this analysis. Second, attitudes toward potential COVID-19 mHealth tool use were based on self-reports rather than downloads or monitoring patterns of actual mHealth tool usage. As such, there may be potential for social desirability bias in terms of the reported COVID-19 mHealth attitudes, which may not correlate with actual COVID-19 mHealth tool use.

Despite these limitations, our study has notable strengths. First, the sampling methods used to obtain a nationally representative sample of the US adult population provided the opportunity for increased generalizability. Our findings may be helpful to clinicians and public health officials when guiding mHealth messaging for COVID-19 prevention, symptom monitoring, and health recommendations. Additionally, our study results are drawn from a population that is diverse in terms of social and demographic characteristics and health statuses. Since the COVID-19 pandemic has exacerbated health inequities across different social groups and groups with chronic health conditions, public health strategies that consider the utility of mHealth approaches across diverse contexts will have a vital role in reducing COVID-19 disparities.

**Conclusions**

Our study extends previous research in this field by analyzing attitudes toward various COVID-19 mHealth tools across a nationally representative sample of US adults with and without chronic health conditions. Future directions for research may include the examination of COVID-19 mHealth tool use among individuals with multiple chronic conditions and associations between COVID-19 mHealth tool use and COVID-19 knowledge and preventive behaviors. Our study results have several implications concerning the development of COVID-19 mHealth tools. As the use of mHealth apps has been found to impact the improvement of health outcomes across a range of chronic health conditions, the development of COVID-19 apps should focus on user preferences and consider differences in COVID-19 susceptibility across people with different chronic disease conditions. Combining big data analytic approaches with qualitative data from individuals with chronic health conditions may yield additional insights in increasing the acceptability of and long-term engagement with COVID-19 apps. Lastly, incorporating opportunities for the real-time tracking of potential COVID-19 exposure and symptoms among existing health apps for people with chronic conditions (eg, mental health conditions, cardiometabolic conditions, and respiratory diseases) may provide additional opportunities to strengthen prevention and early detection efforts among populations that are vulnerable to COVID-19 morbidity and mortality.
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Abbreviations

- **aPR**: adjusted prevalence ratio
- **COPD**: chronic obstructive pulmonary disease
- **cOR**: conditional odds ratio
- **mHealth**: mobile health
- **NORC**: National Opinion Research Center