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Abstract
We discuss a pandemic management framework using symptom-based quick response (QR) codes to contain the spread of COVID-19. In this approach, symptom-based QR health codes are issued by public health authorities. The codes do not retrieve the location data of the users; instead, two different colors are displayed to differentiate the health status of individuals. The QR codes are officially regarded as electronic certificates of individuals’ health status, and can be used for contact tracing, exposure risk self-triage, self-update of health status, health care appointments, and contact-free psychiatric consultations. This approach can be effectively deployed as a uniform platform interconnecting a variety of responders (eg, individuals, institutions, and public authorities) who are affected by the pandemic, which minimizes the errors of manual operation and the costs of fragmented coordination. At the same time, this approach enhances the promptness, interoperability, credibility, and traceability of containment measures. The proposed approach not only provides a supplemental mechanism for manual control measures but also addresses the partial failures of pandemic management tools in the abovementioned facets. The QR tool has been formally deployed in Fujian, a province located in southeast China that has a population of nearly 40 million people. All individuals aged ≥3 years were officially requested to present their QR code during daily public activities, such as when using public transportation systems, working at institutions, and entering or exiting schools. The deployment of this approach has achieved sizeable containment effects and played remarkable roles in shifting the negative gross domestic product (−6.8%) to a positive value by July 2020. The number of cumulative patients with COVID-19 in this setting was confined to 363, of whom 361 had recovered (recovery rate 99.4%) as of July 12, 2020. A simulation showed that if only partial measures of the framework were followed, the number of cumulative cases of COVID-19 could potentially increase ten-fold. This approach can serve as a reliable solution to counteract the emergency of a public health crisis; as a routine tool to enhance the level of public health; to accelerate the recovery of social activities; to assist decision making for policy makers; and as a sustainable measure that enables scalability.

(JMIR Mhealth Uhealth 2020;8(9):e22321) doi:10.2196/22321
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Introduction
COVID-19, which is caused by SARS-CoV-2, has resulted in millions of confirmed cases and hundreds of thousands of deaths worldwide since the first cases were officially reported in December 2019; it has been declared a global pandemic by the World Health Organization (WHO) [1]. The negative impacts of COVID-19 are unprecedented and pervasive at a variety of levels, extensively spreading from individuals and institutions to public authorities. For individuals, COVID-19 is not only a
crisis of physical health but has substantially affected mental health, as evidenced by the growing number of consultations regarding psychological stress, anxiety, and depression [2]. Prior research shows that the percentages of the population who are concerned about symptoms, prevention and therapy, and psychological problems during the COVID-19 epidemic are 65%, 15%, and 11%, respectively; these levels are commensurate with those of the past outbreak of severe acute respiratory syndrome (SARS) [3,4]. Further, the pandemic has caused remarkable decreases in the gross domestic product (GDP) in many economies; thus, firms must employ measures to resume production and survive unexpected disasters in the future [5]. In the absence of credible and traceable information, it is difficult for governments to make coherent and accurate decisions [6]. Lifting the lockdown of COVID-19 is an enormous challenge because in the absence of effective screening and isolation aided by digital health, the second wave outbreak of COVID-19 cannot be precisely predicted contingent on present scientific understanding [5,7]. Subclinical infection through asymptomatic and presymptomatic transmission unnoticeable to individuals in close contact and delays in sharing of knowledge complicate the trajectory of the outbreak; therefore, the pandemic will take a longer time to subside [4,8]. The curve of the first wave of the outbreak may flatten, followed by a sizeable reduction in new infections, which will promote the opportunity to reopen the economy [8,9]. However, even if workplaces resume their interrupted production, doubts will be cast over whether it is feasible to sustain the same pace that was employed prior to the outbreak. Given the infectiousness of COVID-19 and the dynamics of high subclinical transmission, controlling the epidemic by mere manual contact tracing is less effective and infeasible. The WHO has forecast that the pandemic is still in its early stage, which necessitates long-term efforts in combating COVID-19. Hence, solutions to these challenges are of concern to individuals, firms, and public authorities that are struggling to return to normal rhythms [10].

A range of digital health approaches have been employed to contain the spread of disease during the current COVID-19 pandemic and past pandemics [11-20]. These control measures have been proved to be effective for numerous countries in productively depleting the first wave of COVID-19; among these measures, contact tracing is considered to be the centerpiece of containment, and it attracts a great deal of attention. Contact tracing involves identifying, quarantining, and alerting contacts of infected individuals [13]. Some countries that ceased contact tracing due to high prevalence of COVID-19 are currently reinstating this strategy to curtail the potential impact of the second wave of the outbreak [11]. However, contentious issues facing contact tracing apps include the debate on which deployment framework (ie, centralized versus decentralized) and sensor technology (ie, Bluetooth, GPS, or quick response [QR]) can better address critical challenges such as effectiveness and sustainability of containment. Centralized architecture mostly complies with the Pan-European Privacy-Preserving Proximity Tracking (PEPP-PT) protocol, and personal data is collected for public control. In contrast, the decentralized approach mainly follows the Decentralized Privacy-Preserving Proximity Tracking (DP-3T) protocol; consequently, private information is not collected, and inference of exposure is constrained only to local devices [16]. However, even in the decentralized framework, a centralized database that at least accommodates the infected is of necessity to guarantee reliability. Hence, essentially, the concept of decentralization is only partially tenable [14-16]. Decentralized systems mostly do not retrieve sensitive data of users such as locations, and sharing permission is requested to preserve the users’ privacy. These systems hinge substantially on peer-to-peer self-reporting that is trustworthy by the peer network; thus, high participation of the population is essential for meaningful containment. This mechanism may not completely address all likely routes of transmission between individuals even with full participation, accounting for potential delay in knowledge sharing [16]. The decentralized Bluetooth framework recently coproduced by Apple and Google supports preservation of privacy and provides users with anonymized contact exposure and guidance on how to respond if a risk is identified. However, because the nonidentifiable data are either changed or deleted periodically, traceability of the outbreak is jeopardized. Second, the definition of close contact is rather flexible; therefore, the detection precision of exposure may differ in different settings. Third, globally, only approximately one-quarter of smartphones are compatible with the Bluetooth standard required by Google and Apple, which inevitably inhibits the effectiveness of contact tracing [14-16]. The latest rebounding of confirmed cases in Japan has demonstrated the fragility of the Bluetooth framework [1]. On the other hand, extant contact tracing apps that collect GPS data to identify exposure improve the credibility of data. This supports evidence-based decision making but raises other concerns. The first concern is that location is a close proxy for contact but is not equal to it; therefore, the contact inference based on GPS data could generate confusion for the public due to bias in technical precision. The second concern is how to curb misuse and unauthorized access to sensitive information [16,19].

Beginning with contact tracing, telesurveillance has become more sophisticated, covering technologies from telecare to triage (eg, sorting of patients). Although the aforementioned tools and techniques may remarkably enhance the current capabilities of containment and reduce the spread of COVID-19, a broader framework is needed to increase its effectiveness through the integration of existing digital health measures [12,13,16,17]. The negative impacts of COVID-19 on physical health, mental health, and social rhythms are dramatic and far-reaching; hence, individuals, institutions, and public authorities urgently need integrated guidance and delay-free information that can safeguard the well-being of the public and assist them in making a smooth transition back to work and normal activities [18]. The lack of an inclusive repository with a uniform structure causes repeated failures for extant telesurveillance. Compared with the GPS-based approach, symptom-based QR contact tracing does not identify the location details of users; thus, the vulnerability inherent to the GPS-based approach can be waived. Further, credibility and traceability can be enhanced relative to the self-report mechanism used in the Bluetooth approach [16,18,19].

In contrast to location-coupled QR contact tracing, here, we evaluate a symptom-based QR framework that addresses the
disadvantages of GPS and Bluetooth. The major aim of this paper is to appraise how this approach can serve as an urgent countermeasure against the COVID-19 crisis as well as a routine tool to guide the return of daily activities in workplaces, travel locations, and communities to normal rhythms.

Core Concept and Framework of the Tool

Features for Individuals

The first crucial concept used in the approach is symptom-based QR health codes issued by public health authorities. The codes do not retrieve the location data of the users; instead, two colors are supported to differentiate the health status of individuals. The QR codes are illustrated in Figure 1. A green code denotes that the individual is not infected with COVID-19 according to a polymerase chain reaction (PCR) test record; thus, the individual passes the health verification test. In contrast, an orange code signals that the person is either infected with COVID-19 or the likelihood of being infected is high. This can be stratified into six scenarios in which the individual:

1. Is infected with COVID-19
2. Had close contact with an individual who is infected with COVID-19
3. Comes from a region where the infection rate of COVID-19 is high
4. Is a resident of a community under strict public surveillance due to severe infection
5. Has a record of a high fever within the past 14 days
6. Has a record indicating the purchase of anti-fever medicine within the past 14 days

The QR codes are officially regarded as electronic certificates of individuals’ health status. The information in the codes is automatically read and analyzed by QR scanners. The core notions of the design are to enhance the credibility of data, increase the speed of processing, and reduce errors arising from manual operation.

The second crucial concept is the synthesis of critical features, including contact tracing, exposure risk self-triage, self-update of health status, health care appointments, contact-free psychiatric consultation, and QR codes for other family members. The platform also coherently merges health insurance and prescription services, which reduces the costs and delays of operation for users.

Features for Institutions

The QR approach consolidates features that can assist companies and institutions with early and automatic case screening and flexible social distancing based on QR information. This avoids cross-transmission between workers and guarantees smooth resumption of production at the normal rhythms. Each worker can double-check the health colors of their colleagues (no other private information is shared), which lowers systematic mistakes of mis-surveillance. The accounts of the QR scanning sites are configurable and scalable. Firms can choose to report local statistics to public authorities for subsequent analysis. Coupled with proximity detection techniques, an alarm can be raised in scenarios of potential close contact. Managers can thus establish a flexible and correctable threshold to implement automatic reminders of social distancing as science gains updated knowledge of the disease.

Features for Public Authorities

The QR approach can help policy makers make more effective decisions and improve public surveillance. The accounts of QR scanning sites at travel spots are administered by public authorities. Any individual must present their QR code to use public transportation systems such as buses, railways, or airports. The summary at each site is synchronized with public authorities for general analysis.

The QR-based uniform design increases the seamless synergy among individuals, institutions, and public authorities and reduces delays in information processing and transmission. In Table 1, we illustrate the core concepts and potential scenarios of implementation of the QR approach. Figures 2 and 3 present a brief diagram and screenshots of the approach, respectively.
Table 1. Concepts of the QR-based framework.

<table>
<thead>
<tr>
<th>Concept and subject</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Products</strong></td>
<td></td>
</tr>
<tr>
<td>Individuals</td>
<td>Mobile apps (iOS and Android)</td>
</tr>
<tr>
<td>Institutions and public authorities</td>
<td>Web-based platforms (Windows)</td>
</tr>
<tr>
<td><strong>Scenarios</strong></td>
<td></td>
</tr>
<tr>
<td>Individuals</td>
<td>Electronic certificates of health status</td>
</tr>
<tr>
<td></td>
<td>Dynamic of updates health status</td>
</tr>
<tr>
<td></td>
<td>Self-triage of exposure risk and self-isolation</td>
</tr>
<tr>
<td></td>
<td>Contact tracing of past potential exposure</td>
</tr>
<tr>
<td></td>
<td>Noncontact health care appointments when infected or suspected of being infected</td>
</tr>
<tr>
<td></td>
<td>QR codes for other family members</td>
</tr>
<tr>
<td></td>
<td>Remote consultations on psychiatric care</td>
</tr>
<tr>
<td>Institutions</td>
<td>Surveillance of the health status of employees and close contacts</td>
</tr>
<tr>
<td></td>
<td>Setup of automatic social distancing alerts</td>
</tr>
<tr>
<td></td>
<td>Mutual surveillance between employees</td>
</tr>
<tr>
<td>Institutions</td>
<td>Issuance and administration of QR codes</td>
</tr>
<tr>
<td>Public authorities</td>
<td>QR-based travel control</td>
</tr>
<tr>
<td></td>
<td>QR code scanning account management</td>
</tr>
<tr>
<td></td>
<td>Statistics and outbreak inference</td>
</tr>
<tr>
<td><strong>Strengths</strong></td>
<td></td>
</tr>
<tr>
<td>Participation</td>
<td>Equity of access and high participation</td>
</tr>
<tr>
<td>Cost</td>
<td>Reduced costs of manual operation and cross-platform synergy</td>
</tr>
<tr>
<td>Errors</td>
<td>Reduced errors of manual operation</td>
</tr>
<tr>
<td>Other</td>
<td>Sustainability and scalability</td>
</tr>
</tbody>
</table>

\(^aQR: \text{quick response.}\)
Figure 2. Diagram of the QR-based approach integrating features critical to individuals, institutions, and public authorities. QR: quick response.
Figure 3. Screenshots of the QR-based approach for individuals: (A) QR code, (B) health status update, (C) risk self-triage, (D) contact tracing, (E) health care appointment, (F) request for QR codes for family members, (G) psychiatric consultation.

Quantitative Analysis of the Effectiveness of the Approach

To apply a cross-platform surveillance approach and to determine the best way to integrate discrete components into a uniform health system, evidence is required of the effectiveness of the approach in practice, with particular scrutiny of the context in which it is to be deployed [3].

Since the spread of COVID-19 began, the QR tool has been formally deployed in Fujian, a province located in southeast China that had a population of nearly 40 million people by late June 2020. All individuals aged ≥3 years were officially requested to present their QR code during daily public activities, such as when using public transportation systems, working at institutions, and entering or exiting schools. Almost 5 million individuals left Wuhan, the epicenter of the COVID-19 pandemic in China, when the outbreak occurred. Approximately one-third of these individuals traveled to other regions, such as Fujian Province [21]. With the app in use, by July 12, 2020, the cumulative positive cases of COVID-19 were confined to 363 individuals, of which 361 (99.4%) recovered from the disease. Only one patient died and one patient remained positive for COVID-19 at that point. Meaningfully effective containment was achieved through a strict strategy of centralized control and extensive deployment of the tool. The latest data show that since the outbreak started, the GDP of provinces in China, including Fujian, decreased to –6.8% in the first quarter of 2020 due to the nationwide lockdown. However, due to the gradual lifting of lockdown and reopening of production, the GDP bounced back and became positive by July [5].

As shown in Figure 4, we deployed the model introduced in [22] to simulate the heterogeneous epidemic evolution of the COVID-19 outbreak in Fujian using data published by Johns Hopkins University [23]. The epidemiological mean-field framework sketched in [22] captures the average effect involving the whole population, which extends the classical susceptible-infected-recovered (SIR) model and evaluates more complicated disease transmission scenarios partitioned into...
eight stages of infection, including susceptible, infected, diagnosed, ailing, recognized, threatened, healed, and died. The status of each stage is determined by the interactions among different adjacent stages. The core concept hinges on the deliberation that subdivided models enhance the accuracy of portraying the dynamic spread of COVID-19. This model estimates how progressive countermeasures would affect the spread of the pandemic. The system has been shown to correctly delineate the dynamics of the epidemic and is suitable for the prediction of containment measures with varying strengths and natures. The simulation denotes that restrictive social distancing measures must be effectively combined with contact tracing and other countermeasures to decrease the spread of COVID-19. The assumptions of the model are that the stages of infection are mutually exclusive; the likelihood of being susceptible again after recovering from the infection is negligible; there is a distinction between undiagnosed and diagnosed individuals; and there is a delay in the emergence of symptoms.

We calibrated the model to the Fujian outbreak data starting from January 22, 2020, when the first case was identified there (see Figure 4(A), blue solid curve, and Figure 4(B)). The curves in Figure 4(A) denote the cases where the features of digital health in our framework were adopted in chronological order to counteract the spread of disease up to a 1-year horizon. The imposed countermeasures are as follows: (1) social distancing, including in workplaces, and mutual surveillance between workers is followed from day 2; (2) contact tracing of individuals in close contact with infected people is appended starting on day 12; (3) contact tracing of individuals with a record of high fever or record of the purchase of anti-fever medicine is added on day 22; (4) contact-free psychiatric consultations and travel control measures are followed. Comparatively, these measures can be employed simultaneously in practice. The blue solid curve (Figure 4(A)) corresponds to the approach using all the above four measures. The simulated cumulative cases amounted to nearly 350 cases by July 2020, which is close to the observed outbreak data in practice. The red dotted curve indicates the cases where (1) and (2) are followed but less strictly, after which the number of cumulative cases would increase almost ten-fold to 3100 half a year later. In contrast, the green dashed curve implies the case where measures (2), (3), and (4) are more loosely followed. This scenario caused about three-fold growth in the number of cumulative cases to 1100 cases by July. Hence, the strict deployment of the merged measures remarkably contained the spread of COVID-19.

Figure 4. Simulation of heterogeneous countermeasures during the COVID-19 outbreak. (A) Model simulation of different scenarios; (B) comparison of the model simulation with the observed data.

Strengths and Limitations of the Approach

The centralized approach is distinct from other decentralized models in three paramount ways. The first is the integration of features that are important to the concerned population in one identical platform; this is pivotal when combating highly contagious diseases, as delays of data sharing can enable increased spread of COVID-19. Tools used at the individual or public authority level may not respond in a timely and accurate manner to requirements at the institutional level. The collective provision of features oriented toward a wider range of users promotes broader applicability of the platform. In lieu of the spontaneous self-reporting that is mostly used in decentralized frameworks, where the agreement of individuals is requested, this approach affirms high, wait-free participation. As delays and misinformation are still of public concern, this responds to the urgent need of a uniform framework internalizing various sources of corroboration and efforts. Second, the tool facilitates self-triage for individuals and self-scheduling for institutions. Hence, load balancing of the pressure on overburdened health care systems is plausible. The tool also prevents unnecessary
and risky in-person visits. Third, due to its interoperability, credibility, and traceability, the QR approach can play valuable roles as both an emergent and routine tool to counteract COVID-19.

Several concerns must be addressed to ensure successful implementation of this tool. First, it is important to prevent malicious or unauthorized use of the QR data. Second, for economic settings where the general population is highly sensitive to preservation of privacy, acceptance of this approach will be compromised; thus, the effects of containment must be closely observed.

Illegal or unauthorized use of health care information is detrimental at a variety of levels [24]. Reports forecast that misuse of this information will cause an average financial loss of nearly US $7.13 million worldwide in 2020 [9]. Unlawful use of data can damage the reputation of service providers and negatively impact the confidence and health of patients. The Harris study targeting 1527 individuals found that 123/1527 (8.1%) of the respondents refrain from participating in health programs due to reduced confidence in the quality of data protection [25]. Another study conducted with 3959 individuals suggested that unauthorized use of patients’ information would increase the likelihood of negative perceptions and responses. It was found that almost two-thirds of the participants (2764/3959, 69.8%) expressed security-related concerns, which impeded subsequent health care interventions and interactions [26]. A simulation performed at Oxford University implied that digital contact tracing interventions would lose the potential to substantially contain the spread of COVID-19 if the population uptake rate decreased approximately below 60%, even if these interventions were deliberately implemented alongside other countermeasures [27].

Conclusions

The framework presented in this study has substantially controlled the spread of COVID-19 in Fujian Province, where almost 40 million people reside, since the first case was officially reported in January 2020. Of the 363 reported cumulative cases, 361 (99.4%), recovered, 1 patient died (mortality rate 0.3%) and one patient remained positive for COVID-19 (0.3%) as of July 12, 2020. Due to the early deployment and rigid implementation of the approach, it successfully helped transition the GDP from –6.8% to a positive value by July. Firms have succeeded in gradually resuming normal production without sacrificing effective containment. The tool has assisted public authorities with effective containment and travel control. The model simulation shows that if the partial measures were followed less rigorously, the likelihood of confirmed cases would increase, leading to multiple times of growth in the number of cumulative cases of COVID-19. Due to the credibility, interoperability, and sustainability empowered by the design, long-term containment of COVID-19 is feasible. Digital health is a principal factor contributing to the success of containment; however, it cannot solve all the challenges the world is presently facing [3]. The convergence of COVID-19 diagnostics and treatment provides opportunities to deliver potentially disruptive technologies to drive the development of integrated health systems. These systems should increase accessibility to contain the pandemic while improving the promptness, interoperability, and credibility of outbreak detection and surveillance while guiding more precise and sustainable public health responses [28].

The deployment of telesurveillance to specific settings must account for both technical and nontechnical factors. The effectiveness of telesurveillance may vary due to cultural conflicts as well as users' moral and religious backgrounds in different countries and regions [29]. The collaboration of stratified participants should be guided by law enforcement for better protection of individuals’ data, preventing malicious breaches of privacy information as well as abuse beyond the scope of legal screening, contact tracing, and surveillance [30]. This symptom-based QR approach facilitates the optimized allocation of limited health care resources [28,31]. It clearly aids the identification and isolation of cases at an earlier stage and generates seamless, delay-free cooperation of individuals, institutions, public authorities, and other responders in both the short term and in the long term. The approach can be used both to effectively counteract the emergency of a public health crisis and as a routine surveillance technique in the postpandemic era to facilitate rapid recovery from the shock of the outbreak. The integration of features that are critical for the containment of COVID-19 in a uniform platform will be a research trend to achieve more effective control. The capabilities of rapid response, traceability, and credibility provided by this approach can help society to achieve a balance between sustainable containment and smooth recovery of the economy. This tool is scalable for extension of functionality with advances in artificial intelligence, big data, and other technologies. It will enable coordinated data-sharing mechanisms ahead of, during, and after an epidemic, improving the quality and sustainability of data in an unprecedented era of high-impact and cyclical pandemics. Information obtained from the app can also increase scientific understanding of the dynamics of COVID-19 and deliver positive insight for other infected communities.
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Abstract

The severe acute respiratory syndrome coronavirus 2 outbreak has had a significant impact on global health, the economy, and society as a whole. Various measures are being taken to respond to the pandemic, with digital media playing a pivotal role, especially in the use of visual data to disseminate information, mobile health to coordinate medical resources, social media to promote public health campaigns, and digital tools to assist population management and disease tracing. However, digital media also faces some challenges like misinformation, lack of guidance, and information leakage. We encourage the increased use of digital media with a focus on improving trust, building social solidarity, reducing chaos, educating the public on prevention measures, and reducing the medical burden in facility-based sites.

(JMIR Mhealth Uhealth 2020;8(9):e20156) doi:10.2196/20156
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As of May 31, 2020, the coronavirus disease (COVID-19) outbreak has led to the death of 367,166 people [1]. The pandemic is causing severe damage to the health care system, the economy, and society as a whole. Plans and actions to prevent and respond to the pandemic are urgently needed. Of these, the digital media’s response, advocate, and mobilization plays an essential role. With the development of information and technology, digital media plays a pivotal role in this pandemic, especially in the use of visual data to disseminate information, mobile health (mHealth) to coordinate medical resources, and social media to promote public health campaigns.

First, visual data is used increasingly to demonstrate the distribution, transmission, and trend of this coronavirus outbreak. The unprecedented pandemic has brought an enormous amount of real time data, and many online media platforms adopted visual graphs to release COVID-19 statistics, which were rarely used during the severe acute respiratory syndrome outbreak. Data visualization can help people easily and efficiently process a large volume of information on disease transmission to understand the patterns of epidemics [2]. An example of this is the interactive dashboard developed by Johns Hopkins University based on the crowdsourcing data [3]. This dashboard provides data-driven visuals (eg, global cases map, critical data trends, latest news, and COVID-19 basics) to illustrate the situations of pandemics around the world, enabling the public and researchers to understand and monitor the outbreak timely. Similarly, a popular messaging app (WeChat) in China offered a location-based feature, “Cases Nearby,” to show the location of the confirmed cases around the users and the places the cases have been without disclosing any personal information [4]. This visual footprint keeps users informed of the outbreak and advises them to take targeted measures to avoid high-risk areas. In addition, in the Prince of Wales Hospital of Hong Kong, an infographic on the principles of airway management was developed in 17 languages and disseminated through online social network platforms, benefiting other medical units to incorporate infection control procedures to reduce the transmission of COVID-19 [5].

Second, mHealth is surging in demand to reduce the overloading of health care systems. To avoid the high risk of contact with infected individuals, several virtual teleconsultation platforms (EmergencyEye in Germany, Vodacom in South Africa, and WeDoctor in China) were used to assist health care professionals. Facebook groups have been used by doctors to share and integrate experiences in disease treatment and research in real time, a subgroup called the PMG COVID19 has 36,900
members worldwide [6]. The pandemic has also driven research and the application of artificial intelligence (AI) in dealing with this emerging issue. By using lung computed tomography scans, AI technology was used to help doctors make a quick judgment of coronavirus pneumonia [7]. To help fight mental health disorders during the pandemic [8], an AI-based chatbot has also played important roles in responding to people’s emotions and providing online consultation. This trend was witnessed by the surge in users for some Indian chatbot software during the outbreak [9].

Third, social media platforms are applied to educate people to take public health measures. As one of the first countries hit by COVID-19, Singapore’s successful response has benefited from the early action taken by the country via social media. A national WhatsApp channel was immediately created to inform people living in Singapore about government updates and initiatives on COVID-19. There have been over 635,000 people subscribed to the channel to receive updated messages [10]. In China, the government has partnered with mobile phone operators to send automated text messages at various times throughout the day to keep people informed and alert them to keep a social distance. Additionally, in partnership with the health ministry, a Vietnamese musician wrote a song, and a local dancer choreographed a dance on how to wash hands carefully and started a dance challenge on TikTok (a popular video-sharing app) [11]. The dance challenge video has gone viral and invited millions of people to learn about the essential steps of handwashing, playing a critical role in fighting against the spread of COVID-19.

Fourth, digital tools are applied to assist the management of work resumption and citizen migration after the pandemic. In China, the digital health code, which displays a Quick Response (QR) code with an individual’s health status, is widely used to track citizen’s health status and estimate their potential risk in transmitting the virus. Individuals are assigned a color code—green, yellow, or red—that indicates their health status. The functions of digital health codes are two-fold: for ensuring anyone entering a public place is healthy and for contact tracing purposes. Although such digital tools have raised concerns about privacy, it helps to contain the outbreak of epidemics and mitigate the burden of public health surveillance, allowing society to return to normal. In addition, coronavirus tracking apps were also applied with the official government in other countries to aid contact tracing, such as Australia (COVIDSafe), Bahrain (BeAware Bahrain), Colombia (CoronApp), and Ghana (GH Covid-19 Tracker App).

Although digital media has made considerable efforts in response to the pandemic, it is still facing some challenges. First, misinformation is a pressing problem. Rumors, fake news, and deliberate misinformation have been spreading on social media platforms, causing distrust and further endangering public health [12,13]. To respond to the infodemic caused by misinformation, some efforts have been made to correct the misinformation. Useful corrective actions such as more coherent information that provides alternative explanations to misleading information and appeals to credibility should be continuously, widely, and frequently distributed [14]. Second, there is a lack of formalized guidance to guide the use of digital media in large-scale epidemics. In particular, personal privacy and data leakage is an issue that needs to be addressed urgently. Zoom, the teleconferencing software that was heavily used in this outbreak, suffered several hacks [15], which raised concerns about the security of digital tools. Although the digital health code has been used in several countries, there is still a concern about privacy, and personal information leakage may cause geographical discrimination against people from high-risk areas.

The COVID-19 pandemic is continuing to worsen, and more effective strategies are needed. Although digital media has played an important role, we strongly recommend that it should be further used to improve trust, build social solidarity, reduce chaos, educate the public for prevention measures, and reduce the medical burden in facility-based sites. Only by using multiple resources and working together globally, can we mitigate the effects of COVID-19, even if this comes at a cost.
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Abstract

Background: Consumer-wearable activity trackers are small electronic devices that record fitness and health-related measures.

Objective: The purpose of this systematic review was to examine the validity and reliability of commercial wearables in measuring step count, heart rate, and energy expenditure.

Methods: We identified devices to be included in the review. Database searches were conducted in PubMed, Embase, and SPORTDiscus, and only articles published in the English language up to May 2019 were considered. Studies were excluded if they did not identify the device used and if they did not examine the validity or reliability of the device. Studies involving the general population and all special populations were included. We operationalized validity as criterion validity (as compared with other measures) and construct validity (degree to which the device is measuring what it claims). Reliability measures focused on intradevice and interdevice reliability.

Results: We included 158 publications examining nine different commercial wearable device brands. Fitbit was by far the most studied brand. In laboratory-based settings, Fitbit, Apple Watch, and Samsung appeared to measure steps accurately. Heart rate measurement was more variable, with Apple Watch and Garmin being the most accurate and Fitbit tending toward underestimation. For energy expenditure, no brand was accurate. We also examined validity between devices within a specific brand.

Conclusions: Commercial wearable devices are accurate for measuring steps and heart rate in laboratory-based settings, but this varies by the manufacturer and device type. Devices are constantly being upgraded and redesigned to new models, suggesting the need for more current reviews and research.

(JMIR Mhealth Uhealth 2020;8(9):e18694) doi:10.2196/18694
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Globally, physical inactivity is a pressing public health concern. A recent report suggested that about 23% of adults and 81% of school-going adolescents are not meeting physical activity guidelines [1]. Government organizations have attempted to improve these numbers by implementing initiatives aimed at promoting physical activity. Though the successful promotion of physical activity is a complex multifaceted issue, behavior change is a well-established method to increase physical activity [2]. Metrics defining physical activity guidelines from commercial wearable devices have been developed, including 10,000 steps per day [3,4] and 100 steps per minute for moderate to vigorous activity [5]. However, research has shown variation in step count among devices, and the applicability of these metrics may vary by device brand and device type [6].

Research examining consumer wearable devices, such as watches, pendants, armbands, and other accessories, is associated with various labels including Quantified Self [7] and mobile health (mHealth) [8]. These consumer wearable devices are becoming increasingly popular for purchase and use. It has been estimated that in the year 2019, 225 million consumer wearables were sold [9], and studies have suggested that more than a third of adults in Canada and Australia own and use a consumer wearable device [10,11]. Despite their popularity, research is equivocal about whether commercial wearable devices are valid and reliable methods for estimating metrics associated with physical activity including steps, heart rate, and energy expenditure.

In a recent review of 10 articles, Bunn et al [12] noted tendencies of wearables to underestimate energy expenditure, heart rate, and step count. Fitbit wearables were highly correlated with criterion measures of step count during laboratory-based assessment and had consistently high interdevice reliability for both step count and energy expenditure [13]. However, this review found that these devices tended to underestimate energy expenditure, which is consistent with a separate review of Fitbit accuracy [14] indicating that Fitbit wearables provide accurate measures only in limited circumstances.

Commercial wearable devices have the potential to allow for population-level measurement of physical activity and large-scale behavior change. However, questions remain about their reliability and validity. This is especially true of smaller and newer manufacturers of wearable devices for which few or no reliability and validity studies have been conducted. The purpose of this systematic review was to outline and summarize information about the validity and reliability of wearables in measuring step count, heart rate, and energy expenditure in any population. The information summarized herein can be used to inform consumers and can aid researchers in study design when selecting physical activity monitoring devices.

**Methods**

**Design**

This systematic review was conducted and reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [14]. The review was not registered with PROSPERO. Full-length peer-reviewed original research articles, short reports, and letters to the editor published from January 1, 2000, through May 28, 2019, were included in the search. We limited the search to articles published after the year 2000 because commercial wearable devices were not truly available before that time.

**Search Strategy**

We conducted a literature search of the following databases: MEDLINE via PubMed (1946 to present); Embase (1947 to present); and SPORTDiscus with full text (1920 to present) via EBSCO. The reference lists of eligible papers were reviewed for additional pertinent references.

A librarian (KR) developed the MEDLINE search strategy, which was peer reviewed by a second librarian according to the Peer Review of Electronic Search Strategies (PRESS) 2015 Guideline Statement [15]. The MEDLINE strategy, which included Medical Subject Heading terms and text words, was translated for the other databases using database-specific controlled vocabulary. We searched the literature using multiple combinations and forms of the following key terms: accelerometer, fitness tracker, activity monitor, step count, wearable device, validity, reliability, accuracy, Fitbit, Garmin, Misfit, Jawbone, Under Armour, Samsung, Apple watch, GENEactiv, Empatica, Mio, Amiigo, Xiaomi, Actigraph, Withings, and Sensewear (see Multimedia Appendix 1 for the full search strategies). An English language limit was applied. We included any abstracts and conference proceedings, as well as articles examining any population in the initial search. References were imported into EndNote X8 software (Clarivate Analytics) where duplicate references were removed. The remaining references were then imported into Covidence software (Veritas Health Innovation) for screening.

**Study Selection Strategy**

The web-based systematic review software Covidence was used for this review. The titles and abstracts of the studies included from the initial database search were independently assessed by at least two authors from the team. Conflicts arising during any step of the screening for inclusion/exclusion were resolved by a third author or by consensus. Following the title and abstract screening, full-text documents of the selected studies were searched and retrieved and were independently assessed for inclusion by at least two authors (EC, JL, and DF). Any conflicts were resolved by discussion and consensus. All reviewers strictly adhered to the defined inclusion criteria.

**Eligibility Criteria**

Studies that met the following criteria were included in the review: (1) use of any consumer-wearable model from the brand Apple Inc, Empatica, Fitbit, Garmin, Jawbone, Mio, Misfit, Polar, Samsung, Under Armour, Withings, or Xiaomi; (2) specific examination of the reliability and validity measures of the aforementioned brands; and (3) examination of the device’s ability to measure a variable (step count, heart rate, or energy expenditure). Studies with fewer than 10 participants were excluded, as has been done in previous work [13]. Validity of the wearable devices was defined as follows [16]:...
• Criterion validity: comparing the devices to a criterion measure of steps, heart rate, or energy expenditure.

Reliability of the trackers included the following [16]:
• Intradevice reliability: consistent test-retest results conducted within the same device.
• Interdevice reliability: consistent results across the same model of wearable device measured at the same time and worn at the same location.

The main exclusion criteria were non-English studies, opinion/magazine articles, and systematic reviews. The initial database search and title/abstract screening included articles examining the accuracy of research-grade wearable devices, but the number of returned results was unmanageable. In order to further elucidate the research question in regard to consumer-wearable devices, before full-text screening, the decision was made to exclude all studies examining the reliability and validity of research-grade devices (Actigraph, GENEactiv, Amigio, Sensewear Armband, Yamax, Omron, Kenze Lifecorder, Digiwalker, Actical, and Actiheart). Studies in which heart rate and energy expenditure estimates were collected using a chest strap heart rate monitor and transmitted to a wearable device were also excluded. Following text screening, the decision was made to exclude abstracts and conference papers. Following data extraction, the decision was made to exclude all studies examining Jawbone commercial wearables, as the company’s application program interface (API) was taken offline in 2018, rendering associated devices defunct. Studies were included in the final review if they had extractable data for the following criterion validity measures: correlation coefficient, group mean or percentage difference, median or mean absolute percentage error (MAPE), or level-of-agreement analysis, or had correlation coefficients for reliability measures. Authors were not contacted if these data were not reported in published or supplementary material. The remaining articles were those that met the inclusion criteria (consumer-grade wearables).

Risk of Bias
In our risk of bias assessment, comparisons that did not report group percentage differences or correlation coefficients (n=192) were excluded from the quantitative analysis. However, rather than exclude these comparisons and studies from the review completely, we included them in a narrative summary of how the measures reported were or were not consistent with exploration of percentage measurement error and correlation.

Data Extraction
We first conducted and documented an in-depth web search of the available consumer-wearable models and their specifications (placement, size, weight, cost, and connectivity). The data extraction process then consisted of the following: (1) categorizing the selected full-text articles into reliability or validity studies (EC, JL, and DF); (2) using a modification of the modified Consensus-Based Standards for the Selection of Health Status Measurement Instruments (COSMIN) validation subscale used by Feehan et al [13] and an a priori modified COSMIN reliability subscale (Multimedia Appendix 2) to assess the quality and risk of bias of each study (EC and DF); (3) extracting the key characteristics from each selected publication and compiling them into tables. Details from each reviewer were compared, and inconsistencies were resolved through consensus before compiling the results (EC and DF).

Data extracted included characteristics of studies, participants, and devices, including study setting and activity type, outcomes measured, and type of criterion measure used. Correlation coefficients were extracted for all reliability comparisons reported in each study. Correlation coefficients, percentage difference and group mean values, MAPE values, and level-of-agreement data were extracted for all validity comparisons where available. Where group percentage differences were not reported, we calculated group percentage error ([wearable mean − criterion mean]/criterion mean × 100) to allow for comparison across studies. We split a small number of studies (n=10) into “substudies” (n=21), where separate populations were examined in the same publication (see Multimedia Appendix 3 for a more detailed breakdown).

Syntheses
Given the wide range of testing conditions and reported outcomes, we were unable to conduct meta-analyses of the extracted data. We instead conducted a narrative synthesis of the available quantitative data within each examined measure (step count, heart rate, and energy expenditure) using correlation comparisons and group percentage difference as the common metrics for criterion validity and correlation coefficient as the common metric for reliability.

Our interpretation of measurement accuracy was focused on acceptable limits of percentage difference of ±3% in controlled settings and percentage difference of ±10% in free-living settings, as outlined in previous work [13]. We interpreted correlation coefficients as follows: 0 to <0.2, very weak; ≥0.2 to <0.4, weak; ≥0.4 to <0.6, moderate; ≥0.6 to <0.8, strong; and ≥0.8 to 1.0, very strong [17]. We completed all quantitative analyses and plots using RStudio version 1.2.1335 (RStudio Inc) and R version 3.6.0 (The R Foundation).

Secondary analyses explored device brand. Brands were only included in these analyses when the group had 10 or more comparisons available for the measure. Studies that did not report data allowing for the examination of group percentage measurement error were still included in the review if they reported level of agreement or MAPE data. Such studies were included in the risk of bias assessment, the synthesis of study characteristics, and the narrative synthesis of study results.

Availability of Data and Materials
Data are publicly available on the BeapLab Dataverse [18], and the analysis code is available on Github [19].

Results
The initial literature search from the three databases yielded 34,890 unique citations (13,679 [39.21%] from PubMed, 17,560 [50.33%] from Embase, and 3651 [10.46%] from SPORTDiscus). Fourteen additional records were identified through other sources (eg, article reference lists and social media). After duplicate references were removed, 21,083
citations remained. Based on the subsequent title and abstract screening, 20,541 were rejected because they did not meet the inclusion criteria or met the exclusion criteria. Of the 542 that remained for full-text screening, 385 (71.0%) were further excluded for the following reasons: research-grade devices (n=311, 57.4%), wrong variable examined (n=24, 4.4%), fewer than 10 participants (n=14, 2.6%), abstracts (n=13, 2.4%), wrong consumer-grade brand examined (n=10, 1.9%; devices were Yamax, Omron, Kenz Lifecorder, Digiwalker, and uniaxial Actical/Actiheart), no extractable data (n=10, 1.9%), not peer reviewed (n=2, 0.4%), and conference paper (n=1, 0.2%). As a result, a total of 158 publications were included in this systematic review (Figure 1) [14]. Table 1 shows the details of the device brand, model, year, and status (current model or discontinued) in the included studies.

Figure 1. PRISMA flow chart for systematic review of the reliability and validity of commercial wearable devices.
<table>
<thead>
<tr>
<th>Brand</th>
<th>Model</th>
<th>Year</th>
<th>Status</th>
<th>Wear location</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple</td>
<td>Watch</td>
<td>2015</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[20-40]</td>
</tr>
<tr>
<td>Apple</td>
<td>Watch Series 2</td>
<td>2016</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[41-44]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Alta</td>
<td>2016</td>
<td>Current model</td>
<td>Wrist</td>
<td>[45]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Blaze</td>
<td>2016</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[22,40,43]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Charge</td>
<td>2014</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[45-56]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Charge 2</td>
<td>2016</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[23,30,43,44,57-63]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Charge HR</td>
<td>2015</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[20,21,29,32,34,36,38,45,53,64-82]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Classic</td>
<td>2009</td>
<td>Discontinued</td>
<td>Ankle/foot or wrist/hip</td>
<td>[83-87]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Flex</td>
<td>2013</td>
<td>Discontinued</td>
<td>Thigh or wrist</td>
<td>[45,50,72,79,80,88-117]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Flex 2</td>
<td>2017</td>
<td>Current model</td>
<td>Wrist</td>
<td>[113]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Force</td>
<td>2013</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[118,119]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>One</td>
<td>2012</td>
<td>Discontinued</td>
<td>Ankle/foot, pant pocket, waist/hip, or wrist</td>
<td>[34,49,52,73,80,88,90,92,93,98,100,102,103,110,116-118,120-138]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Surge</td>
<td>2015</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[27,35,42,45,54,82,139-143]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Ultra</td>
<td>2011</td>
<td>Discontinued</td>
<td>Chest, pant pocket, upper arm, waist/hip, or wrist</td>
<td>[85,144-148]</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Zip</td>
<td>2012</td>
<td>Current model</td>
<td>Ankle/foot, pant pocket, shin, or waist/hip</td>
<td>[34,45,46,51,88,92,93,96,103,112,119,127,129,131,141,149-161]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Fenix 3 HR</td>
<td>2016</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[41]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Forerunner 225</td>
<td>2015</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[21,162]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Forerunner 235</td>
<td>2015</td>
<td>Current model</td>
<td>Wrist</td>
<td>[40,139,163]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Forerunner 405CX</td>
<td>2009</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[164]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Forerunner 735XT</td>
<td>2016</td>
<td>Current model</td>
<td>Wrist</td>
<td>[35]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Forerunner 920XT</td>
<td>2014</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[53]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Vivoactive</td>
<td>2015</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[53]</td>
</tr>
<tr>
<td>Garmin</td>
<td>VivoFit 2</td>
<td>2015</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[34,127,170]</td>
</tr>
<tr>
<td>Garmin</td>
<td>VivoFit 3</td>
<td>2016</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[168,171]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Vivosmart</td>
<td>2014</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[32,53,75]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Vivosmart HR</td>
<td>2015</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[36,43,65]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Vivosmart HR+</td>
<td>2016</td>
<td>Current model</td>
<td>Wrist</td>
<td>[58,63,140]</td>
</tr>
<tr>
<td>Mio</td>
<td>Alpha</td>
<td>2013</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[25,38,71]</td>
</tr>
<tr>
<td>Mio</td>
<td>Fuse</td>
<td>2015</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[54,64]</td>
</tr>
<tr>
<td>Misfit</td>
<td>Flash</td>
<td>2015</td>
<td>Discontinued</td>
<td>Waist/hip</td>
<td>[32]</td>
</tr>
<tr>
<td>Misfit</td>
<td>Shine</td>
<td>2012</td>
<td>Discontinued</td>
<td>Ankle/foot, chest, pant pocket, waist/hip, or wrist</td>
<td>[74,79,89,96,99,104,105,131,159,169]</td>
</tr>
</tbody>
</table>
**Study and Participant Characteristics**

Of the 158 publications included, 143 were full-text research articles, 10 were brief reports, and five were letters to the editor. Publication year ranged from 2013 to 2019, with the amount of publications increasing from 2013 to 2017 (2013, n=2; 2014, n=8; 2015, n=11; 2016, n=30; 2017, n=43). We also included an additional 40 and 24 studies published in 2018 and 2019, respectively.

Within those 158 publications, 169 studies/substudies were identified. Among these, 168 (99.4%) examined validity and 19 (11.2%) examined reliability. Moreover, 126 studies examined step count (125 validity and 16 reliability), 32 examined heart rate (32 validity and 3 reliability), and 43 examined energy expenditure (42 validity and 5 reliability) (Figure 2). Furthermore, 130 examined populations in a controlled environment and 48 examined populations in a free-living environment. A total of 1838 comparisons were identified, of which 166 examined reliability (mean 8, SD 11 per reliability study; range 1-40) and 1672 examined validity (mean 10, SD 15 per validity study; range 1-98).

<table>
<thead>
<tr>
<th>Brand</th>
<th>Model</th>
<th>Year</th>
<th>Status</th>
<th>Wear location</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polar</td>
<td>A300</td>
<td>2015</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[172]</td>
</tr>
<tr>
<td>Polar</td>
<td>A360</td>
<td>2015</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[25,43,140]</td>
</tr>
<tr>
<td>Polar</td>
<td>Active</td>
<td>2011</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[173]</td>
</tr>
<tr>
<td>Polar</td>
<td>M600</td>
<td>2016</td>
<td>Current</td>
<td>Wrist</td>
<td>[56]</td>
</tr>
<tr>
<td>Polar</td>
<td>V800</td>
<td>2016</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[174]</td>
</tr>
<tr>
<td>Samsung</td>
<td>Gear 2</td>
<td>2014</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[140]</td>
</tr>
<tr>
<td>Samsung</td>
<td>Gear S</td>
<td>2014</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[32,38]</td>
</tr>
<tr>
<td>Samsung</td>
<td>Gear S2</td>
<td>2015</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[35]</td>
</tr>
<tr>
<td>Samsung</td>
<td>Gear S3</td>
<td>2016</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[42,44]</td>
</tr>
<tr>
<td>Withings</td>
<td>Pulse</td>
<td>2013</td>
<td>Discontinued</td>
<td>Collar, pant pocket, waist/hip, or wrist</td>
<td>[89,96,131,166]</td>
</tr>
<tr>
<td>Withings</td>
<td>Pulse O2</td>
<td>2013</td>
<td>Discontinued</td>
<td>Collar, waist/hip, or wrist</td>
<td>[104,122,123,169,175]</td>
</tr>
<tr>
<td>Withings</td>
<td>Pulse Ox</td>
<td>2014</td>
<td>Current model</td>
<td>Waist/hip or wrist</td>
<td>[53,58]</td>
</tr>
<tr>
<td>Xiaomi</td>
<td>Mi Band</td>
<td>2014</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[42]</td>
</tr>
<tr>
<td>Xiaomi</td>
<td>Mi Band 2</td>
<td>2016</td>
<td>Discontinued</td>
<td>Wrist</td>
<td>[81]</td>
</tr>
</tbody>
</table>
The 169 studies/substudies comprised a total of 5934 participants, with a mean of 35 (SD 27) participants per study (range 10-185). One hundred and sixty-one studies reported sex, and 51.08% (2861/5601) of participants were female. One hundred and fifty-eight studies reported age, with a mean participant age of 36.8 years (SD 18.3; range 3.7-87 years). One hundred and fifty-nine studies examined adult populations (age ≥18 years) and 10 studies examined children. One hundred and thirty-three studies included only healthy participants, while the other 36 studies included participants with mobility limitations and/or chronic diseases (Multimedia Appendix 4).

Fitbit consumer-grade wearables were examined most frequently (144 studies examining 12 models), followed by Garmin (42 studies, 13 models), Apple (28 studies, 2 models), Polar (15 studies, 6 models), Misfit (13 studies, 2 models), Withings (12 studies, 2 models), Samsung (8 studies, 4 models), Mio (6 studies, 2 models), and Xiaomi (2 studies, 2 models) (a complete list of examined models is provided in Multimedia Appendix 5) (Figure 3). Wearables were typically examined while worn on the wrist (n=131, examining at least one wrist-worn device) or at the waist/hip (n=71, locations included the waist, hip, belt, and pants pocket). Substantially fewer studies examined wearables worn on the torso (n=14, locations included the chest, bra, lanyard, and shirt collar) and lower limb (n=13, locations included the thigh, shin, ankle, and foot).
Risk of Bias

Of 169 studies, 140 (82.8%; 1640 of 1838 [89.23%] comparisons) were rated fair or poor for sample size (<50 participants), but were not excluded from the analysis owing to the paucity of studies with excellent (≥100 participants, n=7) and good (50-99 participants, n=22) sample sizes. We additionally explored the potential for bias related to sample size in step count, heart rate, and energy expenditure by examining the percentage error dispersion by sample size using scatter plots (Figure 4).

Figure 3. Line graph of studies published per year by device brand.

Figure 4. Mean percentage error (MPE) plots by study sample size for step count, heart rate, and energy expenditure. The solid black line represents zero. The solid grey line represents average MPE for all data points. The dashed grey lines represent the 95% CIs.
In these examinations, we saw no apparent systematic bias for measurement error beyond a small number of comparisons showing extreme overestimation (four comparisons in step count and five comparisons in energy expenditure). The four extreme outliers for step count involved measurement during sedentary and light physical activity in a single study with fewer than 40 participants [20] and were likely inflated by the limited number of steps accumulated during those bouts. As a result, we excluded these four comparisons from the quantitative analyses. Upon closer examination of the five extreme outliers for energy expenditure (four occurred in a study with greater than 60 participants [21] and one occurred in a study with fewer than 40 participants [41]), we determined that these were likely true reflections of tendencies to overestimate energy expenditure during sedentary and low-intensity activities, and therefore, we included these five comparisons in the quantitative syntheses.

Validity: Controlled Settings
We examined criterion validity for step count, heart rate, and energy expenditure separately for controlled and free-living settings. For controlled settings, we also had sufficient data to examine validity by brand and devices within brands.

Validity for Step Count in Controlled Settings
A total of 90 studies (979 comparisons) examined wearable device step count measurements compared with reference standard criterion measures of manual counting [32,34-38,42,46,47,50-53,57,58,72,80-84,88-102,109,114-125,138-141,144-147,149-153,158-161,165,169-171,173] and accelerometry [20,60,64-66,85,103,109,126-128,148,154,164] (Multimedia Appendix 6). Of these, 67 studies recruited healthy adults (mean age 35.4 years, SD 17.4 years), 20 studies recruited adults living with limited mobility/chronic diseases (mean age 60.1 years, SD 10.5 years), two studies recruited children living with limited mobility/chronic diseases (mean age 12.5 years, SD 2.9 years), and one study recruited healthy children (mean age 3.7 years, SD 0.6 years). Wearable devices were worn on the lower limb (foot, ankle, shin, and thigh), torso, waist/hip, and wrist.

Group measurement error was reported or calculable for 805 of the 979 comparisons, regardless of the criterion measure. Of these, 45.2% (n=364) were within ±3% measurement error, 42.7% (n=344) were below −3% measurement error, and 12.1% (n=97) were above 3% measurement error. The overall tendency was to underestimate step count (mean: −9%, median: −2%).

Validity for Heart Rate in Controlled Settings
A total of 29 studies (266 comparisons) examined wearable device heart rate measurements compared with reference standard criterion measures, including electrocardiography [22,23,38-40,43,44,54,61,62,67-70,142,162,176], Polar brand chest straps [20,21,24-28,58,63,71,163], and pulse oximetry [66], in controlled settings (a detailed list of the criterion measures used is presented in Multimedia Appendix 6). Of these, 24 studies recruited healthy adults (mean age 29.8 years, SD 10.5 years), four studies recruited adults living with limited mobility/chronic diseases (mean age 59.6 years, SD 9.0 years), and one study recruited children undergoing surgery (mean age 8.2 years, SD 3.1 years). All wearable devices were worn on the wrist.

Group measurement error was reported or calculable for 177 of 266 comparisons, regardless of the criterion measure. Of these, 56.5% (n=100) were within ±3% measurement error, 24.9% (n=44) were below −3% measurement error, and 18.6% (n=33) were above 3% measurement error. There was a slight overall tendency toward underestimation of heart rate (estimated median error: −1%).

Validity for Energy Expenditure in Controlled Settings
A total of 36 studies (312 comparisons) examined wearable device energy expenditure measurements compared with reference standard criterion measures, including direct calorimetry [86,104] and indirect calorimetry [20,21,29-31,38,39,41-43,53,55,63,66,73,85,87,93,95,97,103,105,116,117,129,130,142,143,146,148,159,165,166,177], in controlled settings. Of these, 35 studies recruited healthy adults (mean age 27.2 years, SD 7.1 years), and one study recruited adults living with cardiovascular disease (mean age 64.2 years, SD 2.3 years). Wearable devices were worn on the wrist, waist/hip, and torso.

Group measurement error was reported or calculable for 305 of the 312 comparisons, regardless of the criterion measure. Of these, 9.2% (n=28) were within ±3% measurement error, 54.1% (n=165) were below −3% measurement error, and 36.7% (n=112) were above 3% measurement error. Studies showed a tendency to underestimate energy expenditure and to provide inaccurate measures of energy expenditure compared with the criterion.

Validity in Controlled Settings by Brand
Figure 5 shows the mean percentage error (MPE) for step count, heart rate, and energy expenditure by device brand for devices with 10 or more comparisons. Figure 6 shows the MPE for step count, heart rate, and energy expenditure by device brand and model for devices with 10 or more comparisons.
Figure 5. Box plots representing mean percentage error (MPE) for steps, heart rate, and energy expenditure by device brand for devices with 10 or more comparisons.

Figure 6. Box plots representing mean percentage error (MPE) for steps, heart rate, and energy expenditure by device brand and model for devices with 10 or more comparisons.
Validity for Step Count by Brand

We observed that the error level varied by device brand (Figure 5). Withings and Misfit wearables consistently underestimated step count, and Apple and Samsung had less measurement variability than other brands. There are possible interactions between the number and size of studies and device wear location that may influence the brand comparisons. For example, Apple Watch and Samsung have the tightest ranges for step count estimates but have relatively fewer studies compared with other brands.

Validity for Heart Rate by Brand

For heart rate, measurement error also varied by device brand (Figure 5). Apple Watch was within ±3% 71% (35/49) of the time, while Fitbit wearables were within ±3% 51% (36/71) of the time and Garmin wearables were within ±3% 49% (23/47) of the time. Despite similar ±3% measurement error rates, Fitbit appeared to underestimate heart rate more than Apple Watch and Garmin.

Validity for Energy Expenditure by Brand

For energy expenditure estimates, no brand of wearable was within ±3% measurement error more than 13% of the time (Figure 5). Underestimation of energy expenditure (less than −3%) was observed in Garmin wearables 69% (37/51) of the time and in Withings wearables 74% (34/46) of the time. Conversely, Apple wearables overestimated energy expenditure 58% (18/31) of the time and Polar wearables overestimated energy expenditure 69% (9/13) of the time. Fitbit devices tended to provide inaccurate measures compared with the criterion, underestimating 48.4% (76/157) of the time and overestimating 39.5% (62/157) of the time, despite the boxplot in Figure 5 showing a reasonable median value for accuracy.

Validity: Free-Living Settings

There were relatively few studies on wearable device validity in free-living conditions. Fitbit was the only brand with more than 10 studies published for step count validity in free-living conditions, and no brands had more than 10 studies for heart rate or energy expenditure. As a result, we have not shown plots of MPE for free-living conditions.

Validity for Step Count in Free-Living Settings

A total of 42 studies (84 comparisons) examined wearable device step count measurements compared with the reference standard criterion measure of accelerometry [33,45,48,49,56,59,60,64,74−76,89,96,101,106−112,120,131−136,149,154−156,159,167,168,172−175] in free-living settings (Multimedia Appendix 6). Of these, 28 studies recruited healthy adults (mean age 33.7 years, SD 13.9 years), nine studies recruited adults living with limited mobility/chronic diseases (mean age 60.1 years, SD 11.2 years), four studies recruited healthy children (mean age 12.5 years, SD 2.6 years), and one study recruited children living with cardiac diseases (mean age 13 years, SD 2.2 years). Wearable devices were worn on the lower limb (foot, ankle, and shin), torso, waist/hip, and wrist.

Group measurement error was reported or calculable for 69 of the 84 comparisons, regardless of the criterion measure. Of these, 42% (n=29) were within ±10% measurement error, 17% (n=12) were below −10% measurement error, and 41% (n=28) were above 10% measurement error. The overall tendency was slight overestimation of step count (mean: 5%, median: 6%). Among the remaining comparisons, 11 of 15 reported MAPE, of which 40% (n=6) were below 10% measurement error and 60% (n=9) were above 10% measurement error.

Validity for Heart Rate in Free-Living Settings

Three studies (five comparisons) examined wearable device heart rate compared with the reference standard criterion measure of a Polar brand chest strap in free-living settings [75,77,78]. Of these, one study recruited healthy adults (mean age 25.4 years, SD 3.7 years), one study recruited healthy children (mean age 8 years, SD 1.8 years), and one study recruited adults recovering from stroke (mean age 64.4 years, SD 15 years). All wearable devices were worn on the wrist. Group measurement error was reported or calculable for one of the five comparisons, with the Fitbit Charge HR falling within ±10% measurement error in the study examining healthy children. Three of the four remaining comparisons examined the Fitbit Charge HR in adults and noted underestimation of heart rate that varied depending on activity intensity, but all reported that MAPE values fell within 10% measurement error. Correlation coefficients were strong to very strong in four of the five comparisons and moderate in one comparison examining estimation during high-intensity activity.

Validity for Energy Expenditure in Free-Living Settings

Nine studies (22 comparisons) examined energy expenditure in free-living settings compared with the criterion measures of doubly labeled water [104] and accelerometry [29,49,79,101,131,172,174,175]. Eight studies recruited healthy adults (mean age 27.7 years, SD 3.8 years) and one study recruited adults with chronic obstructive pulmonary disease (mean age 66.4 years, SD 7.4 years). Wearable devices were worn on the wrist or waist/hip.

Group measurement error was reported or calculable for 17 of the 22 comparisons, regardless of the criterion measure. Of these, 18% (n=3) were within ±10% measurement error, 53% (n=9) were below −10% measurement error, and 29% (n=5) were above 10% measurement error. There was an overall tendency to underestimate energy expenditure (mean: −3%, median: −11%). Xiaomi data were not analyzed in a single indirect calorimetry study owing to the lack of data [53].

Reliability

Nineteen studies (166 comparisons) with sample sizes ranging from 11 [94] to 56 [151] reported inter- or intradevice reliability for Apple (seven comparisons), Fitbit (92 comparisons), Garmin (22 comparisons), Polar (one comparison), and Withings (44 comparisons). The majority of comparisons (153/166) reported interdevice reliability for step count, heart rate, or energy expenditure. No studies reported intradevice reliability for heart rate or energy expenditure. We have not reported between-brand comparisons for inter- or intradevice reliability owing to the small number of comparisons for each brand.
Interdevice Reliability for Step Count

Twelve studies (51 comparisons) with sample sizes ranging from 13 [117,138] to 56 [151] reported on interdevice reliability for step count [50,58,72,85,94,110,113,116,117,121,125, 138,151,161,171]. The majority of correlation coefficients for step count interdevice reliability were very strong (n=35), with only a small number (n=3) being reported as strong.

Intradevice Reliability for Step Count

Two studies (13 comparisons) reported on intradevice reliability for step count, with sample sizes of 20 [82] and 24 [150]. Intradevice reliability correlations were very weak (n=1), weak (n=2), moderate (n=5), strong (n=2), and very strong (n=3). The mean correlation coefficient was 0.58.

Interdevice Reliability for Heart Rate

Three studies (23 comparisons) examined interdevice reliability for heart rate [24,26,58], with analyzed sample sizes ranging from 13 [24] to 21 [26]. Apple Watch showed very good interdevice reliability at 5-s epochs during treadmill bouts at 4, 7, and 10 km/h, with reliability increasing and standard typical error decreasing with increasing pace [26]. Similar standard typical error levels were seen in maximum heart rate measured during a single incremental maximal oxygen uptake test performed on a treadmill and heart rate taken from the highest 30-s mean heart rate, with somewhat lower correlation coefficients [24]. In the examination of interdevice reliability in healthy older adults, Fitbit Charge 2 showed good reliability during treadmill and overground bouts and poor reliability during hand movement tasks such as dusting [58]. During the same tasks, Garmin Vivosmart HR+ showed good reliability during all tasks and had narrower limits of agreement than Fitbit.

Interdevice Reliability for Energy Expenditure

Five studies (50 comparisons) reported on interdevice reliability [85,113,116,117,166], with analyzed sample sizes ranging from 13 [117] to 29 [113]. All five studies recruited healthy adults (mean age 26.3 years, SD 3.9 years). Correlation coefficients were reported for 16 of 50 comparisons. Of these, 13% (n=2) were rated very weak, 6% (n=1) were rated moderate, 6% (n=1) were rated strong, and 75% (n=12) were rated very strong.

Discussion

Overview

The purpose of this study was to examine the validity and inter- and intradevice reliability of commercial wearable devices in measuring steps, heart rate, and energy expenditure. Our review focused on both a breadth of devices and reproducibility. Our review included nine brands and 45 devices with the number of comparisons ranging from 201 for the Fitbit Zip to one for the Garmin Forerunner 405CX and the Polar M600. For comparison, two recent reviews from 2017 included two brands and 16 devices [13] and seven brands and eight devices [79]. A review from 2016 included eight devices [32]. Along with this review, we have published our dataset and code to reproduce our findings.

Reliability and Validity

Criterion validity of commercial wearables varied by study type (controlled or free-living), brand, and device. For step count, our review showed that in controlled laboratory settings, a higher proportion of devices showed accuracy, and this was within a tighter limit of acceptable accuracy compared with free-living conditions. In both controlled and free-living studies, when not correctly estimating steps, devices tended to underestimate values. Validity compared with criteria was the best for Apple Watch and Garmin, while the MPE values for Fitbit, Samsung, and Withings fell within ±3% on average. Within brands, devices appeared to vary, with Fitbit Classic tending to overestimate steps, while Fitbit Charge tending to underestimate steps; however, the variability observed could be attributed to differences in the number of comparisons for each device and in wear locations of the devices. Our findings are consistent with previous reviews [178].

In controlled settings across all devices, heart rate was accurately measured with only a very small tendency for underestimation. Heart rate validity was only sufficiently tested in Apple Watch, Fitbit, and Garmin devices. Heart rate measured by photoplethysmography is only available in relatively new commercial wearable devices. All of the brands measured heart rate to within ±3% on average in controlled settings. There were few studies examining the validity of heart rate measures in free-living conditions, but it appears that Fitbit devices may underestimate heart rate depending on activity intensity. All devices were within acceptable measurement error for heart rate. To our knowledge, this is the first systematic review to examine heart rate validity, and it appears that devices are able to measure heart rate within acceptable limits.

Energy expenditure estimates varied widely with less than 10% of estimates falling within acceptable limits in controlled settings. In many of the studies, there did appear to be a tendency for systematic over or underestimation. On average, only Fitbit measured energy expenditure to within acceptable limits, but there was wide variation around the estimate. Energy expenditure estimates also varied by model, with the Fitbit Classic underestimating the value considerably and Fitbit Charge HR overestimating the value. We hypothesize that Fitbit may provide the best, though still not acceptable, measure of energy expenditure because the algorithm employs a published equation for estimating resting metabolic rate [179]. To our knowledge, the other brands do not publish information about the energy expenditure estimates. There does not appear to be a relationship among more accurate estimates of energy expenditure in devices that include heart rate (Multimedia Appendix 7).

Interdevice reliabilities for steps, heart rate, and energy expenditure were all very strong. However, compared with validity studies, there were fewer reliability studies, and we were not able to conduct comparisons between brands or devices owing to small sample sizes. Sufficient data for intradevice
reliability was only available for step count. The results showed considerable variability within the same device for step count for Fitbit Charge HR, Fitbit Surge, Fitbit Zip, and Garmin VivoFit, with five, five, one, and two comparisons, respectively.

Future Research

Future research in this area should focus on the following three main topics: relevance and age of the devices tested, data acquisition from the devices, and algorithms used by companies. First, relevance of the devices is important. Owing to rapidly developing technology, the majority of the tested devices included in this review are now out of date or discontinued. The nature of the consumer technology market is such that updated product iterations are commissioned even before the original iteration of a device is released. For example, the newest Apple Watch included in the review is the Series 2 watch. The Series 5 watch was released in the fall of 2019. The results are similar for all devices and brands; the Fitbit Charge HR is a popular model for validity and reliability studies, likely because of its moderate price point (approximately US $150) compared with more expensive models (eg, Garmin Fenix 5, approximately US $500). Given the current device specialization, device relevance (eg, swimming or sleep-specific watches), and price difference between devices, continuing to conduct the types of reliability and validity studies reported here will be a challenge. The increasing pace of device release combined with device specialization makes this type of research challenging.

Second, few studies reported on how data were acquired from the devices. We believe this has implications for the scale of and usability of the data collected. For example, in order to collect data, we infer that some studies counted the steps recorded on the device in short time intervals instead of connecting the device to a platform after recording. Other studies exported and downloaded data from user accounts on the brand website, while others collected data from the brand API. Collecting data from the device API is the best and most scalable method for physical activity researchers when using wearable device data. In order to do so, we must develop interdisciplinary collaborations and open source tools to allow these data to be collected (eg, Open mHealth) [180].

Third, the algorithms used in consumer wearables are constantly changing based on sensor development and technological advances. Companies can update their devices’ firmware and algorithm at any time. When the device is synced, the firmware is updated. Feehan et al discussed the importance of firmware updates in their review [13]. While we believe this is important, it is clear that companies must be more open about the algorithms they are using to estimate steps, heart rate, and energy expenditure. Given the continuing release of new devices, firmware and algorithm updates to existing devices, and lack of availability of raw data, we believe researchers may need to shift focus from traditional reliability and validity research to studies that can provide open estimates for physical activity intensities or sleep standardized across devices. These studies will need to use device APIs and machine learning methods in collaboration with interdisciplinary teams in order to move the field forward.

Limitations

Over the course of time that it took to complete this review, much has changed with market share, technology, and even research methodologies. Though the market share of companies was a large determining factor of what devices were included in this review, the consumer wearable market is volatile. On November 1, 2019, Google purchased Fitbit for US $2.3 billion, a massive shift for the consumer wearable device market [181,182]. Further to this limitation is the ever-changing nature of consumer technology. As Table 1 shows, many of the devices utilized in the studies included in this review are so out of date that they are no longer available on the market. There is some potential for bias when including only English language studies in systematic reviews. However, studies have shown that the effect may be small in general but may be difficult to measure for an individual systematic review [183,184].

Conclusion

This systematic review of 158 publications included assessments of consumer wearable devices from nine brands (Apple Inc, Fitbit, Garmin, Mio, Misfit, Polar, Samsung, Withings, and Xiaomi), with a focus on the reliability and validity of the devices in measuring heart rate, energy expenditure, and step count. This review examined the validity of consumer wearable devices in free-living and laboratory settings and further highlighted results of the inter- and intra-device reliability of the nine consumer wearable brands. Among the studies included, Fitbit was studied the most and Xiaomi and Mio were studied the least. Apple and Samsung had the highest validity for step count, and Apple, Fitbit, and Garmin were accurate nearly 50% of the time. No brand fell within the acceptable accuracy limits for energy expenditure. Interdevice reliabilities for steps, heart rate, and calories were all very strong. Sufficient data for intra-device reliability were only available for step count, and the results showed considerable variability. There was no specific device or brand that involved a complete assessment across all measures, and no specific brand stood out as the “gold standard” in fitness wearables. This review highlights the validity and reliability of readily available wearable devices from brands and serves to guide researchers in making decisions about including them in their research. As new devices and models enter the market, up-to-date documentation can help direct their use in the research setting.
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Abstract

Background: Body weight variability (BWV) is common in the general population and may act as a risk factor for obesity or diseases. The correct identification of these patterns may have prognostic or predictive value in clinical and research settings. With advancements in technology allowing for the frequent collection of body weight data from electronic smart scales, new opportunities to analyze and identify patterns in body weight data are available.

Objective: This study aims to compare multiple methods of data imputation and BWV calculation using linear and nonlinear approaches.

Methods: In total, 50 participants from an ongoing weight loss maintenance study (the NoHoW study) were selected to develop the procedure. We addressed the following aspects of data analysis: cleaning, imputation, detrending, and calculation of total and local BWV. To test imputation, missing data were simulated at random and using real patterns of missingness. A total of 10 imputation strategies were tested. Next, BWV was calculated using linear and nonlinear approaches, and the effects of missing data and data imputation on these estimates were investigated.

Results: Body weight imputation using structural modeling with Kalman smoothing or an exponentially weighted moving average provided the best agreement with observed values (root mean square error range 0.62%-0.64%). Imputation performance decreased with missingness and was similar between random and nonrandom simulations. Errors in BWV estimations from missing simulated data sets were low (2%-7% with 80% missing data or a mean of 67, SD 40.1 available body weights) compared with that of imputation strategies where errors were significantly greater, varying by imputation method.

Conclusions: The decision to impute body weight data depends on the purpose of the analysis. Directions for the best performing imputation methods are provided. For the purpose of estimating BWV, data imputation should not be conducted. Linear and nonlinear methods of estimating BWV provide reasonably accurate estimates under high proportions (80%) of missing data.

(JMIR Mhealth Uhealth 2020;8(9):e17977) doi:10.2196/17977
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Introduction

Background

Recently, the idea of remote health care monitored through a network of internet-connected devices, termed The (Medical) Internet of Things [1-3], has become popular, and in 2020, it is thought that 40% of internet of things–related technology is health related, accounting for US $117 billion [4]. With this information, precision medicine will become the future of health care. Frequently tracked body weight data are likely to become a valuable prognostic tool. We have already seen the incorporation of Wi-Fi–connected smart scales into research environments [5-7] accompanied by an increase in popularity and a decrease in costs among the general public. In weight management interventions, 80% and 60% of successful weight loss maintainers report self-weighing weekly and daily, respectively [8]. Regular self-weighing in research environments using tracking technologies will allow for more accurate recognition of body weight patterns, which are currently not well understood.

Body weight variability (BWV), that is, the variability around the overall trend in body weight, can be quantified from frequent body weight measures. Several recent studies have associated BWV with outcomes such as all-cause mortality [9-11], type 2 diabetes incidence [12], cardiovascular morbidity or mortality [13,14], and cancer [15]. Further indications suggest that BWV may serve as a potential prognostic tool for obesity [16,17] and as a risk factor in patients with heart failure [18]. However, significant heterogeneity exists in the methods used to process body weights and define BWV.

Although body weight is a reliable, valid, and simple metric to measure, its short-term dynamics are not well understood because, until recently, it has been difficult and time-consuming to make frequent longitudinal measures from an objective (ie, not self-reported) source, and previous studies estimating BWV generally use infrequent measurements (eg, every 6-12 months). Limitations in the methodologies used may contribute to the poor replicability of the results drawn from differing studies and populations: (1) definitions used and statistical inferences drawn from longitudinal weight data are extremely heterogeneous, (2) body weight changes are often measured retrospectively (by self-report) and/or infrequently (12 months apart), (3) overall trends in body weight (eg, weight increase or decrease) are often not addressed appropriately and may confound independent effects of BWV, and (4) missing data are often not appropriately addressed. Simple linear approaches to the measurement of BWV (such as root mean square error [RMSE] around the linear trend) are not able to fully differentiate the overall trend from the variability component. New strategies must be developed to improve the estimation of BWV.

Using frequent body weight measurements, few studies have examined weekly [19-21] or seasonal [21-23] patterns in body weight, although no study to our knowledge has estimated total BWV over the long term. In future, tracking technologies will become increasingly popular and accompanied by the acquisition of dense and complex data. Appropriate, validated, and accessible data processing methodologies must be devised to deal with such data. Such protocols have been developed for activity tracking [24-26], although they lack body weight tracking.

Objectives

Recently, we collected body weight data from Wi-Fi–connected smart scales in individuals engaged in a weight loss maintenance trial (the NoHoW trial [27]) over 12 months. Therefore, we aimed to develop and evaluate a statistical protocol for analyzing frequent weight data by outlining an approach to cleaning, imputation, detrending, and estimating BWV using frequent body weight data to better inform future practices and quantify the magnitude of errors potentially associated with BWV estimates.

Methods

Materials and Subjects

For the purpose of this analysis, a subsample of 50 individuals were selected from the 1627 participants in the NoHoW trial. The NoHoW study is a 2×2 randomized controlled trial (RCT) testing the efficacy of an information and communications technology–based toolkit for delivering a weight loss maintenance intervention structured around evidence-based strategies related to self-regulation and emotion regulation in the United Kingdom (Leeds), Denmark (Copenhagen), and Portugal (Lisbon). Full inclusion and exclusion criteria and procedures can be found elsewhere [27]. Individuals who participated in the trial had reported ≥5% body weight loss in the 12 months before recruitment. The trial was registered with the ISRCTN registry (ISRCTN88405328). The study was conducted in accordance with the Helsinki Declaration. Ethical approval was granted by local institutional ethics committees at the University of Leeds (17-0082; February 27, 2017), the University of Lisbon (17/2016; February 20, 2017), and the Capital Region of Denmark (H-16030495; March 8, 2017).

The selection of the 50 participants for this analysis was based on those who had the greatest number of weight measurements in the first 12 months of the trial. Selecting those with the greatest completeness of data allowed for (1) better ability to simulate missingness and test imputation performance and (2) more valid baseline estimation of BWV, which can be used to test the agreement with other estimations (in comparison with missing simulated and imputed data). Although the study was an RCT, the structure of the RCT was not used, and all its arms were collapsed. Only 50 individuals were chosen to limit missingness in the observed data, which increases with sample size. All participants were provided with a Fitbit Aria (Fitbit Inc) body weight scale linked to a personalized Fitbit account, and the data were retrieved via the Fitbit app programming interface to a web-based data hub. The device has been shown previously by others to have excellent agreement with a calibrated research-grade SECA 769 scale [28]. Participants were instructed to weigh themselves at least twice per week for the duration of the trial. The characteristics of the participants are presented in Table 1.
Table 1. Participant characteristics (N=50).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td>Male: 15 (30)</td>
</tr>
<tr>
<td></td>
<td>Female: 35 (70)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.2 (9.3)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>81.9 (15.4)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>29.3 (6.8)</td>
</tr>
<tr>
<td>Number of weight measurements, mean (SD)</td>
<td>336.0 (9.1)</td>
</tr>
</tbody>
</table>

**Analysis Overview**

All statistical analyses were conducted using R version 3.5.1. All statistical codes used can be found in GitHub [29]. A flow diagram of the study is shown in Figure 1. First, we removed outliers based on the limits of physiological plausibility (detailed in Multimedia Appendix 1). Next, we used an amputation and imputation strategy outlined previously [30,31], which involved the simulation of missing data by 2 mechanisms: (1) removal completely at random and (2) removal informed by true patterns of missingness, followed by imputation using univariate and multivariate methods and performance testing using RMSE. Next, we calculated BWV in observed, simulated (ie, inserted missingness), and imputed data sets. This was done to test the accuracy of BWV estimation under conditions of incrementally missing data and when missing data were imputed. BWV was estimated using a commonly used linear approach (RMSE) and a nonlinear approach (nonlinear mean deviation, NLMD) devised for this analysis. Finally, we compared the agreement between BWV estimates from observed weight with those generated by simulated and imputed data sets under different conditions of missingness.

**Figure 1.** Study flow diagram. Outline of the study detailing the simulation validation study aimed to test imputation performance and calculation of linear and nonlinear body weight variability under conditions of true, missing, and imputed data sets with associated comparisons. BWV: body weight variability; MCAR: missing completely at random; NLMD: nonlinear mean deviation; RMSE: root mean square error; RPM: real patterns of missingness.
Data Cleaning

Data outliers may be present for numerous reasons such as (1) decalibration of electronic scales, (2) inconsistent weighing conditions (eg, clothed vs unclothed or morning vs night), (3) weighing of another person of similar weight (which may register as a rapid weight change on the same Fitbit account), and (4) incorrect manual entry of body weight. We defined the limits of physiological plausibility for weight change over given periods, which can be seen in Multimedia Appendix 1. These limits were informed by substantial weight changes reported during rapid weight loss, such as those achieved by a very low–calorie diet [32,33], and rapid weight gain observed in intentional overfeeding studies [34,35]. It was deemed preferable to remove data based on these plausible limits than risk-removing potentially correct data.

Data Removal

Typically, self-weighing is irregular, and thus, missing data are common. Missing data are generally categorized into missing at random (MAR), missing completely at random (MCAR), or not MAR [36]. Absence of body weight data may have identifiable mechanisms, for example, breaks in self-weighing may be indicative of weight gain [37]; however, these patterns may not be consistent between and within individuals. Data described as MCAR has no mechanism of missingness; however, data that are MAR are not related to the missing data but may be partially explained by the observed data. The data removal processes are described in detail in Multimedia Appendix 2. Briefly, to simulate missing data, we used 2 strategies. First, we inserted data using an MCAR strategy in increments of 20%, 40%, 60%, and 80%. For each of the 50 participants, we simulated 20 data sets per increment of missingness within each participant’s data, resulting in 4000 total MCAR-simulated data sets. One potential concern is that missing data in observed data are not entirely MAR; therefore, MAR simulation may not be representative of true missingness. To address this, we selected 20 random participants (for each increment of missingness) from our entire NoHoW study sample of 1627 individuals with approximately 20%, 40%, 60%, and 80% missing data and imposed these missing patterns on our 50-participant sample (with a near-complete data), resulting in 4000 simulated data sets with real patterns of missingness (RPM) data. Removing 20%, 40%, 60%, and 80% data left a mean of 255 (SD 54.5), 209 (SD 36.2), 144.8 (SD 50.1), and 67 (SD 40.1) available data points within a year (bearing in mind some data was missing in the original samples).

Data Imputation

Data imputation can be broadly divided into univariate and multivariate approaches. Univariate methods impute missing data based on information gained from a single variable (in this case, a time series [TS] of body weights), whereas multivariate algorithms can be used to infer predictive value from related variables [38] through regression, clustering, or even advanced deep learning techniques. In a remote health care setting, many potentially useful variables for imputing weight data may not be collected (eg, information on psychology and behavior or physiological features), in which case univariate imputation may be necessary. The imputation of univariate TS data lends itself to a limited number of techniques that have been reviewed previously [30].

In total, 7 univariate imputation algorithms and 3 multivariate analyses were run on all missingness-simulated data sets. Univariate methods included (1) linear interpolation; (2) cubic spline interpolation; (3) Stine interpolation; (4) exponentially weighted moving average (EWMA); (5) structural modeling with Kalman smoothing (SMKS); (6) AutoRegressive Integrated Moving Average (ARIMA) state-space representation and Kalman smoothing (ASSRKS), all from the impute TS package [39]; and finally (7) an approach using the Friedman super smoother on nonseasonal data or seasonal decomposition on seasonal data followed by interpolation (TsClean) from the forecast package [40]. Each method is described briefly in Textbox 1. Illustrated examples using a single participant, showing imputation of 40% and 80% missingness by each imputation method, are provided in Multimedia Appendix 3. Multivariate imputation techniques, namely, 2 machine learning techniques (a K-nearest neighbors [KNN] method from the Data Mining with R (DMwR) package [41] and a random forest [RF] method from the MissForest package [42]) and a regression-based technique using predictive means matching (PMM) from the multivariate imputation by the chained equations (MICE) package [43] are described in Textbox 1. To maximize the usability of these methods where further information on participants were not available, we used only the day number and the day of the week as predictive variables for multivariate imputation.
**Textbox 1.** Description of univariate time series imputation methods used.

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linear interpolation</strong></td>
<td>This method looks for a straight line that passes between 2 values (Xa and Xb), where the imputed values are bound between Xa and Xb. It has been demonstrated to be efficient when predicting values with constant rate of change [44], however, it tends to smooth data rather than impute variability.</td>
</tr>
<tr>
<td><strong>Spline interpolation</strong></td>
<td>This method fits local polynomial functions, which are connected at each end to form a spline, creating a succession of cubic splines over successive intervals of the data [45]. The order of the polynomial can be defined manually. The approach benefits from its nonlinear approach; however, its ability to predict oscillations from univariate data is limited [46].</td>
</tr>
<tr>
<td><strong>Stine interpolation</strong></td>
<td>This is an advanced interpolation method where interpolation occurs based on (1) whether values of the ordinates of the specified points change monotonically and (2) the slopes of the line segments joining the specified points change monotonically. It produces a smoothed imputation known to be robust against sporadic outliers and performs better than spline interpolations, where abrupt changes are observed [47].</td>
</tr>
<tr>
<td><strong>Exponentially weighted moving average (EWMA)</strong></td>
<td>This approach calculates the EWMA by assigning the value of the moving average window, which is user defined; the mean, thereafter, is calculated from equal number of observations on either side of a central missing value. The weighting factors decrease exponentially the greater distance from the missing value.</td>
</tr>
<tr>
<td><strong>Structural modeling with Kalman smoothing</strong></td>
<td>This method aims to identify the structure (trend, seasonality, and error) in a time series (TS). Unlike AutoRegressive Integrated Moving Average (ARIMA) state-space approaches where each component is eliminated, these components are used to inform imputation of missing data. Kalman filter and smoothing works in 2 steps to (1) produce estimates of the current state variables, along with their uncertainties, and (2) update estimates using a moving average to give a smoothing effect [48]. The Kalman smoother is given the entire sample and is not locally weighted. The Kalman smoother is robust to disparate observation periods (eg, when observations are made weekly and monthly in one TS) [49].</td>
</tr>
<tr>
<td><strong>ARIMA state-space representation and Kalman smoothing</strong></td>
<td>This method converts the TS to an ARIMA model by decomposing the trend, seasonality, and error through a differencing protocol, resulting in a stationary TS where means and covariances would remain invariant over time [31]. Next, a Kalman smoother is applied as above.</td>
</tr>
<tr>
<td><strong>TsClean [40]</strong></td>
<td>This method first assesses evidence of seasonality. If present, a robust seasonal-trend decomposition for seasonal series is conducted followed by linear interpolation. If no seasonality is present, Friedman’s super smoother [50] is applied followed by linear interpolation.</td>
</tr>
<tr>
<td><strong>K-nearest neighbors [41]</strong></td>
<td>For every observation to be imputed, this algorithm locates k closest observations based on the Euclidean distance [51] and computes the weighted average (weighted based on distance) of these k observations.</td>
</tr>
<tr>
<td><strong>Random forest [42]</strong></td>
<td>This method is an extension of typical classification and regression, which generates predictive models that recursively subdivide the data based on values of the predictor variables. It does not rely on parametric assumptions and can accommodate nonlinear interactions, although it may be prone to overfitting [51].</td>
</tr>
<tr>
<td><strong>Predictive means matching [43]</strong></td>
<td>For each missing entry, this method generates a small set of candidate donors from all complete cases that have predicted values closest to the predicted value for the missing entry. One donor is randomly drawn from the candidates, and the observed value of the donor is taken to replace the missing value. The assumption is the distribution of the missing cell is the same as the observed data of the candidate donors.</td>
</tr>
</tbody>
</table>

### Estimating Body Weight Variability

We estimated BWV using 2 discrete methods in the observed data as well as in all simulated and imputed data sets. These methods are illustrated in Figure 2 for linear (top) and nonlinear (bottom) approaches. First, the RMSE method was used by calculating the relative residual error of the linear relationship between body weight and time (Figure 2). Relative residuals were produced by dividing the centered weight by the observed weight at each time point (Figure 2). This method is commonly used to assess BWV in epidemiological research [16,52-56], although it is limited by the assumption of linearity of body weight change. For example, if an individual displays a curvilinear weight trajectory (such as in Figure 2), then the residuals from a linear trendline will be substantially different from those from a nonlinear trendline. To overcome this, we devised a nonlinear approach detailed below.
First, the series of body weights was detrended for each individual. Detrending is a necessary step in the decomposition of a TS. It can be used to isolate the variability component of the series from the overall trend, resulting in a combination of seasonal patterns (e.g., any repetitive patterns including within-week) and random noise. First, a locally estimated scatterplot smoothing (LOESS) regression was fitted to each participant (Figure 2). LOESS regression is a nonlinear, nonparametric smoothing tool. Owing to its nonparametric approach, it does not assume previous specifications about the structure of the data, thus allowing for visual representation of relationships that do not conform to any structure [57]. LOESS regressions were conducted with the `stats` package in R [58]. It employs quadratic polynomial models on a moving collection of data points (termed a neighborhood) in a TS [59]. The size of the neighborhood is user defined and referred to as the span of the LOESS model, with greater spans creating more smooth trends because of using a wider collection of surrounding data points, whereas shorter spans resulting in closer fitting to the data. The span fits data based on the number of available data; therefore, when fitting the LOESS to data with missingness, the span must be reactive to the number of weight measurements available. To address this, we generated a linear relationship between the span and the number of available data, which resulted in a similar BWV estimation under varying conditions of missingness. Finally, a polynomial order of 2 was used in the model based on the nonlinearity of body weight data, as suggested previously [57].

The detrending process centers body weight around 0. The centered weights were converted to relative centered weights by dividing the centered weight by the observed weight at each time point (Figure 2). This gives an estimate of the relative deviation from the nonlinear trend. BWV was estimated by taking the mean of the centered relative residuals (which act as a proxy of the mean relative deviation from the trend on each day).

**Figure 2.** Performance summaries of univariate and multivariate imputation. Boxplots of the errors associated with imputation of body weight data collected by smart scales. Data was removed by a missing completely at random algorithm (left plots) and also informed by real patterns of missingness (right plots) in increments of 20%, 40%, 60% and 80%. Imputation was done by 7 univariate methods (top plots) and 3 multivariate methods (bottom plots). Root mean square error was used as the performance metric. ASSRKS: ARIMA state-space representation and Kalman smoothing; EWMA: exponentially weighted moving average; KNN: K-Nearest neighbors; Lin Int: linear interpolation; PMM: predictive means matching; RF: random forest; RMSE: root mean square error; SMKS: structural modelling with Kalman smoothing; Spline int: spline interpolation; Stine int: stine interpolation.
Data Availability

There are legal restrictions on sharing data from this study that contain potentially identifying or sensitive personal information. The restrictions are imposed by the Danish Data Protection Agency. Data used in this study will be made available upon request after application to the NoHoW data controller (the James Hutton Institute). The application procedure can be obtained from the James Hutton Institute (DPO@hutton.ac.uk) or David Nutter (david.nutter@bioss.ac.uk).

Results

Imputation Performance

All imputation algorithms were run on each simulated data set, generating 28,000 and 12,000 imputed data sets from MCAR and RPM simulations, respectively (4000 imputed data sets per imputation method). The performance of each imputed data set in comparison with the observed weight data was evaluated using the RMSE, which is commonly used for performance evaluation [60]. The RMSE was calculated using the following equation:

\[
RMSE = \sqrt{\frac{1}{n} \sum (y_i - \hat{y}_i)^2}
\]

The results were grouped by imputation strategy and proportion of missingness. A summary of the performances is illustrated using the RMSE in Figure 3, and the full results are provided in Multimedia Appendix 4. To further test the imputation performance, we used the mean absolute percentage error and mean absolute error, the results of which are shown in Multimedia Appendix 5. The errors increased with greater amounts of missing data. SMKS showed the lowest errors overall, followed by EWMA, linear interpolation, and Stine interpolation, though each of these methods were similar in performance. Machine learning–based methods (RF and KNN) generally performed worse than univariate methods, as did the regression-based multivariate method PMM. The ASSRKS method showed the greatest error, followed by the spline interpolation. Imputation of MCAR-simulated data sets generally showed lower errors than RPM-simulated data sets.

Calculation of BWV

Next, we investigated the agreement between BWV estimations from observed data sets and simulated and imputed data sets for each participant. First, data sets simulated by MCAR and RPM were combined. For simulated data sets (ie, those with missing data), the errors were minimal, reaching an average of 7% (SD 15.4) and 3.2% (SD 19.5) disagreement between the true weight variability (WV) estimates and estimates made on 80% missing data for nonlinear and linear WV calculation methods, respectively. At 60%, 40%, and 20% of missing data, errors were 2.3% (SD 9.1) and 0.6% (SD 7.3), 1.3% (SD 6.4) and 0.4% (SD 9.8), and 0.4% (SD 6.9) and 0.2% (SD 6.0) for nonlinear and linear WV estimates, respectively, compared with true estimates. The full results can be viewed in Multimedia Appendix 6. When data were imputed, imputation introduced substantial errors in BWV estimates (Figure 4). For most methods, imputation resulted in underestimation of BWV, apart from spline imputation, which overestimated BWV. Biases increased with missingness and were generally greater for NLMD than for RMSE.
Figure 4. Influence of data imputation on linear and non-linear body weight variability estimates. Caption: Boxplots of the relative errors associated with calculation of body weight variability in body weight data collected by smart scales when using 10 different imputation methods imputing data in increments of 20%, 40%, 60%, and 80%. Errors represent the deviation from estimates made from observed data sets. ASSRKS: ARIMA state-space representation and Kalman smoothing; EWMA: exponentially weighted moving average; KNN: K-nearest neighbors; NLMD: nonlinear mean deviation; PMM: predictive means matching; RF: random forest; RMSE: root mean square error; SMKS: structural modeling with Kalman smoothing.

Discussion

In this study, we proposed a method for processing body weight data acquired from electronic smart scales, with both general and specific applications (to BWV). The analysis was produced in response to the increasing use of smart scales in clinical and research environments [24-26]. For the purposes of cleaning, imputation, and detrending, this analysis can inform most researchers dealing with body weight data from smart scales. Furthermore, we provide specific validations on the estimation of BWV using linear and nonlinear approaches and report the errors associated with these estimations when (1) data are missing and (2) data are imputed. We found that SMKS, EWMA, and linear interpolation performed imputation best. These methods are available to researchers through many statistical packages [39]. For the purpose of estimating BWV, we showed that leaving data as missing does not introduce significant bias (only 3%-7% error with >80% data missing), whereas calculating BWV on imputed data causes significant underestimation and should be avoided.

Body Weight Imputation

We considered 7 univariate and 3 multivariate approaches to imputation. As access to further individual-level information (eg, participant characteristics or behavioral patterns and psychological traits) may be unavailable, body weight data collected by smart scales may be treated as univariate, and therefore, the use of more advanced approaches to multivariate imputation such as tree-based models, neural networks, and KNN methods is limited. To test multivariate imputation algorithms, we added day number (ie, day of trial) and day of the week as predictive variables, as these can be automatically collected in free-living environments without any participant burden. Within-week (eg, weekday vs weekend) fluctuations in body weight have been shown previously [19,20] and may have predictive value in imputation. However, we found that these methods, in the current circumstances, did not outperform simple methods such as SMKS or EWMA on MCAR- or RPM-simulated data sets. Indeed, machine learning methods may perform better when trained on large, complete data sets and then applied to missing data; however, in this analysis, we did not have enough complete data sets to train machine learning imputation models, and we chose to limit the variables used in multivariate imputation to improve accessibility. This is the first study to address the issue of missingness and imputation in body weight tracking data; however, several studies have addressed the tracking of physical activity from accelerometers [25,61,62], often using similar simulation and validation approaches with success.

Body Weight Variability Estimation

We proposed a method of estimating BWV using a nonlinear approach, which we termed NLMD. This was devised to address the assumption of linearity associated with RMSE estimations commonly used. Using a nonlinear approach, the trendline is fitted more closely to the data. The result is the ability to identify day-to-day variability or within-week patterns. In contrast, in the case of curvilinear weight trends, RMSE generates large residual errors; this may be more suitable when the aim is to detect larger fluctuations over several months or years. We
found that BWV estimates from data sets with simulated missingness were similar to true estimates, using both RMSE and NLMD methods. Surprisingly, using our current methods, BWV estimates were not greatly different between complete and 80% missing data sets (3.2%, SD 0.2% and 7.0%, SD 0.2% for RMSE and NLMD methods, respectively). However, when these missing data were imputed, substantial biases were introduced largely as underestimations, which increased for each increment of imputed data. As such, although our imputation-validation analysis may inform general imputation of body weight data for numerous other purposes, for the purpose of estimating BWV, we advise that data be left as missing.

To our knowledge, no previous study has examined long-term BWV from electronic smart scales, and only a few studies have modeled frequent weight data using TS methods. A recent study examining the effect of breaks in self-weighing on weight outcomes used a linear mixed model approach using time and weight as fixed predictor and response variables, respectively [37]. However, the use of linear modeling when examining BWV is not sensitive to the often-polynomial features of body weight trajectories. In another study, the authors compared differences in weekday and weekend body weights with longer-term weight changes [20]; however, the data were not detrended. Therefore, weekly weight patterns may potentially be sensitive to overall weight change (particularly in individuals with rapidly changing weight). In a study examining the effect of season on weight patterns across several countries, the authors fitted orthogonal polynomials to the weight data before conducting a detrending process, which may help isolate seasonal patterns from the overall trend (eg, loss or gain) of an individual, showing clear seasonal patterns across the year in different geographical regions [23]. Finally, in a recent study investigating within-week patterns of BWV in 80 adults, the authors took a comprehensive approach by applying nonparametric smoothing techniques (similar to this study) and removed the trend component of the TS using a moving average approach, reporting significant weekly patterns within a week characterized by weekend weight gain and weekday compensation [19]. Recently, we used the present methods to inform the description of weight fluctuation patterns across weeks, years, and holidays [1] and to investigate the associations between BWV and cardiometabolic health outcomes [2].

**Strengths and Limitations**

This study has several strengths. First, we developed our data processing methods from true rather than simulated data, thus increasing the validity of the analysis. Our simulation-imputation analysis was comprehensive, including the generation of 8000 missingness-simulated data sets in total with varying levels of missingness using both random and real-missingness informed simulations, which resulted in 80,000 imputed data sets produced using 10 univariate and multivariate algorithms. Next, we described and compared both linear and nonlinear approaches to estimating BWV under different conditions of missingness and reported the errors produced in the common case of missing data, which should inform the magnitude of errors expected from missing data estimations in future studies. Some limitations should also be addressed. First, all imputation methods were deterministic, although body weight seems to be a relatively stochastic (ie, randomly determined) process. The result is that imputation may reduce the variability by attempting to recognize predictive patterns that are not there. We recommend that consideration should be given to whether imputation is necessary. In some analyses, including instances where machine learning algorithms are employed, complete data are a necessity; therefore, imputation is required. Next, we did not have entirely complete data by which to test imputation, although we opted to use real rather than simulated data for external validity.

**Conclusions**

BWV potentially represents (1) a significant health risk and (2) a prognostic tool that is currently not well understood or well measured. This study evaluated the performance of various imputation methods applied to body weight data and presented a protocol for estimating BWV under varying amounts of missing data. We showed that structural modeling with a Kalman smoother and EWMA performed an imputation most effectively. However, in the case of estimating BWV, the imputations generally produced large underestimations due to the tendency to revert toward the mean. Furthermore, we demonstrated the errors associated with BWV estimates at varying levels of missing data, concluding that errors are small when using both linear and nonlinear methods even under high proportions of missingness. In future, the importance of both frequent measurement of body weight and consistent and appropriate methods of analyzing the data produced should be underlined in the study of BWV.
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Abstract

Background: Sedentary behavior has received much attention in the scientific community over the past decade. There is growing evidence that sedentary behavior is negatively associated with physical and mental health. However, an in-depth understanding of the social and environmental context of sedentary behavior is missing. Information about sedentary behavior, such as how everyday sedentary behavior occurs throughout the day (eg, number and length of sedentary bouts), where, when, and with whom it takes place, and what people are doing while being sedentary, is useful to inform the development of interventions aimed at reducing sedentary time. However, examining everyday sedentary behavior requires specific methods.

Objective: The purpose of this paper is (1) to introduce sedentary behavior–triggered Ecological Momentary Assessment (EMA) as a methodological advancement in the field of sedentary behavior research and (2) to examine the accuracy of sedentary behavior–triggered EMA in 3 different studies in healthy adults. Moreover, we compare the accuracy of sedentary behavior–triggered EMA to simulations of random-trigger designs.

Methods: Sedentary behavior–triggered EMA comprises a continuous assessment of sedentary behavior via accelerometers and repeated contextual assessments via electronic diaries (ie, an application on a smartphone). More specifically, the accelerometer analyzes and transfers data regarding body position (a sitting or lying position, or an upright position) via Bluetooth Low Energy (BLE) to a smartphone in real time and triggers the deployment of questionnaires. Each time a participant spends a specified time (eg, 20 minutes) in a sedentary position, the e-diary triggers contextual assessments. To test the accuracy of this method, we calculated a percentage score for all triggered prompts in relation to the total number of bouts that could trigger a prompt.

Results: Based on the accelerometer recordings, 29.3% (5062/17278) of all sedentary bouts were classified as moderate-to-long (20-40 minutes) and long bouts (≥ 41 minutes). On average, the accuracy by participant was 82.77% (3339/4034; SD 21.01%, range 71.00-88.22%) on the study level. Compared to simulations of random prompts (every 120 minutes), the number of triggered prompts was up to 47.9% (n=704) higher through the sedentary behavior–triggered EMA approach. Nearly 40% (799/2001) of all prolonged sedentary bouts (≥ 20 minutes) occurred during work, and in 57% (1140/2001) of all bouts, the participants were not alone.

Conclusions: Sedentary behavior–triggered EMA is an accurate method for collecting contextual information on sedentary behavior in daily life. Given the growing interest in sedentary behavior research, this sophisticated approach offers a real advancement as it can be used to collect social and environmental contextual information or to unravel dynamic associations. Furthermore, it can be modified to develop sedentary behavior–triggered mHealth interventions.
Introduction

Growing Awareness of the Risks of Sedentary Behavior

“Sitting is the new smoking” or “Why a sedentary lifestyle is killing you”—these and similar headlines have received a high level of media attention in recent years. There is growing evidence that sedentary behavior is a behavioral risk factor for human health [1]. In particular, researchers identified that too much sitting is a major risk factor for physical and mental health [2,3]. For example, studies indicated that sedentary behavior is associated with cardiometabolic diseases, diabetes mellitus type 2, and mood disorders [4-6]. Since the amount of evidence has been increasing, countries have started to publish public health guidelines for adults to reduce sedentary time [7,8]. However, currently, there are still uncertainties and divergent views on this behavior [9,10], mainly related to inconsistencies in the definition of sedentary behavior and inaccuracies in the measurement of sedentary behaviors. This paper gives a short overview of sedentary behavior definitions and measurement methods, pointing out the currently recommended ones, and introduces sedentary behavior–triggered Ecological Momentary Assessment (EMA) as an innovative measurement approach for measuring contextual information.

Defining Sedentary Behavior

Several different definitions have evolved over the past decade [11]. From a historical perspective, researchers began by classifying sedentary behavior as physical inactivity. Although sedentary behavior is indeed a form of physical inactivity, the results from physiological studies identified unique mechanisms and characteristics of sedentary behavior and thus suggested that sedentary behavior is an independent behavior, with its own facets and not just the absence of physical activity [12]. Some definitions focused on postural aspects, whereas others focused on energy expenditure without considering postural aspects such as standing versus sitting [11,13], which is questionable since standing may have distinct effects on health outcomes [14-16]. To provide clarity, the Sedentary Behavior Research Network (SBRN) [11] defined sedentary behavior as “any waking behavior characterized by an energy expenditure ≤ 1.5 metabolic equivalents (METs), while in a sitting, reclining, or lying posture.” Unlike other definitions, it comprises both components of sedentary behavior (ie, body posture and movement intensity or energy expenditure). Furthermore, this definition clarifies that sitting is not a sedentary state. At this time, the definition of the SBRN is internationally accepted, although there are still some ongoing discussions [13]; for example, the threshold of ≤ 1.5 METs is questionable because the amount of energy expended during sitting does exceed the 1.5-MET threshold in some individuals [10].

Measuring Sedentary Behavior

Previous studies in the field of sedentary behavior research used self-reported methods such as questionnaires, which have limited validity and are prone to recall biases and social desirability [17,18]. Furthermore, many studies have used television time as a marker of sedentary behavior to examine adverse health effects [19]. However, television time does not reflect all facets of sedentary behavior, and it is confounded by other factors that are relevant for health outcomes such as dietary intake and socioeconomic status [9]. Therefore, based on advancements in device-based measurements, new paradigms suggest using activity monitors [20]. Currently, an increasing number of studies have used device-based measurements of sedentary behavior [17]. However, the choice of monitor placement is highly important for measuring a sitting or lying position versus a standing posture accurately and, therefore, for meeting the definition stated above. Since the inclinometer measures the angle between the gravity direction and the accelerometer's vertical axis, hip-worn accelerometers are limited to distinguishing between sitting and standing. In contrast, thigh-worn accelerometers are recommended as the gold standard [17,21,22]. Some studies have already used thigh-worn accelerometers: For example, the Maastricht study, which focused on the etiology of type 2 diabetes, its common complications, and its emerging comorbidities, assessed sedentary behavior data from approximately 9000 participants via thigh-worn ActivPALs accelerometers [23]. The Prospective Physical Activity, Sitting, and Sleep consortium (ProPASS) provides a detailed overview of existing studies that have used thigh-worn accelerometers [17]. Although the technical possibilities spur constant progress, this research field is still in its infancy. According to the most recent overview of sedentary behavior and health, there is a pressing need to develop further objective field methods for simultaneously assessing both components of the sedentary behavior definition, which is the postural component (sitting or lying) and the movement intensity and energy component [1].

What is Currently Known About Sedentary Behavior

The latest findings from Stamatakis and colleagues [24] suggest that sedentariness is associated with all-cause and cardiovascular-disease mortality among the least physically active adults. Similar results were found in other epidemiological studies [25,26]. In particular, longer sedentary bouts (ie, a period of uninterrupted sedentary time such as ≥ 30 minutes) may lead to detrimental health effects [27,28]. However, the epidemiological evidence of sedentary behaviour' effects on health is incomplete [9]. An important issue is that the majority of studies relied on subjective measures. For instance, a large number of previous studies used self-reported methods such as television time as a marker of sedentary behavior [19,29]. However, Prince and colleagues’ [30] meta-analysis revealed that self-reports underestimated sedentary time by 1.74 hours per day in comparison to device-based measures. The evidence for negative health effects relying on device-based measures is sparse as, so far, only very few studies used device-based methods. For example, the EPIC-Norfolk...
study has shown that sedentary time was associated with cardiovascular disease, cancer, and all-cause mortality [31]. Accordingly, the evidence regarding the adverse effects of sedentary behavior on health should be interpreted in terms of the problems mentioned above, as different definitions and different measurements naturally lead to different results. While it is indisputable that too much sitting is related to risk factors for health, it remains unclear what “too much” is and what the optimal and practical sedentary break patterns are (ie, type, volume, frequency, intensity, and context) that can buffer negative effects. Therefore, further studies with valid device-based measurements are needed [17,20].

Currently, thigh-worn accelerometers are the method of choice for measuring sedentary behavior accurately [17]. However, accelerometers are unable to provide information about the type or the social and environmental context of sedentary bouts. According to the ecological model [32], sedentary behavior is omnipresent in daily life, and it is multifaceted; for example, it can occur during work, leisure-time, household work, or transport. Moreover, in contrast to physical activity, sedentary behavior is invisible, which means that sedentary behavior is merely a procedural subcomponent of purposeful actions such as working, talking, driving, or reading [33]. To understand everyday sedentary behavior and its antecedents and consequences, it is crucial to collect information about social and environmental contexts. Up to now, we have known little about what everyday sedentary behavior looks like, where, when, and with whom it takes place, and what people are doing while being sedentary. Moreover, to develop effective intervention strategies, it is valuable to know more about socioecological mechanisms within different contexts. Thus, with the aim of changing sedentary behavior patterns, subjective information regarding social and environmental contextual information as well as social-cognitive determinants is a valuable extension for the use of activity monitors [10,18,22].

To the best of our knowledge, there is a lack of studies addressing the social and environmental contexts of sedentary behavior. Fortunately, with EMA, there exists an established approach to assess social and environmental context information in daily life [34]. For example, Liao and colleagues [35] used an EMA design to examine where and with whom children’s sedentary behavior occurred during non-school time. Their results revealed that children engaged more in leisure-orientated behavior (such as watching television) than productive sedentary behavior (such as homework). Furthermore, most sedentary time occurred at home and in the company with family members.

A further EMA study by Romanzini and colleagues [36] examined sedentary behavior contexts among young adults and showed that the context with the highest occurrence of sedentary behavior was the home context—the main activity while being sedentary was “watching TV and movies;” and the main social context was “having alone time.” Such pieces of information may enable researchers to tailor context-specific intervention strategies. However, to assess social and environmental contextual information during sedentary episodes or to know when a meaningful moment to intervene occurs, it is crucial to assess variables or to intervene during predefined sedentary episodes (eg, > 20 minutes) and not during other everyday life episodes, in which the person is physically active, for instance. The umbrella term “just-in-time adaptive interventions” (JITAs) describes interventions that provide behavioral support that corresponds to a need in real-time when the individual is at risk of engaging in an adverse health behavior such as prolonged sedentarity. In particular, this approach comprises a system that offers “just-in-time” automatic behavioral support without individuals’ direct participation [37]. A technical solution for a system that detects, triggers, and collects information about prolonged sedentary behavior is to combine accelerometers and EMA (eg, via applications on smartphones) [38,39]. The sedentary behavior–triggered EMA approach enables researchers to incorporate information from subjective measures (eg, questionnaires) and device-based measures (eg, accelerometers) precisely in those situations where the event (such as prolonged sedentary behavior) occurs.

**Objectives**

The purpose of this paper is (1) to introduce sedentary behavior–triggered EMA as a methodological advancement in the field of sedentary behavior research and (2) to examine the accuracy of sedentary behavior–triggered EMA in 3 different studies among healthy adults. Moreover, we compared the accuracy of sedentary behavior–triggered EMA to simulations of random-trigger designs.

**Methods**

**Sedentary Behavior–Triggered Ecological Momentary Assessment**

EMA, sometimes also called the Experience Sampling Method (ESM), is currently a state-of-the-art methodology for examining within-subject associations in behavioral relationships [40,41]. Several advantages (such as the ability to assess in everyday life, in real-time, and repeated measurements with a high sampling frequency) have led to the use of EMA in a wide range of research areas [42]. Currently, technological progress enables researchers to collect data in ways that were inconceivable two or three decades ago. For instance, the combination of EMA and external monitors (eg, accelerometers) provides a wide range of new possibilities, such as triggered EMA, a technical evolution within the EMA methodology. This sampling strategy enables researchers to capture specific behavioral episodes such as prolonged sedentary behavior and to ask participants “just in time” about momentary physical and social contexts or psychological parameters such as mood or stress.

The idea of triggered EMA (or e-diaries) is not entirely new, as Ebner-Priemer and colleagues [39] developed a sophisticated activity-triggered algorithm that focused primarily on physically active episodes in everyday life. Based on similar technical requirements, we developed a sedentary-triggered algorithm for which the following equipment is necessary: a thigh-worn accelerometer (eg, Move 3 Activity Sensor, movisens GmbH), an electronic diary (eg, an application on a smartphone), and a technical interface between the e-diary and accelerometer [eg, Bluetooth Low Energy (BLE)] for feedback in real time. In this study, we used the Move 3 accelerometer (movisens GmbH), which is a single-unit accelerometer that captures movement...
acceleration and body positions with a measurement range of ±16 g-force (g) at a sampling frequency of 64 Hz. Raw acceleration was stored on an internal memory card. The Move accelerometer has been shown to be a valid device for recording movement behavior [43]. The sedentary behavior–triggered EMA algorithm works as follows: the thigh-worn sensor analyzes data on body position (a sitting or lying position, or an upright position) and transfers the momentary value of the body position in real time to the smartphone. Each time a specific, uninterrupted amount of time spent in a sitting or lying posture is recorded (eg, a 20 or 30 minute period), an e-diary is triggered to begin assessing real-time context information (Figure 1).

Figure 1. Examples of sedentary behavior–triggered Ecological Momentary Assessment (EMA) in everyday life.

Participant Recruitment and Study Design
We used the sedentary behavior–triggered EMA system in 3 different studies, aiming to examine the accuracy of this approach. Table 1 provides an overview of the different study characteristics.

Study 1
We recruited 57 university employees from the Karlsruhe Institute of Technology (KIT) in Germany between May and August 2017. Participants carried a smartphone (Motorola Moto G, Motorola Mobility LLC) and three Move 3 accelerometers for 5 consecutive days. Participants wore accelerometers during the entire measurement period, but not during sleep, swimming, and showering. The thigh-worn monitor and the smartphone were connected via BLE. Sedentary behavior–triggered EMA was used within a mixed sampling scheme. In particular, during the time period from 7:30 am to 9:30 pm, participants received sedentary behavior–triggered prompts (ie, after at least 30 minutes were spent in a sitting or lying position) and randomly triggered prompts at various time points. Since sedentary time is a highly prevalent behavior in daily life, triggered prompts may occur several times per day, which may increase participants' burden. A solution to minimize participants' burden is to implement time-out phases, in which researchers define a time period (eg, of 20, 30, or 40 minutes in duration) when the participants receive no EMA prompts after an answered EMA prompt. During this time-out phase, the study design inhibits EMA prompts, even if the sensor detects an event of uninterrupted sedentary time. In particular, in our first study, EMA prompts occurred no more than every 40 minutes. At each EMA prompt, participants were asked about their social (alone versus not alone) and environmental (home versus work versus leisure activities) contexts (Table 1). Detailed information on the study was described elsewhere [4]. The study was approved by the institutional review board of the Karlsruhe Institute of Technology. All eligible participants received written and oral information regarding the study procedures before written informed consent was obtained. During this procedure, participants were informed of the importance of the smartphone and the accelerometer not losing connection, with a tolerated free-field distance range of approximately 10 meters.

Study 2
We recruited 97 individuals from the University of Konstanz in Germany between May and July 2019. Sedentary behavior was assessed for 4 consecutive days (Thursday to Saturday) using Move 3 accelerometers, which were coupled with smartphones (Motorola Moto G, Motorola Mobility LLC) via BLE. During the time period between 6:00 am and 10:00 pm, short questions were asked via the smartphone whenever the person sat for 20 minutes. We implemented a time-out phase of 20 minutes. At each EMA prompt, participants were asked about their social and environmental contexts (Table 1). The participants completed a short paper-pencil questionnaire before the EMA phase that included demographic variables, age, sex, educational level, height, and weight.

Study 3
We recruited 72 individuals from the University of Konstanz in Germany between January and March 2019. For 4 consecutive days (Monday to Thursday), participants wore a Move 3 accelerometer on their right thigh from the time they got up in the morning to the time they went to bed in the evening. The accelerometer was connected to a smartphone (Motorola Moto G, Motorola Mobility LLC) via BLE. Prior to the assessment,
participants received an extensive briefing on the use of the smartphone and accelerometers and completed a paper-pencil questionnaire that included demographic variables (age, gender, and educational level). During the time period between 6:00 am and 10:00 pm, short questionnaires were asked via the smartphone whenever the person sat for 20 minutes (sedentary trigger). We implemented a time-out phase of 20 minutes. At each EMA prompt, participants were asked about their social and environmental contexts (Table 1).

Data were collected anonymously, and the study fully conformed to the Declaration of Helsinki and the ethics guidelines of the German Psychological Society. Participants received detailed information regarding voluntary participation, the handling of the questionnaires, and the processing of their data, and they gave written informed consent according to the ethics guidelines of the German Psychological Society [44]. According to the guidelines of the ethics committee of the University of Konstanz, the German Research Foundation [45], and the National Science Foundation [46], studies 2 and 3 were exempt from the institutional Ethics Committee review because these 2 surveys were purely observational (noninvasive, noninteractive) and did not induce any type of psychological stress or anxiety, and the participants were not members of a vulnerable group.

Table 1. Study characteristics and Ecological Momentary Assessment (EMA) items.

<table>
<thead>
<tr>
<th>Study characteristics and EMA items</th>
<th>Study 1 (N=57)</th>
<th>Study 2 (N=97)</th>
<th>Study 3 (N=72)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration (days)</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Days of the week</td>
<td>Wednesday-Sunday</td>
<td>Thursday-Sunday</td>
<td>Monday-Thursday</td>
</tr>
<tr>
<td>Valid participants*, n (%)</td>
<td>46 (81)</td>
<td>73 (75)</td>
<td>59 (82)</td>
</tr>
<tr>
<td>Gender of valid participants*, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>19 (41)</td>
<td>36 (49)</td>
<td>31 (53)</td>
</tr>
<tr>
<td>Female</td>
<td>27 (59)</td>
<td>37 (51)</td>
<td>28 (47)</td>
</tr>
<tr>
<td>Sedentary trigger (minutes)</td>
<td>30</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Time-out phase (minutes)</td>
<td>Minimum: 40</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Maximum: 100</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>EMA items</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environmental context (response options)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Where are you currently?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(home, work, restaurant, shopping, bus/train, leisure activities, family members, at friends/partners, doctor appointment, exercise, other)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Where are you currently?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(workplace, canteen, at home, restaurant, bus/train, car, other)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To which domain would you assign your current sedentary activity?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(work, leisure, home, transport)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social context (response options)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are you alone at the moment?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(yes, no)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With whom? (alone, colleagues, friends, family, strangers, other)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With whom? (alone, colleagues, friends, family, strangers, other)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a ≥ 2 days with ≥ 10 hours wear time.

Study Preparation and Data Preprocessing

The same technological system (the Move accelerometer and smartphone with Android operating system) was used in all 3 studies. Thus, from study preparation to data preprocessing, the study procedures (Figure 2) were similar and included the following 8 steps: (1) creation of forms and sampling scheme, (2) coupling of the smartphones to the participants and commencing the study, (3) connection of the smartphones and the accelerometers, (4) processing of the raw acceleration data, (5) downloading the participants' smartphone entries, (6) synchronization of all accelerometer and EMA files into a single data file, (7) parametrization of sedentary-specific variables and calculation of the cumulated sum of the dichotomous variable body position, (8) exclusion of participants who did not fulfill the wear-time criteria (of at least 2 valid days of 10 hours of wear time per day).

First, the sampling scheme and forms (eg, questions about social and environmental context) were created by using the online platform movisensXS (moviesens GmbH). This step included all set-up, such as the selection of the study duration, specification of the trigger option (eg, triggering after 20 minutes or 30 minutes of sitting or lying), and implementation of the time-out triggers. Second, immediately before data collection, the study smartphone was connected to the movisensXS online platform by using the movisensXS app to download the sampling scheme and forms via an individual participant code. Third, the chosen trigger option (eg, triggering after 20 minutes of sitting) was calibrated to the selected body position (the lateral aspect of the right thigh) and connected to the smartphone via BLE by using the movisensXS app. Fourth, after data collection, the recorded raw acceleration data were processed in 1-minute intervals by using the manufacturers' software DataAnalyzer (version1.13.5, movisens GmbH). During this step, a band-pass filter (0.25-11 Hz) automatically eliminated
gravitational components or artifacts (e.g., vibrations when cycling on a rough road surface or sensor shocks). This resulted in an Excel spreadsheet with a self-selected choice of parameters such as body position, movement acceleration intensity (MAI), or activity class. Fifth, the smartphone entries from the participants were downloaded from the movisensXS online platform. Sixth, all accelerometer and EMA files from different participants were synchronized and combined into a single data file using DataMerger (version 1.8.0, movisens GmbH). Seventh, prior to the analyses, we parametrized sedentary-specific variables such as sedentary bouts while calculating the cumulated sum of the dichotomous variable body position (1= sitting/lying; 0= upright). Eighth, we excluded participants from the data set if they did not fulfill the wear-time criteria of at least 2 valid days of 10 hours of wear time per day [47]. To distinguish wear-time from nonwear time, we used a commercial algorithm and verified its functioning by scanning simultaneously recorded electrocardiogram parameters [48]. Due to the wear-time criteria, we excluded 11 participants from the sample of study 1, 24 participants from the sample of study 2, and 13 participants from the sample of study 3. More details about the technical system used (the accelerometer and online platform) are described elsewhere [4,49].

**Figure 2.** Process of study preparation and data preprocessing.

---

### Statistical Analysis

To test the accuracy of sedentary behavior–triggered EMA, we calculated an accuracy score, which is the percentage of all triggered prompts in relation to the total number of all possible triggered prompts. In particular, we first calculated sedentary bouts based on the cumulative sum of the dichotomous variable body position (1= sitting/lying; 0= upright) that was recorded by the accelerometer, and categorized them into the following categories: short bouts (≤ 5 minutes), short-to-moderate bouts (5-19 minutes), moderate-to-long bouts (20-40 minutes), and long bouts (≥ 41 minutes). Second, since earlier studies [43,48] have shown that during sitting or lying periods, the physical activity metric MAI [50] did not exceed the 100 milli g-force (milli-g) threshold, we decided to include only moderate-to-long and long bouts in our analyses if the mean MAI of the bouts was < 100 milli-g. Otherwise, sedentary bouts were categorized without considering acceleration intensity; for instance, a 20-minute bout of cycling in a sitting posture would be incorrectly classified as a sedentary bout. Accordingly, we excluded 9.49% (152/1602) of all moderate-to-long and long bouts in our analyses if the mean MAI of the bouts was > 100 milli-g. Otherwise, sedentary bouts were categorized without considering acceleration intensity; for instance, a 20-minute bout of cycling in a sitting posture would be incorrectly classified as a sedentary bout. Accordingly, we excluded 9.49% (152/1602) of all moderate-to-long and long bouts in study 1, 4.37% (91/2082) in study 2, and 1.94% (32/1649) in study 3. Third, we calculated the accuracy while checking whether an EMA prompt was triggered during accelerometer-recorded moderate-to-long and long sedentary bouts. We also compared the accuracy of sedentary behavior–triggered EMA with that of a purely random trigger design of (1) every 90 minutes and (2) every 120 minutes. Moreover, we conducted additional analyses to test whether demographic factors influenced the accuracy score and explored the social and environmental context of moderate-to-long sedentary bouts.

### Results

#### Descriptive Statistics

Table 2 presents the descriptive statistics for each study. Across all studies, we analyzed data from 178 participants, 51.4% (91/178) of which were women and 48.6% (87/178) of which were men, with a mean age of 29.25 (SD 10.51; range 19-66) years and an average BMI of 23.23 (SD 3.1; range 17.1-32.4) kg/m². Across all studies, participants received a total of 10,771 EMA prompts, which was 60.5 (SD 26.5) EMA prompts per participant. On average, participants answered 54.63 (SD 26.32%; range 4.6-100) of the EMA prompts. According to the accelerometer recordings, participants wore the accelerometer 13.96 (SD 1.41; range 10.2-18.6) hours per day. Of that wear time, participants spent an average of 9.5 (SD 1.74; range 5.49-16.57) hours per day in a sitting or lying position. Our data revealed that 29.3% (5061/17,278) of sedentary bouts were classified as moderate-to-long (2488/17,278, 14.4%) and long bouts (2574/17,278, 14.9%); on average, there were 7.67 (SD

---
Table 2. Participants' characteristics (N=178).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Study 1a (n=46), mean (SD; range)</th>
<th>Study 2a (n=73), mean (SD; range)</th>
<th>Study 3b (n =59), mean (SD; range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, in years</td>
<td>34.0 (9.6; 25-62)</td>
<td>28.6 (11.6; 19-66)</td>
<td>26.3 (8.5; 21-60)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n(%)</td>
<td>27 (59)</td>
<td>37 (51)</td>
<td>28 (48)</td>
</tr>
<tr>
<td>Male, n(%)</td>
<td>19 (41)</td>
<td>36 (49)</td>
<td>31 (52)</td>
</tr>
<tr>
<td>BMI (kg/m2)</td>
<td>22.8 (3.3; 17.7-32.1)</td>
<td>23.5 (3.0; 17.1-32.4)</td>
<td>_b</td>
</tr>
<tr>
<td>Total smartphone promptsc</td>
<td>12.31 (1.86; 8-18)</td>
<td>20.72 (7.85; 3-45)</td>
<td>14.83 (5.32; 2-29)</td>
</tr>
<tr>
<td>Total triggered promptsc</td>
<td>7.3 (2.99; 2-17)</td>
<td>20.72 (7.85; 3-45)</td>
<td>14.83 (5.32; 2-29)</td>
</tr>
<tr>
<td>Compliance (%)d</td>
<td>79.3 (17.3; 22.2-100)</td>
<td>43.41 (22.5; 4.6-100)</td>
<td>47.49 (23.7; 6.8-93.1)</td>
</tr>
<tr>
<td>Wear-time accelerometer (hr/day)c</td>
<td>13.6 (1.1; 10.8-16.1)</td>
<td>14.39 (1.6; 10.2-18.6)</td>
<td>13.7 (1.3; 10.7-16.5)</td>
</tr>
<tr>
<td>Physical activity of complete measurement period (milli g-force)c</td>
<td>86.87 (22.14; 46-148)</td>
<td>81.18 (24.78; 32-141)</td>
<td>79.64 (20.26; 44-155)</td>
</tr>
<tr>
<td>Body position: sitting/lying (hr/day)c</td>
<td>10.2 (1.6; 7.4-13.7)</td>
<td>9.3 (1.9; 5.7-16.6)</td>
<td>9.16 (1.42; 5.5-12.5)</td>
</tr>
<tr>
<td>Total number of short sedentary bouts (≤ 5 min)c</td>
<td>11.1 (6.6; 0-29)</td>
<td>10 (6.6; 0-48)</td>
<td>11.9 (6.12; 4-39)</td>
</tr>
<tr>
<td>Total number of short-to-moderate bouts (6-≤ 19 min)c</td>
<td>6.3 (2.6; 0-12)</td>
<td>7.1 (2.6; 1-13)</td>
<td>8.6 (3.2; 3-18)</td>
</tr>
<tr>
<td>Total number of moderate-to-long bouts (20-≤ 40 min)c</td>
<td>3.5 (1.5; 0-7)</td>
<td>4 (1.8; 0-12)</td>
<td>3.8 (1.2; 2-7)</td>
</tr>
<tr>
<td>Total number of long sedentary bouts (≥ 41 min)c</td>
<td>4.0 (1.4; 1-7)</td>
<td>4 (1.4; 1-8)</td>
<td>3.6 (1.2; 1-6)</td>
</tr>
</tbody>
</table>

aNumber of monitoring days per study: Study 1=5 days, Study 2=4 days, Study 3=4 days.

b—not available.

cAggregated within the study day per participant.

dPercentage of answered Ecological Momentary Assessment prompts across each study sample.

Accuracy

Figure 3 provides a comprehensive overview of the number of accelerometer-recorded sedentary bouts (represented by the black dots on the left side of the figure) as well as a comprehensive overview of the number of bouts that triggered sedentary behavior–triggered EMA (represented by the red dots on the right side of the figure). As a result of a 40-minute time-out trigger in study 1, compared to a 20-minute time-out trigger in studies 2 and 3, there were fewer triggered bouts (red dots) in study 1 than in studies 2 and 3. Moreover, Figure 3 illustrates that the occurrence of sedentary bouts (≥ 20 minutes) is widespread over the day, from morning to evening, in all 3 studies. Overall, 5063 moderate-to-long and long sedentary bouts (≥ 20 minutes) were recorded via accelerometer (Table 3); 11% (559/5057) of these bouts were excluded from the analyses because they occurred prior to or after the study period (ie, 7:30 am - 9:30 pm in study 1, and 6 am - 10 pm in studies 2 and 3). Furthermore, since we implemented a sedentary trigger of ≥ 30 minutes in Study 1, we excluded 32% (464/1450) bouts with a length between 20 and 29 minutes. This resulted in a final number of 4034 sedentary bouts, which could potentially trigger sedentary behavior–triggered EMA. The accuracy calculation revealed that 82.77% (3339/4034) of all possible prompts were triggered. Table 3 summarizes the accuracy on a study level.

Our additional analyses revealed that the sedentary behavior–triggered EMA in the mixed-sampling design of study 1 was 8.97% (n=78) and 20.83% (n=182) higher than that of a simulation of a random-trigger design with prompts every 90 minutes and 120 minutes, respectively. In study 2, the accuracy of the purely sedentary behavior–triggered EMA design was 34.42% (n=587) and 43.46% (n=741) higher than that of a simulation of a random-trigger design with prompts every 90 minutes and 120 minutes, respectively. In study 3, the accuracy of the purely sedentary behavior–triggered EMA design was 34.25% (n=501) and 47.88% (n=699) higher than that of a simulation of a random-trigger design with prompts every 90 minutes and 120 minutes, respectively. These results indicated that the sedentary behavior–triggered EMA system triggered more prompts compared to the simulations of random-trigger designs during moderate-to-long sedentary bouts, and thus, it increases the chance of getting social and environmental context information more often, especially during these kinds of sedentary bouts.
Figure 3. Accuracy of sedentary behavior–triggered Ecological Momentary Assessment (EMA). Left side: the amount of accelerometer-recorded sedentary bouts per study (black dots: sedentary bouts within the study period; grey dots: sedentary bouts outside of the study period). Right side: the amount of triggered EMA diaries (red dots: triggered sedentary bouts; black dots: not-triggered sedentary bouts).

Table 3. Accuracy per study.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Study 1</th>
<th>Study 2</th>
<th>Study 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of all moderate-to-long sedentary bouts (≥ 20 min) recorded via accelerometer</td>
<td>1450</td>
<td>1993</td>
<td>1614</td>
</tr>
<tr>
<td>Sedentary bouts prior to 6 am or 7:30 am</td>
<td>19</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Sedentary bouts after 9:30 pm or 10 pm</td>
<td>98</td>
<td>218</td>
<td>147</td>
</tr>
<tr>
<td>Sedentary bouts &gt; 20 - &lt; 30 min</td>
<td>464</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Total number of bouts that could be triggered</td>
<td>869</td>
<td>1705</td>
<td>1460</td>
</tr>
<tr>
<td>Triggered sedentary bouts</td>
<td>617</td>
<td>1434</td>
<td>1288</td>
</tr>
<tr>
<td>Accuracy of used study design (%)</td>
<td>71.00</td>
<td>84.11</td>
<td>88.22</td>
</tr>
<tr>
<td>Accuracy of 90 min. random triggered simulation (%)</td>
<td>62.03</td>
<td>49.69</td>
<td>53.97</td>
</tr>
<tr>
<td>Accuracy of 120 min. random triggered simulation (%)</td>
<td>50.17</td>
<td>40.65</td>
<td>40.34</td>
</tr>
</tbody>
</table>

\( ^{a}\text{N/A: Not Applicable} \)

In addition to the accuracy on the study level, we calculated the accuracy per participant. Figure 4 depicts the distribution of the accuracy on the participant level separated by the sedentary behavior–triggered EMA system and simulations of randomly triggered designs of every 90 and 120 minutes. Data analyses revealed a mean accuracy of 80.90 (SD 20.25%; range 0-100%) for the sedentary behavior–triggered EMA system, a mean accuracy of 54.40 (SD 12.56%; range 18.75-83.87%) for the 90-minute simulation, and a mean accuracy of 43.21 (SD 12.02%; range 10.71-81.8%) for the 120-minute simulation. Additional analyses of a 2-tailed \( t \) test revealed no significant difference (\( t_{171}=-0.412, P=.68 \)) in the accuracy scores for women (80.04, SD 19.59%) and men (81.32, SD 21.37%). Moreover, we found no association between accuracy score and BMI \((r=0.009; P=.92)\). However, we detected a very small but significant association between accuracy score and age \((r=-.243; P=.001)\), indicating that the accuracy rate is higher in younger ages.
Figure 4. Distribution of subject-level accuracy separated by sedentary behavior–triggered Ecological Momentary Assessment (EMA) design and simulations of random triggered designs of every 90 and 120 minutes.

Social and Environmental Context

Each time the participants responded to the prompt, they were asked about their current environmental and social context. Across all studies, participants answered 2001 EMA prompts, with an average of 11.57 (SD 7.07) prompts per participant. According to the results about the environmental context, participants reported across all studies that 39.98% (800/2001) of all moderate-to-long and long sedentary bouts occurred during work, 32.93% (659/2001) occurred while at home, 22.44% (449/2001) occurred during leisure activities, and 4.65% (93/2001) occurred during transport. According to the results about the social context, participants reported across all studies that in 56.27% (1126/2001) of all moderate-to-long and long bouts, they were not alone. Specifically, data from studies 2 and 3 revealed that the participants were mostly in the company of friends or family members. Table 4 comprises an overview of the reported results of the environmental and social context by each study on a participant level. The data revealed a high variability between participants. For instance, some participants spent all sedentary bouts during work or while being alone, whereas other participants spent no single sedentary bout during work or while being alone.

In our additional analyses, we found a significant positive correlation ($r = 0.4; P<.001$) between age and percentage of being with family members during sedentary bouts. Furthermore, we found significant differences ($t_{122}=-2.95, P=.004$) in the percentage of being with family members for women (24.17, SD 28.46%) and men (11.34, SD 24.17%) during sedentary bouts, indicating that the percentage of moderate-to-long and long sedentary bouts in the company of family members increases with age and is higher for women. However, we found no further significant correlation or differences between age, sex, or BMI and percentage of being in environmental domains (ie, work, home, leisure, or transport) or in other social contexts (ie, colleagues, friends, strangers, or others) during moderate-to-long and long sedentary bouts.
Table 4. Results of social and environmental context for each study sample.

<table>
<thead>
<tr>
<th>Participant responses</th>
<th>Study 1, mean (SD; range)</th>
<th>Study 2, mean (SD; range)</th>
<th>Study 3, mean (SD; range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of answered prompts</td>
<td>11.02 (5.72; 2-26)</td>
<td>11.87 (7.99; 1-30)</td>
<td>11.78 (6.86; 1-25)</td>
</tr>
<tr>
<td>Environmental context (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work</td>
<td>55.40 (26.64; 0-100)</td>
<td>19.09 (10.43; 0-100)</td>
<td>54.42 (28.85; 0-100)</td>
</tr>
<tr>
<td>Home</td>
<td>24.92 (22.42; 0-100)</td>
<td>51.07 (28.23; 0-100)</td>
<td>14.41 (15.55; 0-67)</td>
</tr>
<tr>
<td>Leisure</td>
<td>18.79 (20.11; 0-92)</td>
<td>22.73 (22.62; 0-100)</td>
<td>25.99 (22.27; 0-86)</td>
</tr>
<tr>
<td>Transport</td>
<td>0.89 (3.03; 0-15)</td>
<td>7.38 (13.78; 0-75)</td>
<td>5.19 (9.82; 0-50)</td>
</tr>
<tr>
<td>Social context (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>49.92 (24.90; 0-100)</td>
<td>37.36 (30.61; 0-100)</td>
<td>45.86 (27.73; 0-100)</td>
</tr>
<tr>
<td>With colleagues</td>
<td>N/Aa</td>
<td>12.18 (19.44; 0-83)</td>
<td>17.94 (24.66; 0-100)</td>
</tr>
<tr>
<td>With friends</td>
<td>N/A</td>
<td>29.59 (29.06; 0-100)</td>
<td>22.21 (22.26; 0-100)</td>
</tr>
<tr>
<td>With family</td>
<td>N/A</td>
<td>23.51 (29.30; 0-100)</td>
<td>11.31 (19.02; 0-100)</td>
</tr>
<tr>
<td>With strangers</td>
<td>N/A</td>
<td>1.96 (7.82; 0-60)</td>
<td>6.85 (13.33; 0-56)</td>
</tr>
<tr>
<td>With others</td>
<td>N/A</td>
<td>1.13 (4.80; 0-33)</td>
<td>2.48 (6.95; 0-33)</td>
</tr>
</tbody>
</table>

aFrequency percentage on a participant level for each study.

bN/A: not applicable.

Discussion

Principal Findings

This paper introduced sedentary behavior–triggered EMA as an innovative methodological advancement in the field of sedentary behavior research and assessed the accuracy of sedentary behavior–triggered EMA in 3 different studies of healthy adults. The results indicated that sedentary behavior–triggered EMA captured 82.77% (3339/4034) of all possible sedentary bouts from the different studies. Compared to simulations of random triggered prompts, our data revealed that the sedentary behavior–triggered EMA system triggered more prompts during moderate-to-long sedentary bouts, and thus it increases the chance for getting social and environmental context information more often, especially during these kinds of sedentary bouts. Overall, the results indicate that sedentary behavior–triggered EMA is an accurate method and allows the capture of “just-in-time” social and environmental context information of sedentary behavior bouts.

Enhancing Understanding of Daily Sedentary Behavior

Sedentary behavior has received much attention in the scientific community over the past decade. However, in-depth knowledge about this invisible behavior is still missing [9,33]. Since there is a growing number of studies that have found adverse health effects due to sedentary behavior [1], there is now an urgent need to understand more about circumstances surrounding sedentary behavior such as where it occurs, when it occurs, with whom it occurs, and what people are doing while being sedentary. Thus, high-quality assessment methods such as device-based measurements and methods that collect information on domains (eg, work or leisure), types (eg, watching television while sitting), and contexts (eg, being alone or in company) of behavior are recommended by researchers [10,22]. Only a few studies differentiated among context-specific sedentary times, such as Dempsey and colleagues [51], which have shown that higher sitting time was associated with higher levels of individual biomarkers during television viewing and computer use, and lower levels during occupational sitting. In summary, those few studies mainly differentiated between working and nonworking hours [52,53], whereas the social context remained unconsidered. The social context might be relevant as, for example, the social withdrawal hypothesis [54] reported that greater use of the internet (which is mostly related to a sedentary position) was associated with declines in individuals’ social interaction and an increase in depression and loneliness. To verify such a hypothesis, sedentary behavior–triggered EMA may be a useful approach for examining both social interaction and mood in real-time during sedentary bouts (eg, internet use).

In general, EMA is an established procedure for the assessment of intrapersonal and social and environmental contextual information, and it has been widely used in previous studies, for example, in the field of physical activity research [55-58]. To the best of our knowledge, there are very few studies that have applied an EMA design in the context of sedentary behavior research [35,36,59-61]. However, these studies used a random time-based, and not a trigger-based, design. Using only a random time-based design may lead to many prompts being issued during situations other than sedentary bouts. At an extreme, not using sedentary behavior–triggered EMA may impede researchers from unraveling existing associations between sedentary bouts and intrapersonal, interpersonal, and environmental variables (such as mood, social interaction, and context) if, by chance, these variables were assessed only during short sedentary bouts or episodes of physical activity but not during prolonged sedentary bouts. Moreover, since our data revealed a high variability of contextual patterns between participants, the sedentary behavior–triggered EMA design increases the chance of capturing situations that are more
Challenges While Using Sedentary Behavior–Triggered EMA

There are also some challenges when using sedentary behavior–triggered EMA. The accuracy depends on both technical stability and user compliance when participating. In particular, technical issues (such as the accelerometer stopping data recording, or the accelerometer and the smartphone losing their BLE connection or not reconnecting with each other) may hinder a functional system. Furthermore, the compliance and reliability of the participant with regards to carrying the smartphone throughout the study period is a critical aspect. For example, if the participant leaves the smartphone at home while he is going to work, the BLE connection would not be available, and the trigger system would not work. This may explain why the accuracy for some participants was very low in our studies. However, short-term disconnections might be a minor issue for future studies since the next generation of accelerometers can store temporary, online, calculated data and transfers that data to the smartphone after a reconnection. Another issue is that if the participant does not wear the accelerometer and puts the sensor on its side (for example, when in a sitting or lying position), this may lead to the incorrect detection of a prolonged sitting bout. A similar problem may occur if the participant did not wear the accelerometer according to the manufacturer’s instructions. However, this could be corrected with valid nonwear time algorithms during offline calculations [48]. Moreover, the study design highly influences the accuracy. Using a longer time-out phase, such as in study 1 (40 minutes), led to a reduced accuracy compared to a shorter time-out phase, such as in studies 2 and 3 (20 minutes). In contrast, the compliance of answered EMA prompts was notably higher in study 1 than in studies 2 and 3. Thus, in summary, it is a fine line between collecting as much data as possible and not burdening a participant to the point of decreasing compliance [62]. This is especially true when the outcome of interest is highly prevalent, as is prolonged sedentary behavior [63]. Therefore, depending on the research question, it could be reasonable to incorporate longer time-out phases. Alternatively, to achieve a high level of adherence, researchers may tailor the sampling scheme by reducing the number of items or the number of study days [64]. Finally, sedentary behavior–triggered EMA increases the chance of getting more contextual information (ie, number of prompts, especially during sedentary bouts) but is still dependent on the compliance of the participants. However, it is possible to combine sedentary behavior–triggered EMA with GPS trajectories [56,57] or wearable camera systems [65] to gather more contextual information.

Conclusions

The results of 3 independent studies revealed that sedentary behavior–triggered EMA is an accurate method for collecting contextual information in daily life. The accuracy of this approach can vary as a function of the study design (eg, time-out triggers), technical stability (eg, connection between the smartphone and accelerometer), and compliance of the participants (eg, following study instructions). Given the growing interest in sedentary behavior research and the lack of knowledge about social and environmental circumstances surrounding sedentary behavior, this sophisticated approach can offer real advancement. Sedentary behavior–triggered EMA can be used to collect social and environmental contextual information or to unravel dynamic associations. Furthermore, it can be modified to develop sedentary behavior–triggered mHealth interventions.
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Abstract

Background: Studies on the usability of health care devices are becoming more common, although usability standards are not necessarily specified and followed. Yet, there is little knowledge about the impact of the context of use on the usability outcome. It is specified in the usability standard (ISO 9241-11, 2018) of a device that it may be affected by its context of use and especially by the characteristics of its users. Among these, prior health knowledge (ie, knowledge about human body functioning) is crucial. However, no study has shown that prior health knowledge influences the usability of medical devices.

Objective: Our study aimed to fill this gap by analyzing the relationship between the usability of two home medical devices (soon to be used in the context of ambulatory surgery) and prior health knowledge through an experimental approach.

Methods: For assessing the usability of two home medical devices (blood pressure monitor and pulse oximeter), user tests were conducted among 149 students. A mixed-methods approach (subjective vs objective) using a variety of standard instruments was adopted (direct observation, video analysis, and questionnaires). Participants completed a questionnaire to show the extent of their previous health knowledge and then operated both devices randomly. Efficiency (ie, handling time) and effectiveness (ie, number of handling errors) measures were collected by video analysis. Satisfaction measures were collected by a questionnaire (system usability scale [SUS]). The qualitative observational data were coded using inductive analysis by two independent researchers specialized in cognitive psychology and cognitive ergonomics. Correlational analyses and clusters were performed to test how usability relates to sociodemographic characteristics and prior health knowledge.

Results: The results indicated a lack of usability for both devices. Regarding the blood pressure monitor (137 participants), users made approximately 0.77 errors (SD 1.49), and the mean SUS score was 72.4 (SD 21.07), which is considered “satisfactory.” The pulse oximeter (147 participants) appeared easier to use, but participants made more errors (mean 0.99, SD 0.92), and the mean SUS score was 71.52 (SD 17.29), which is considered “satisfactory.” The results showed a low negative and significant correlation only between the effectiveness of the two devices and previous knowledge (blood pressure monitor: \( r=−0.191, P=.03 \); pulse oximeter: \( r=−0.263, P=.001 \)). More subtly, we experimentally identified the existence of a threshold level \( \chi^2_{2,146}=10.9, P=.004 \) for health knowledge to correctly use the pulse oximeter, but this was missing for the blood pressure monitor.

Conclusions: This study has the following two contributions: (1) a theoretical interest highlighting the importance of user characteristics including prior health knowledge on usability outcomes and (2) an applied interest to provide recommendations to designers and medical staff.
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Introduction

Background

Home medical devices (HMDs) are increasingly being prescribed by health care professionals in order to decongest hospitals, and they are potentially cost-effective approaches of addressing the increasing health care needs [1,2]. HMDs for the general public need to be appropriate for all types of populations regardless of the environment in which they are used [3,4]. Some of them can be very complex to use [5]. However, if HMDs are poorly designed, there could be user errors that could seriously affect patients’ safety [3,6-10].

For this reason, a number of ongoing projects are concerned with evaluating and improving the design of these medical devices [10]. User-centered methodologies [11-13] are being increasingly used as new quality and safety standards emerge [14], as a way of avoiding design errors. The “European Conformity” (CE) marking is used to prove safety and usability [15], including effectiveness, efficiency, and satisfaction in the specific context of use of the device. Despite all these standards, usability problems persist. Systematic analyses over the past 10 years have consistently raised an alarm [16-21] by reporting a lack of a framework and a standardized method in usability studies. Although the definition of usability is still an important debate [22], the usability standard has been updated [15] to emphasize that usability is a result of interaction rather than a property of a product [23], which is also defined by its context of use [15], and it includes the following four components: goals and tasks, resources, environment, and users. These components influence usability results (composed by effectiveness, efficiency, and satisfaction), and it is therefore necessary to know how these components specifically influence usability results. In this study, we focused on users’ characteristics (by controlling the three other components) according to the metric of usability of the ISO 9241-11 standard [15].

Several researchers have recently investigated the links between users’ characteristics and the usability of connected devices in the health field [24-29]. The following four user characteristics seem to be particularly studied in the scientific literature:

- **Age:** young users outperform older users [3,4,24,25,29-32]
- **Experience in information technology (IT) (or technophilia),** that is, previous experience in computer and medical devices: technology experts outperform novices [3,24,32,33]
- **Motivation:** more motivated users outperform less motivated users [34-36]
- **Health literacy:** users with high levels of health literacy outperform users with low levels of health literacy [29,31,37]

With regard to the relationships between these above-mentioned characteristics and usability, there are only few studies examining the link between health [29,31,37,38] or eHealth literacy [29], particularly prior health knowledge, and usability. The aim of this study was, consequently, to examine the effects of prior health knowledge on the usability of HMDs. In a within-subjects study design, each participant used a blood pressure monitor and a pulse oximeter.

Related Work

Context of the Study

The study described in this paper is part of the Smart Angel project, which aims to provide individual home monitoring for patients who have undergone ambulatory surgery. This monitoring is performed for 1 week, allowing the patient to maintain connectivity with the hospital from home. The device is referred to as an eHealth system. eHealth (or connected health) is defined by Eysenbach [39] as an emerging field bringing together different disciplines such as medical informatics, public health, and business. eHealth offers an important opportunity to address the shortcomings of current health systems and to support health professionals and patients by making them actors in their own health [39,40].

This Smart Angel kit is composed of monitoring devices (blood pressure monitor and pulse oximeter) with a digital display application on a touch pad. These two devices were chosen by the medical collaborators of the Smart Angel project. They made these choices on the basis of benchmarks by selecting devices with European certification and devices considered easy to use by medical professionals. There is no link between our laboratory and the company manufacturing the equipment. Future patients will find themselves in a postsurgical context (ie, potentially with pain and nausea) at home with the devices and will have to use them (alone or accompanied) three times a day to provide updated health readings to the hospital. User needs data collected from the field in ambulatory surgery have resulted in the selection of connected devices that will monitor patients (blood pressure monitor and pulse oximeter) and that are available on the public market and carry the CE marking.

Usability Assessment

According to ISO 9241-11 [15], usability is defined as “the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified context of use.” This framework makes it possible to stabilize usability around three main dimensions (effectiveness, efficiency, and satisfaction) that are widely used in the field of eHealth [17,21,24,41,42]. Some authors support these standards [43] and the importance of evaluating usability metrics by these three components in independent ways, as well as the collection of both subjective and objective data [17,24,44].

According to the ISO standard [15], effectiveness is defined as the accuracy and completeness with which users achieve specified goals. It is generally measured in terms of the following three points: (1) errors or difficulties in use; (2) unnecessary output elements that interfere with the user’s task; and (3) inappropriate decisions made on the basis of inaccurate or incomplete output data. According to the ISO standard [15], efficiency is defined as the resources used in relation to the results achieved (typical resources include time, human effort, cost, and materials). Efficiency includes “the time used” (ie, the time spent trying to achieve an objective).

Satisfaction is defined as the extent to which the user’s physical, cognitive, and emotional responses that result from the use of a system, product, or service meet the user’s needs and
expectations. Satisfaction is assessed by physical (feelings of comfort or discomfort) and cognitive (attitudes, preferences, and perceptions) reactions [15].

**Usability and User Characteristics**

A better understanding of what influences usability results is of crucial importance to improve the design of medical devices. An increasing number of researchers are taking into account the demographic characteristics of the users they survey in their usability studies, such as age, gender, education level, IT experience, and type of disease [32,45-47]. However, very few collect user skills such as health literacy and device knowledge [29,48]. According to Borsci et al [22] and Grebin et al [49], the lack of attention to human factors is one of the reasons for the slow adoption of medical innovations. These authors proposed to better understand the factors that influence these decision-making processes in order to better understand the resilience abilities of individuals.

We were able to identify, from scientific literature, four main variables of user characteristics that directly influence the usability outcome in a “healthy” population. We propose below a nonexhaustive analysis focusing on user characteristics that influence usability results (Figure 1). These four main variables are age [3,4,24,25,29-32], experience in IT [3,24,32,33], health literacy [29,31,37,38], and motivation [34-36]. For instance, a study by Loorbach et al [50] showed that more motivating manual instructions improved effectiveness and efficiency (but not satisfaction) in relation to a mobile phone in an elderly (age 60-70 years) population. Motivation is directly linked to commitment (activation), which is also directly linked to the patient’s health [51]. In addition, age [3,25,29,32] and experience in IT [24,33] impact usability. In contrast, the influences of educational level and professional situations remain ambivalent [24,26,29].

**Usability, Health Literacy, and Prior Health Knowledge**

Health literacy seems to be an area on which many researchers are focusing to improve the design of medical devices [27,37,38,52] and thus improve the health of patients [42]. Czaja et al [37] showed that people with a low level of health literacy had difficulty completing electronic personal health records. Mackert et al [53] found that patients with low literacy levels use less health IT. Kim and Xie [38] conducted a systematic review of the impact of health literacy on health technologies. After an analysis of 74 studies, the authors concluded that the major barrier to access and use online health information for individuals with low literacy levels is strongly related to usability. A low level of health literacy can limit patients’ access to therapeutic education [54,55] and consequently lessen their commitment [56]. Paasche-Orlow and Wolf [57] even showed that literacy is directly related to health outcomes.

Even with a high level of basic literacy, a person may have difficulty obtaining, understanding, and using health information [58]. Health literacy is especially complex to assess, as studies have shown that it is not related to the age, revenue, or education of patients [59], and there is still no consensus on its definition [60]. However, most of the definitions include prior health knowledge in the concept of health literacy [60,61]. Williams et al [55] demonstrated the link between knowledge and health literacy through experimentation with patients having chronic diseases. It would appear that it is necessary to use health knowledge about how the body and treatments work in order to use health information. Thus, it is possible to suggest that
better knowledge of health could lead to better usability of medical equipment.

Knowledge is often defined as a belief that is true and justified. A correct or incorrect answer is interpreted as simply meaning that a person knows or does not know something. It is necessary to integrate the “test taker’s certainty” [62] into the test in order to take into account all dimensions of knowledge. We are seeking to specifically measure knowledge about the human body in relation to the medical devices chosen, that is, to understand the functioning of arterial pressure in relation to the use of a blood pressure monitor and to understand the functioning of blood oxygenation in relation to the use of a pulse oximeter.

Aim and Hypotheses

As we mentioned previously, theoretical studies are needed to better understand how users’ characteristics influence usability in order to design safer devices for patients. The influences of age, experience, literacy levels, and motivation on usability results have been proven (Figure 1). To our knowledge, no study has highlighted the empirical link between health knowledge and usability results. Thus, we propose to analyze this relationship by controlling the three other variables (ie, we conducted a study in a controlled environment, and we selected a young, healthy, and technologically familiar population) to limit the impact on usability results.

The aim of our experimental study was to examine the relationship between prior health knowledge and usability of HMDs. We hypothesize that participants with good prior health knowledge will use these devices with better effectiveness (H1), efficiency (H2), and satisfaction (H3).

Methods

Recruitment

One hundred and fifty-three psychology undergraduate students (mean age 20.72 years, SD 1.65 years; age range 18-32 years; 41 male and 112 female students) at the University of Picardie Jules Verne in Amiens (France) participated in the experiment. They were recruited in the university hall in March and April 2018 and were informed that they were testing medical equipment. Four participants were removed from the analysis because of technical problems. All participants were native French speakers and signed an informed consent form. The data collected on participants were anonymous. This research complied with the American Psychological Association Code of Ethics. Full review and approval were not required according to our institution’s guidelines and national regulations. Participants did not receive any financial compensation for their participation. We chose this population to avoid age bias [25] and to have homogeneous abilities in IT/computer knowledge [24]. In addition, this type of population has very little experience in the use of medical devices, making it possible to stabilize our results and avoid population-related biases.

Materials and Measures

Medical Devices and Tasks

Participants used the following two medical devices intended for use by the general public (Figure 2): a wireless pulse oximeter (iHealth Oximeter PO3) and a wireless wrist monitor measuring blood pressure (iHealth BP7). The blood pressure monitor, once the measurement is complete, displays the systolic (SYS) and diastolic pressure (DIA) in mmHg, as well as the pulse rate next to a heart-shaped pictogram with the label PUL. The pulse oximeter indicates the oxygen level in the blood in %SpO₂, as well as the pulse rate in PR bpm. The measurements and indicators (in French; eg, bpm) of each device remain displayed for a few seconds.

Ten tasks for the use of the blood pressure monitor and nine tasks for the use of the pulse oximeter were involved (Table 1).
Figure 2. The devices used. (A) The wireless blood pressure wrist monitor (iHealth BP7). (B) The pulse oximeter (iHealth Oximeter PO3).

Table 1. User tasks for the blood pressure monitor and pulse oximeter.

<table>
<thead>
<tr>
<th>Task</th>
<th>Blood pressure monitor</th>
<th>Pulse oximeter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td>Turn on the device</td>
<td>Turn on the device</td>
</tr>
<tr>
<td>Task 2a</td>
<td>Position the device correctly</td>
<td>Position the device correctly</td>
</tr>
<tr>
<td>Task 2b</td>
<td>Tilt the forearm using a system of illuminated arrows to help find the correct elbow angle to start the measurement</td>
<td>N/A*</td>
</tr>
<tr>
<td>Task 3</td>
<td>Start the measurement</td>
<td>Start the measurement</td>
</tr>
<tr>
<td>Task 4</td>
<td>Remain still during the measurement</td>
<td>Remain still during the measurement</td>
</tr>
<tr>
<td>Task 5</td>
<td>Record the measurement on a sheet</td>
<td>Record the measurement on a sheet</td>
</tr>
<tr>
<td>Task 6</td>
<td>Interpret the symbols on the device (eg, SYS for systolic, DYA for diastolic, and bpm for beats per minute)</td>
<td>Interpret the symbols on the device (eg, SPO2 for oxygen level and bpm for beats per minute)</td>
</tr>
<tr>
<td>Task 7</td>
<td>Interpret the results</td>
<td>Interpret the results</td>
</tr>
<tr>
<td>Task 8</td>
<td>Remove the device</td>
<td>Remove the device</td>
</tr>
<tr>
<td>Task 9</td>
<td>Turn off the device</td>
<td>Turn off the device</td>
</tr>
</tbody>
</table>

*N/A: not applicable.

Questionnaires

Participants were asked to answer the following questionnaires before and after accomplishing the task:

- Health knowledge questionnaire (before the task):
  For prior evaluation, we used a questionnaire designed in collaboration with medical and education professionals (Multimedia Appendix 1). Participants were asked to mark a number of statements as true, false, or I don’t know (eg, The heart acts like a pump). We propose a translated version (Multimedia Appendix 2) of the questionnaire in English, which requires validation.

- System usability scale (SUS) (after the task):
  This 10-item survey aimed at recording subjective assessments of usability [64,65] is a “quick and dirty” tool with five response options from strongly agree to strongly disagree. We used the modified version described previously [66]. This version was further modified by changing the word “system” to “medical device.” This type of change has no impact on the validity or reliability of the survey instrument [67].
Procedure
For participants, the session was divided into two parts. Each part took approximately 15 minutes. In the first part, participants completed the personal information/use of technology questionnaire followed by the health knowledge questionnaire (Multimedia Appendix 1). Participants were allowed to rest for the blood pressure measurement that followed. In the second part, they were invited by experimenters to manipulate two HMDs (oximeter and blood pressure monitor) in a randomized order. The only instruction given to the participants was to perform measurements on themselves and to record the results on their handover sheet. The participants were filmed during the session. The experiment was conducted with one participant per session in a quiet room with minimal distraction. Participants did not receive any previous training or demo from the experimenter. The experimenter only intervened when there were technical problems (e.g., a battery problem). At the end of each manipulation, participants answered questions about their measurements, including questions about how to interpret the data, and they completed the SUS questionnaire (see above).

Scoring and Statistical Analysis
The recordings were analyzed by two expert evaluators using BORIS (Behavioral Observation Research Interactive Software) [68]. ISO 9241-11 measures of effectiveness, efficiency, and satisfaction were assessed as presented below.

Objective Measures of Usability
In order to measure effectiveness (ie, number of handling errors) and efficiency (ie, handling time), we used the same metrics as those in the studies by Georgsson and Staggers [24] and Sheehan and Lucero [45].

The measure of effectiveness was analyzed by rating the number of handling errors, such as not putting the monitoring cuff on in the right position. Four main errors were detected for the blood pressure monitor and three for the oximeter (for instance, the participant did not hang the monitor in the right position). A scoring grid was used to identify handling errors. Participants sometimes repeated the same error several times, and we recorded the cumulative number of handling errors. The number of handling errors was between 0 and 4, except when participants repeated the same error successively. All errors were then averaged out.

The measure of efficiency was analyzed by the handling time (in seconds). The handling time was measured from the time participants first touched the device to the time they turned it off after taking the measurement.

Subjective Measures of Usability
In order to measure satisfaction, we used the SUS, as in other studies [24,26,69]. Scores were calculated according to Brooke guidelines [64]. The SUS score ranges from 0 to 100, with lower scores indicating lower usability.

Measuring Prior Health Knowledge
The health knowledge questionnaire (Multimedia Appendix 1) included 40 items and was divided into two parts (20 items concerning blood pressure and 20 concerning blood oxygenation). In this questionnaire, each correct answer corresponded to 1 point and each incorrect answer corresponded to 0 points, with a total score between 0 and 40.

Health Data Recorded
We considered whether participants were able to correctly record their blood pressure and the rate of oxygenation and whether they were able to annotate the first two measurements indicating their blood pressure and pulse oximeter. The health data recorded by the HMDs are not explicitly given. For example, participants should read three measurements on the blood pressure monitor (the first two are systolic and diastolic blood pressures and the third is pulse). Each correct measure recorded (e.g., blood pressure and oxygenation rate) corresponded to 1 point, and each incorrect measure recorded corresponded to 0 points, with a total score between 0 and 1 for the blood pressure monitor and between 0 and 1 for the pulse oximeter.

Data Analysis
Results were computed using SPSS version 22 (IBM Corporation). Descriptive results were compared with participants’ health knowledge. For comparisons among user characteristics, user performance, and satisfaction, we compared gender, age, and IT/computer knowledge and experience (based on rated experience vs rated inexperience) against effectiveness, efficiency, and SUS mean scores for the blood pressure monitor and for the pulse oximeter. The sample did not follow normal distribution; therefore, the correlation coefficient on ranks (Spearman ρ) was used between ISO 9241-11 metrics and health knowledge. We then established three knowledge clusters (low, medium, and high levels of health knowledge) using k-means. The Kruskal-Wallis nonparametric test was used to analyze these clusters.

Results
Interjudge Reliability
We used the intraclass correlation coefficient (ICC) to verify interjudge reliability for quantitative data [70,71]. Double coding was performed on 33% of the video data collected by two independent researchers specialized in cognitive psychology and cognitive ergonomics. The average ICC measure for blood pressure monitor errors was 0.962 (95% CI 0.933-0.979; F_{47,47}=26.461; P<.001). The average ICC measure for the handling time of the blood pressure monitor was 0.995 (95% CI 0.992-0.997; F_{47,47}=261.275; P<.001). The average ICC measure for the handling time of the pulse oximeter was 0.995 (95% CI 0.992-0.997; F_{47,47}=261.275; P<.001). The average ICC measure for the handling time of the pulse oximeter was 0.995 (95% CI 0.992-0.997; F_{47,47}=261.275; P<.001).

Internal Consistency of the Prior Health Questionnaire
The evaluation method commonly used to assess the reliability of a test is the test-retest method. This method consists of administering the same test twice in the same individuals separated in time. If the test is consistent, the correlation between the test and retest will be high. However, this method supports stability in the evaluation and therefore seems inappropriate in the case of our knowledge questionnaire.
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Indeed, knowledge can fluctuate through time. Therefore, a method of assessing reliability that does not involve a double test is necessary in the case of our study. The internal consistency was notably estimated by the Cronbach α coefficient. It is considered good when the Cronbach α value is above .70 [72]. The health knowledge questionnaire was pretested on a population of 68 undergraduate students in psychology, which enabled us to confirm a standardized distribution of results (mean 20, median 20 [50% of correct answers], SD 5.3). The Cronbach α values were .72 for the blood pressure knowledge scale and .76 for the blood oxygenation knowledge scale, which can be considered good for both scales.

**User Statistics: Participant Demographics, IT Experience, and Medical Device Experience**

Among the 149 participants (Table 2), we decided to retain only those who successfully used the medical devices in order not to bias efficiency results (ie, 137 for the blood pressure monitor and 147 for the pulse oximeter). Indeed, if a user handles the device for a very long time before definitively dropping it, it is not possible to take into account these measures of handling time (efficiency) because this will not correspond to the measurement criteria of this variable. We began by analyzing the impacts of user characteristics (eg, demographics, IT experience, and medical device experience) on usability. We then analyzed the correlation between the participant’s health knowledge and usability to test our hypotheses (H1, effectiveness; H2, efficiency; and H3, satisfaction) as follows: (1) for the blood pressure monitor, (2) for the pulse oximeter, and (3) the cluster analyses.

Age and level of education had no impact on usability results owing to the similar profiles of students (except gender) for effectiveness ($U=1686.5$, $P=.02$) and satisfaction ($U=2756$, $P=.01$) in the case of the pulse oximeter. The Kruskal-Wallis test revealed no significant difference between IT experience and usability results (effectiveness: $\chi^2_{2,136}=0.5$, $P=.77$; efficiency: $\chi^2_{2,136}=0.6$, $P=.73$; satisfaction: $\chi^2_{2,136}=0.2$, $P=.88$) for the blood pressure monitor. Additionally, for the pulse oximeter, no significant difference was observed between IT experience and usability results (effectiveness: $\chi^2_{2,146}=1.8$, $P=.40$; efficiency: $\chi^2_{2,146}=1.7$, $P=.43$). However, participants who had already used a pulse oximeter were significantly more satisfied because they had a better SUS score (satisfaction: $\chi^2_{2,146}=6.036$, $P=.049$). Details of these measures are available in Multimedia Appendix 3.
Table 2. Sociodemographic characteristics and experience (information technology and medical device) of the study cohort.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value (N=149), n (%) or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>20.72 (1.65)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>37 (24.8%)</td>
</tr>
<tr>
<td>Female</td>
<td>112 (75.2%)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
</tr>
<tr>
<td>First year</td>
<td>2 (1.3%)</td>
</tr>
<tr>
<td>Second year</td>
<td>88 (59.1%)</td>
</tr>
<tr>
<td>Third year</td>
<td>59 (39.6%)</td>
</tr>
<tr>
<td><strong>Information technology experience</strong></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>59 (43.1%)</td>
</tr>
<tr>
<td>Medium</td>
<td>47 (34.3%)</td>
</tr>
<tr>
<td>Low</td>
<td>31 (22.6%)</td>
</tr>
<tr>
<td><strong>Comfort with computer use</strong></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>88 (59.0%)</td>
</tr>
<tr>
<td>Medium</td>
<td>60 (40.3%)</td>
</tr>
<tr>
<td>Low</td>
<td>1 (0.7%)</td>
</tr>
<tr>
<td><strong>Frequency of computer use</strong></td>
<td></td>
</tr>
<tr>
<td>Every day (very often)</td>
<td>103 (69.1%)</td>
</tr>
<tr>
<td>Several times a week (often)</td>
<td>39 (26.2%)</td>
</tr>
<tr>
<td>Once in a while (seldom)</td>
<td>6 (4.0%)</td>
</tr>
<tr>
<td>Never</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Comfort with cellphone use</strong></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>120 (80.5%)</td>
</tr>
<tr>
<td>Medium</td>
<td>29 (19.5%)</td>
</tr>
<tr>
<td>Low</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Frequency of cell phone use</strong></td>
<td></td>
</tr>
<tr>
<td>Every day (very often)</td>
<td>125 (83.9%)</td>
</tr>
<tr>
<td>Several times a week (often)</td>
<td>19 (12.8%)</td>
</tr>
<tr>
<td>Once in a while (seldom)</td>
<td>4 (2.7%)</td>
</tr>
<tr>
<td>Never</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Connected device comfort</strong></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>10 (6.7%)</td>
</tr>
<tr>
<td>Medium</td>
<td>31 (20.8%)</td>
</tr>
<tr>
<td>Low</td>
<td>108 (72.5%)</td>
</tr>
<tr>
<td><strong>Frequency of connected device use</strong></td>
<td></td>
</tr>
<tr>
<td>Every day (very often)</td>
<td>3 (2.0%)</td>
</tr>
<tr>
<td>Several times a week (often)</td>
<td>4 (2.7%)</td>
</tr>
<tr>
<td>Once in a while (seldom)</td>
<td>46 (30.9%)</td>
</tr>
<tr>
<td>Never</td>
<td>95 (63.8%)</td>
</tr>
<tr>
<td><strong>Experience with the use of medical devices</strong></td>
<td></td>
</tr>
<tr>
<td>Blood pressure monitor</td>
<td></td>
</tr>
</tbody>
</table>
Evaluation Outcomes

Blood Pressure Monitor

Usability Testing

One hundred and thirty-seven users were able to use the device successfully, that is, to obtain a measure (Table 3). Twelve participants gave up owing to the complexity of using the device. This result indicates a lack of effectiveness. For the rest of the sample, users made a mean of 0.77 errors (SD 1.49). Users manipulated the device for a mean of 260.91 seconds (SD 107.12). The mean SUS score was 72.4 (SD 21.07), which is “satisfactory” [67]. Regarding the descriptive results, this device appeared not to be at all user friendly for a population that has had no previous training. In addition, the data correctly recorded were extremely poor. Only 12 (9%) participants were able to correctly record their blood pressure.

Table 3. Results of the usability measurements of the blood pressure monitor and Spearman correlation between usability and prior health knowledge (N=137).

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Value</th>
<th>Correlation with health knowledge (r)</th>
<th>P value (unilateral)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effectiveness (errors)</td>
<td>0.77 (1.49)</td>
<td>0-8</td>
<td>-0.191</td>
</tr>
<tr>
<td>Efficiency (seconds)</td>
<td>260.91 (107.12)</td>
<td>90.5-681</td>
<td>-0.104</td>
</tr>
<tr>
<td>Satisfaction (SUS&lt;sup&gt;a&lt;/sup&gt; score)</td>
<td>72.4 (21.07)</td>
<td>27.5-100</td>
<td>0.146</td>
</tr>
<tr>
<td>Data recorded (rate of correct response)</td>
<td>0.099 (0.28)</td>
<td>0-1</td>
<td>0.302</td>
</tr>
</tbody>
</table>

<sup>a</sup>SUS: system usability scale.

Correlation of Usability With User Health Knowledge

Participants scored a mean of 10.16 out of 20 (SD 2.95, range 1-16), with 50.8% (n=69) correct answers. Spearman correlation between blood pressure knowledge and usability metrics showed low and negative but significant correlations between the number of errors and participant knowledge (r=-0.191, P=.03). Participants with a high level of health knowledge made fewer errors. The results were however not significant for efficiency (r=-0.104, P=.22) and satisfaction (r=0.146, P=.08). The majority of participants (n=12) misrecorded their data. We observed that only participants with a high level of health knowledge were able to record their blood pressure correctly (r=0.302, P<.001). This is a medium, positive, and significant correlation that illustrates the limitations of this medical device.

Although most participants knew how to manipulate the blood pressure monitor, they struggled to read the results.

Pulse Oximeter

Usability Testing

One hundred and forty-seven participants were able to use the pulse oximeter successfully (Table 4). Only two participants gave up because they failed to use the device properly, and their results were excluded from the analysis. The oximeter therefore appears to be easier to use than the blood pressure monitor, which was abandoned by 12 participants, but participants made more errors (mean 0.99, SD 0.92). The mean SUS score was 71.52 (SD 17.29), which is “satisfactory” [67]. In addition, data readings were quite good. On average, 64.6% (n=95) of the participants were able to record their oxygen levels correctly.
### Table 4. Results of the usability measurements of the pulse oximeter and Spearman correlation between usability and prior health knowledge (N=147).

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Value</th>
<th>Correlation with health knowledge</th>
<th>P value (unilateral)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Range (minimum-maximum) (r)</td>
<td></td>
</tr>
<tr>
<td>Effectiveness (errors)</td>
<td>0.99 (0.92)</td>
<td>0-6</td>
<td>-0.263</td>
</tr>
<tr>
<td>Efficiency (seconds)</td>
<td>158.42 (75.75)</td>
<td>24.8-458.8</td>
<td>-0.062</td>
</tr>
<tr>
<td>Satisfaction (SUS(^a) score)</td>
<td>71.52 (17.29)</td>
<td>15-100</td>
<td>0.195</td>
</tr>
<tr>
<td>Data recorded (rate of correct response)</td>
<td>0.65 (0.48)</td>
<td>0-1</td>
<td>0.018</td>
</tr>
</tbody>
</table>

\(^a\)SUS: system usability scale.

### Correlation of Usability With User Health Knowledge

For health knowledge of blood oxygenation, participants scored a mean of 5.28 out of 20 (SD 2.77, range 0-15), corresponding to 26.3% correct answers. Spearman correlation between blood pressure knowledge and ISO usability metrics showed similar results for the pulse oximeter and the blood pressure monitor. There was a low, negative, and significant correlation between the number of errors and participant knowledge \((r=−0.263, P=0.001)\). We may deduce that participants with better health knowledge make fewer mistakes and are therefore more efficient in handling the device. Significance for satisfaction and participant knowledge was also observed \((r=0.195, P=0.02)\). However, there was no correlation when reading the results \((r=0.018, P=.82)\).

### Cluster Analysis

In view of the poor correlations, we considered the possibility of a threshold effect. For this purpose, we created clusters \((k\text{-means})\), separating participants into three assignment groups according to their level of prior health knowledge. We then looked at the three knowledge groups (low, medium, and high) in terms of their effectiveness, efficiency, and satisfaction in relation to the blood pressure monitor (Table 5) and the pulse oximeter (Table 6).

### Table 5. Prior health knowledge measurements by cluster groups according to usability metrics for the blood pressure monitor using the Kruskal-Wallis test (N=137).

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Low group (N=45; overall mean 20.93/40, SD 2.9)</th>
<th>Medium group (N=66; overall mean 14.47/40, SD 1.72)</th>
<th>High group (N=45; overall mean 20.93/40, SD 2.9)</th>
<th>Kruskal-Wallis test (\chi^2 (2,136))</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD) Range</td>
<td>Mean (SD) Range</td>
<td>Mean (SD) Range</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effectiveness (errors)</td>
<td>92.00 (1.44) 0-7</td>
<td>86.8 (1.62) 0-8</td>
<td>56.1 (1.01) 0-4</td>
<td>2.5</td>
<td>.29</td>
</tr>
<tr>
<td>Efficiency (seconds)</td>
<td>286.42 (110.16) 112.1-534.3</td>
<td>257.5 (119.41) 90.5-681.04</td>
<td>251.1 (83.72) 127.5-494.2</td>
<td>2.9</td>
<td>.23</td>
</tr>
<tr>
<td>Satisfaction (SUS score)</td>
<td>70.38 (16.46) 27.5-100</td>
<td>72.4 (16.46) 27.5-97.5</td>
<td>73.8 (16.44) 40-100</td>
<td>1.0</td>
<td>.60</td>
</tr>
<tr>
<td>Health data read</td>
<td>0.00 (0.00) 0-0</td>
<td>0.05 (0.21) 0-1</td>
<td>0.20 (0.41) 0-1</td>
<td>3.5</td>
<td>.18</td>
</tr>
</tbody>
</table>

### Table 6. Prior health knowledge measurements by cluster groups according to usability dimensions for the pulse oximeter using the Kruskal-Wallis test (N=147).

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Low group (N=26; overall mean 8.73/40, SD 2.51)</th>
<th>Medium group (N=66; overall mean 14.14/40, SD 0.77)</th>
<th>High group (N=45; overall mean 20.93/40, SD 2.9)</th>
<th>Kruskal-Wallis test (\chi^2 (2,146))</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD) Range</td>
<td>Mean (SD) Range</td>
<td>Mean (SD) Range</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effectiveness (errors)</td>
<td>1.34 (0.88) 0-4</td>
<td>0.69 (0.6) 0-7</td>
<td>0.92 (1.04) 0-6</td>
<td>10.9</td>
<td>.004</td>
</tr>
<tr>
<td>Efficiency (seconds)</td>
<td>168.38 (76.98) 48.2-385.4</td>
<td>163.68 (77.47) 71.4-452.5</td>
<td>150.44 (74.49) 458.8-7</td>
<td>2.0</td>
<td>.37</td>
</tr>
<tr>
<td>Satisfaction (SUS score)</td>
<td>69.86 (16.38) 32-95</td>
<td>71.45 (23.23) 15-98</td>
<td>72.73 (15.16) 30-100</td>
<td>7.5</td>
<td>.02</td>
</tr>
<tr>
<td>Health data read</td>
<td>0.89 (0.32) 0-1</td>
<td>0.86 (0.35) 0-1</td>
<td>0.91 (0.29) 0-1</td>
<td>0.03</td>
<td>.98</td>
</tr>
</tbody>
</table>

Concerning effectiveness, the Kruskal-Wallis test revealed a significant difference between the number of pulse oximeter handling errors (effectiveness) and cluster groups \((\chi^2_{2,146}=10.9, P=.004)\). The low group (mean 1.3, SD 0.88) had significantly more errors than the other two groups. We performed the same analysis with efficiency, taking into account time and satisfaction using SUS measures. Efficiency did not reveal any significant difference \((\chi^2_{2,146}=2.0, P=.37)\). However, this...
threshold effect was found for satisfaction based on the SUS score ($\chi^2_{2146}=7.5, P=.02$), probably because of the number of errors made for the pulse oximeter. These results were not transferable to the blood pressure monitor.

**Discussion**

**Main Contributions**

The objective of this study was to explore how prior health knowledge, seen as part of the health literacy level [55,60,73], could impact the usability results (effectiveness, efficiency, and satisfaction) of HMDs. The findings support the central hypothesis of this study, namely that **better health knowledge leads to better usability**. Participants with good knowledge were more effective than those without good knowledge. More precisely, participants with knowledge of how blood pressure works in the human body made significantly ($P=.03$) fewer handling errors when using the blood pressure monitor. Having a basic understanding of how the body works, such as blood pressure, would help to better understand how the blood pressure monitor works and, for instance, prevent posture errors. This was the case for both devices, but a threshold effect was visible in the case of the oximeter. User tests also indicated that the blood pressure monitor was more difficult to use than the oximeter. Reading the result of a measurement seems to be intuitive in the case of the oximeter, but not in the case of the blood pressure monitor. The majority of participants were unable to read their blood pressure, indicating that they were unable to interpret it. Thus, participants can use the device correctly, but they need help to understand and interpret their physiological data. Understanding and interpreting data would require more knowledge.

In light of the above observations, our results appear to validate our hypothesis (Figure 3). Knowledge has an impact on **effectiveness** (H1) and partially on **satisfaction** (H3). However, the second hypothesis (H2) concerning the link between health knowledge and the handling time (efficiency) of these two devices could not be validated because no significant link could be observed.

**Figure 3.** Synthesis of the results of the influence of prior health knowledge on usability results (ISO 9241-11) [15]. Results shown in red correspond to the blood pressure monitor, and those in blue correspond to the pulse oximeter.

These results may be explained by adapting the model from Monkman and Kushniruk [53] by switching the literacy level to the subject’s level of knowledge. The oximeter requires a lower level of knowledge on the part of the subject. As for the blood pressure monitor, it is worn on the wrist, which contradicts a widespread belief that blood pressure can only be monitored via the arm. The knowledge related to this device thus demands a greater effort to understand the operation of a blood pressure monitor and involves deeper knowledge. According to the Monkman and Kushniruk model, if a device’s “demands on eHealth literacy” exceed “consumers’ levels of eHealth literacy,” the adoption of the device is compromised. In this framework, the limit of understanding the pulse oximeter is likely to be located between the low group and the medium group, which explains the threshold effect (Figure 4). This interpretation is also supported by Paasche-Orlow and Wolf [57], who previously observed a threshold effect between health literacy and health outcomes. In contrast, the blood pressure monitor, unlike the pulse oximeter, requires a high level of knowledge in its use and in the reading of its results.
According to the Monkman and Kushniruk model [52], adoption, value, and successful use are related to both the usability and utility fields. However, one of the limitations of our study is that we performed this experiment with a young healthy population that had little interest in using HMDs. As a result, motivation may have affected our outcomes. For O’Brien and Toms [34], usability was linked to the engagement experience. A lack of participant motivation could give lower measures of system usability. In addition, only the performance of participants who successfully collected their health data with the devices was analyzed. If the participants who failed to collect their data had been included, the error count measures would certainly have increased and the SUS score would have decreased.

Another limitation of our study is that the health knowledge questionnaire was designed for the sort of distribution of knowledge that is to be found among a population of university students. However, in the overall population, the distribution is likely much wider than in a university population. This sample is not representative of the national population. For instance, this sample does not include individuals with language, reading, and writing difficulties. This poorly understood link between prior health knowledge and usability could be further explored in the future and especially among populations that are more representative of end users, such as populations that are older and have pathologies. Finally, the choice of equipment was made by health professionals who were accustomed to handling medical equipment. They judged for themselves the simplicity of the equipment, even though it was apparently complex to use. This observation highlights the importance of testing this type of equipment among novice users, which promotes universal design [74], and raises questions about the legislation on European conformity. It is possible that some devices are simpler to use than those chosen in this study. We encourage studies on medical devices that are already on the market in order to investigate possible difficulties in use by the general public [75].

**Research Perspectives**

This is the first study aimed at detecting the first usability problems outside the context of use, which adds even more complexity. Indeed, the patient will be in a postsurgical context, with pain, nausea, and stress, and will often need the help of family members to use the devices at home. This first study of the Smart Angel project serves as a basis for comparing usability measurements on other specific contexts manipulating the four components of usability (users, task and goal, environment, and resources). A first research perspective is employed to define how the context of ambulatory surgery impacts the usability results of the system. If a patient with a high level of health knowledge makes use errors with a device, the learning context including pain and/or stress may be the cause of this error and therefore a poor usability result.

A second research perspective focuses on the acceptability of the device among patients and medical staff. During the acceptability phase, researchers will focus on the impact of the implementation of the system on the patient pathway and the organization of the hospital. To this end, a hospital study is being carried out in an outpatient surgery population. There is a need to further increase our knowledge of ergonomics on the factors that influence acceptability in order to improve patient safety.

**Recommendations for the Design and Integration of HMDs**

Three types of recommendations based on the results obtained can be suggested. First, the results of this study could be used in the hospital to improve patient monitoring involving medical devices and to avoid use errors. They could help determine which devices would be the most suitable for the individual’s profile in terms of health understanding [76]. This information on a patient’s health knowledge would assist physicians in deciding if they need to recommend a particular device to that patient. However, this would require further studies on a population more representative of the national population.

Second, we were able to observe from our results that specific knowledge of the human body (e.g., heart function, blood pressure, etc.) is necessary for appropriate use of HMDs. This knowledge could be incorporated into training programs for healthcare professionals and patients to ensure safe and effective use of these devices.

Third, the results suggest that adaptive training strategies, which individually tailor the training content to the user’s current level of knowledge and skills, may be beneficial. This approach could be explored in future research to enhance the usability and acceptance of HMDs in healthcare settings.
pressure, and blood oxygenation) made it possible to reduce the number of use errors, even though the individual had no experience with medical devices. Therefore, therapeutic education based on human body functioning, diseases, how to care for devices, and how devices work to meet the patient’s needs would be the key to making HMDs more usable [55]. Health professionals could provide anatomical and physiological explanations adapted to the HMDs chosen in terms of body functioning among patients, which will help in taking measurements correctly and preserving patient safety.

Third, we recommend that designers pay attention to the terms chosen. It is important to have a rigorous methodology on usability design and to follow the guidelines relating to the use of clear simple language in health care communication [77]. Just like medical professionals, designers can add playful information about the functioning of the human body to the device instructions.

Conclusion
Our study has two main contributions. First, a scientific interest to provide theoretical knowledge about the factors influencing usability. Indeed, our findings indicate that prior knowledge influences the effectiveness of HMDs.

Second, our study has an applied interest to help designers and medical staff target the importance of providing specific knowledge of the subject to help patients understand how the device works. The results show that it is possible for HMDs to be well adapted to a low literacy level among patients. This was the case, for example, with the oximeter used in this study. Participants were not familiar with this device, and yet, they were able to use it and read their health results.

It should be noted that the study had some limitations. Our sample was restricted to younger adults with high levels of education and adequate health literacy. Clearly, usability needs to be evaluated in larger and more diverse user groups.
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Abstract

Background: Mobile health (mHealth) tools have shown promise in clinical photo and wound documentation for their potential to improve workflows, expand access to care, and improve the quality of patient care. However, some barriers to adoption persist.

Objective: This study aims to understand the social, organizational, and technical factors affecting clinicians’ adoption of a clinical photo documentation mHealth app and its implications for clinical workflows and quality of care.

Methods: A qualitative case study of a clinical photo and wound documentation app called imitoCam was conducted. The data were collected through 20 in-depth interviews with mHealth providers, clinicians, and medical informatics experts from 8 clinics and hospitals in Switzerland and Germany.

Results: According to the study participants, the use of mHealth in clinical photo and wound documentation provides numerous benefits such as time-saving and efficacy, better patient safety and quality of care, enhanced data security and validation, and better accessibility. The clinical workflow may also improve when the app is a good fit, resulting in better collaboration and transparency, streamlined daily work, clinician empowerment, and improved quality of care. The findings included important factors that may contribute to or hinder adoption. Factors may be related to the material nature of the tool, such as the perceived usefulness, ease of use, interoperability, cost, or security of the app, or social aspects such as personal experience, attitudes, awareness, or culture. Organizational and policy barriers include the available clinical practice infrastructure, workload and resources, the complexity of decision making, training, and ambiguity or lack of regulations. User engagement in the development and implementation process is a vital contributor to the successful adoption of mHealth apps.

Conclusions: The promising potential of mHealth in clinical photo and wound documentation is clear and may enhance clinical workflow and quality of care; however, the factors affecting adoption go beyond the technical features of the tool itself to embrace significant social and organizational elements. Technology providers, clinicians, and decision makers should work together to carefully address any barriers to improve adoption and harness the potential of these tools.

(JMIR Mhealth Uhealth 2020;8(9):e20203) doi:10.2196/20203
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Introduction

Background

Mobile health (mHealth) tools are gaining importance in health care as they show promise in several capacities, ranging from efficiencies and time-saving [1,2] to decreasing clinicians’ workload and enhancing access to care [3,4]. The use of health apps has also contributed to tackling patients’ information needs and making them feel more empowered [5]. The data generated by such tools also help clinicians adapt and customize treatment plans accordingly [6], improving patients’ quality of care via personalized treatments [5,6]. Although research shows that clinicians have an overall positive attitude toward mHealth, some barriers to adoption persist [7,8].

In clinical photo documentation and dermatology, research has shown the potential of mHealth tools in managing and preventing skin issues [9-11] and that clinicians and patients recognize their value and are generally willing to use them [12-14].

The Global Observatory of eHealth in the World Health Organization defines mHealth as “medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants (PDAs), and other wireless devices” [15]. mHealth solutions differ from other information and communication technology apps in the sense that they are typically user-driven, accessible, and affordable [16]; consequently, it is very important to understand better the factors affecting user adoption and the respective implications for workflow and quality of care.

Therefore, this research focuses on understanding the factors affecting clinicians’ adoption of mHealth and its implications for clinical practice through a case study of a clinical photo and wound documentation app called imitoCam and its adoption by clinicians in Switzerland and Germany.

Founded in 2016 in Switzerland, imito AG is a clinical photo and wound documentation start-up offering the imitoCam app for medical photo and video documentation and wound measurement. It also supports system interoperability and electronic medical record (EMR) integration. Visuals from the app are presented in Multimedia Appendix 1. The app’s key features are explained in Multimedia Appendix 2 and include secure photo documentation; direct patient identification via barcode; measurement of the area (and length, width, and circumference) of wounds and specimens; patient timelines to better understand the case progression; categorization of images to enable photo search; and team collaboration via a chat function, for example, second opinions. The visual in Multimedia Appendix 3 demonstrates seamless integration between the app and existing hospital systems. The wide adoption of the app in 15 hospitals and clinics across Switzerland and Germany at the time of writing this paper made it an ideal candidate to explore mHealth usage and its implications for clinical workflow and quality of patient care.

Objective

This work is a part of a larger study focusing on understanding clinicians’ adoption of mHealth; a previous study published earlier presented a more detailed account of our theoretical approach [2]. In this paper, we employ a sociotechnical framework [17] to build a comprehensive analysis of the factors affecting clinicians’ adoption of mHealth and its implications for workflow and clinical practice following these 3 main steps:

- Investigating the material aspects of technology and their limitations by identifying the utility and limitations of the app as perceived by the users
- Connecting the material aspects of technology to the tasks it enables and facilitates by highlighting the real constraints to its potential as seen by the user
- Identifying the processes resulting from these affordances and determining the resulting interactions taking place in the organization by identifying the implications for clinical practice and quality of care

The following section explains the research method and how the interview questions and subsequently, the analysis, stemmed from these 3 steps.

Methods

A qualitative paradigm was implemented as it gives priority to “the voices of participants” and the individual and unique “reflexivity of the researcher” [18] and for the rich insights it provides, which can help understand clinicians’ individual perceptions in different ways, which cannot be achieved by quantitative methods [19,20].

Data Collection

Data were collected via in-depth, semistructured interviews that were conducted via Skype, Google Hangout, or telecon. Physical artifacts such as screenshots of the app, the devices it can be used on, and examples of user feedback were collected to develop a broader assessment of the studied app [21]. Data collection took place from July 2019 to January 2020, and a total of 20 interviews were conducted with 18 participants working in 8 clinics and hospitals across Switzerland and Germany (2 interviews were preparatory alignment interviews working in 8 clinics and hospitals across Switzerland and Germany). Data collection took place from July 2019 to January 2020, and a total of 20 interviews were conducted with 18 participants working in 8 clinics and hospitals across Switzerland and Germany (2 interviews were preparatory alignment interviews about the tool’s features and capabilities). The interviews were conducted via telecon and lasted between 17 min and 90 min, with a median of 35 min. A total of 4 participants sent their responses electronically via email as they did not have the time for a live call. Interviews were conducted and recorded by the first author (CJ) in English. The interview topic guide is available in Multimedia Appendix 4. The research themes and questions were developed in line with the Methodological Guidelines for the Study of Materiality and Affordances by Leonardo to crystallize the focus on the data collected in the interviews [17]. Accordingly, the themes in the interview guide were clustered into 3 categories, starting with an understanding of the tool’s utilities and limitations, followed by investigating the technical and social factors affecting adoption and a discussion about organizational and policy factors and implications. The data collection phase continued until an acceptable level of saturation was reached, which was when new data did not generate new insights anymore [20].
Sampling Techniques and Participant Profiles

We used a purposive sample where participants were chosen based on their ability to specify rich and in-depth information about the app and its usage [18,19]. Key informants in imito AG were contacted, and snowball sampling was consequently used to identify suitable participants in partner hospitals and clinics. The key selection criteria were that participants must be clinicians or medical informatics experts in one of the partner hospitals or clinics using the app and must have experienced the app for at least several months. The medical informatics experts had a very good overview of the app and its features, given their access to usage statistics, user feedback, and their constant engagement with clinicians to ensure its successful implementation and sustainability. To minimize the risk of selection bias that might result from the key informants selectively picking users with a positive predisposition toward the app, it was decided that the participants would be asked if they could, in turn, suggest other colleagues who used the app and were willing to participate.

The participants worked in 8 hospitals and clinics across Switzerland and Germany, and the sample consisted of 9 clinicians (one of them was also an imito AG team member), 5 medical informatics experts, and 4 other members from the imito AG team, as shown in Table 1.

Table 1. Sample demographics and characteristics (N=18).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function, n (%)</td>
<td></td>
</tr>
<tr>
<td>Clinicians</td>
<td>9 (50)a</td>
</tr>
<tr>
<td>Medical informatics experts</td>
<td>5 (28)</td>
</tr>
<tr>
<td>Other imito AG team members</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Male</td>
<td>15 (83)</td>
</tr>
<tr>
<td>Technological awareness (on a scale of 1-10), mean (SD)</td>
<td>7.5 (2.3)</td>
</tr>
<tr>
<td>Health care experience (years), mean (SD)</td>
<td>13.4 (10.4)</td>
</tr>
<tr>
<td>mHealth experience (years), mean (SD)</td>
<td>3.9 (2.2)</td>
</tr>
<tr>
<td>Location</td>
<td>Switzerland and Germany</td>
</tr>
</tbody>
</table>

*aOne of them is also an imito AG team member.

Data Analysis and Ethical Considerations

Thematic analysis was used to identify and extract the relevant themes and interpret their potential meaning and interrelationships among [19,22]. Computer-assisted qualitative data analysis software, QSR’s NVivo was used for data coding. Excerpts were chosen to create an account that expressed the narrative of each theme in a way that helped the reader better understand the analysis. The first author (CJ) conducted the interviews and performed the initial analysis and coding; she is a digital strategist with more than 18 years of experience and has contributed to the creation and realization of several digital tools in health care. The second author (ASV) reviewed the coding; any cases of disagreement were discussed in conjunction with the last author (CI) and mutually agreed upon. The phases of the thematic analysis are clarified in detail in Multimedia Appendix 5 [22].

Our themes were mostly influenced by sociotechnical theory and Leonardi’s methodological guidance [17] looking into the technical, social, and organizational factors interacting with shape technology adoption. We also took into account the emerging themes in the most used frameworks for studying mHealth adoption based on a systematic review that we had published earlier [23]. Accordingly, our themes were also influenced by other prominent frameworks such as the Technology Acceptance Model [24], the Diffusion of Innovation theory [25], different forms of extensions of the Unified Theory of Acceptance and Use of Technology [26-29], and the Consolidated Framework for Implementation Research [30,31]. Multimedia Appendix 6 clarifies in detail how each of our themes was influenced by one or more of the existing frameworks and the themes that emerged from the data.

Ethical approval was obtained from the faculty research ethics panel under the terms of Anglia Ruskin University’s Research Ethics Policy. All participants were briefed about the research background and signed a consent form agreeing to participate.

Results

Accounting for the Materials: Utility and Limitations

As a first step, we investigated the app’s utility and limitations by exploring the most used features, the perceived added value, and the potential limitations or ideas for improvement. Figure 1 shows the themes in these 3 categories and their respective subthemes, reflecting the frequency of each theme (frequencies reflect the number of participants that mentioned that specific theme).
Participants were first asked to name the app features that they used the most to better understand the technological artifacts that they found most useful. Photo and wound documentation (n=16) was the most used feature, followed by EMR integration (n=13), which enables clinicians to link the photos to the right patient in the hospital information system. This was followed by patient progress management (n=9), which gives them visibility of each patient’s development over time; wound measurement (n=7) using the imito calibration markers (quick response [QR] codes) for image calibration; and the possibility of obtaining a second opinion (n=7) through the chat function. Participants equally valued the categorization and classification feature (n=7) that enables them to tag the photos and easily find them later. Finally, they also appreciated the privacy and security (n=4) that the app offers as it ensures compliance with the General Data Protection Regulation (GDPR).

Participants were then asked to explain how the app helped them and their patients daily to better understand imito’s utility from their perspective. Saving time and efficacy (n=15) was clearly an added value for most of the participants. They also saw an improvement in patient safety and quality of care (n=14) as well as data security and validation (n=9) and explained that the mobility of the app improves data accessibility through the compact overview that it offers (n=6).

To complete the picture, the participants were asked about any limitations they faced or features they would like to add to the app. Limitations mentioned by the participants included the absence of a patient interface, lack of offline functionality, data quality of the user-defined hashtags (eg, typos in user-defined hashtags can limit their searchability), possibility of accessing the imito data from the EMR but not the other way around (eg, the user cannot see the patient data stored in the EMR from the imito tool on their mobile device unless they were captured using the app), the necessity of using physical calibration markers (QR codes) for the measurement function can be cumbersome when the users do not have them on hand, and that...
the app can only be used inside the hospital as it requires
connection to the hospital’s system. Participants also expressed
their desire for some additional features such as a patient
interface (n=3), 3-dimensional measurement (n=3), export of
information from the app via email (n=2), multitagging of body
parts or regions to cover injuries involving different body parts
(n=2), a search function for diagnoses (n=1), enhancement of
the slow-motion video function (n=1), and a better connection
with radiology devices (n=1).

The key themes and subthemes, their frequencies, and some
sample quotes about utility and limitations are summarized in
Table 2 for clarity.
### Table 2. Most useful features, added value, and features to add.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Sample quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Most useful features</strong></td>
<td></td>
</tr>
<tr>
<td>Photo and wound documentation (n=16)</td>
<td>• &quot;So that was what we were searching for. A product which is possible to make good photo documentation and the option that it can connect to the system here in the hospital and so we have the picture in the medical file of the patient. And this is the main feature why we use imito because it was the first system that makes it possible in a fast way&quot; [C11]</td>
</tr>
<tr>
<td>Electronic medical record integration (n=13)</td>
<td>• &quot;By scanning the name of the patient or his patient identification number, the document is linked to the hospital information system and the photos are stored in the patient file&quot; [C18]</td>
</tr>
</tbody>
</table>
| Patient progress management (n=9)             | • “very good visibility of the development of each individual case” [P6]  
• “So, it’s easier to follow the progress of healing” [I12]  
• “Current photos can be immediately compared with older recordings so one can assess the progress of wound healing” [C18] |
| Wound measurement (n=7)                       | • “And one further, very good benefit...you can place QR codes in the photo. They are like sticky notes, and you can place it on the screen next to it, and this is referencing it in terms of size. So...you can measure width, length, and even the surface area of a wound. You can decide if a certain area is becoming smaller or larger or whatever” [C5] |
| Second opinion (n=7)                          | • “Networking with other authorized users is the next step and enables interdisciplinary communication” [C18] |
| Categorization and classification (n=7)       | • “And before you upload a choice of videos or photos, you are asked to tag your photos by selecting a body region from an illustrated human. And furthermore, you can add hashtags such as ‘burn wound’” [C5] |
| Privacy and security (General Data Protection Regulation compliance; n=4) | • “the only thing today is to send a picture...to other people to get second opinion is using WhatsApp...And it would make my life easier if we would have some good solutions which you are allowed to use, then we could forbid the rest” [I10] |
| **Added value**                                |                                                                                                                                                                                                             |
| Saving time and efficacy (n=15)               | • “My expectation was to improve the documentation and make more photos per visit than before, and that certainly worked” [C16] |
| Patient safety and quality of care (n=14)     | • “So, it’s an objective parameter, and you see it’s getting better. When it’s getting better, you continue. If you see it’s stagnant, it remains, or it gets bigger, this helps quickly to detect that your medical measures are not good. And then instead of treating the patients another four weeks or three months, you change. You take action and reflect and you change” [C3]  
• “You can show the patient how his progress is going on and the picture can say more than a lot of words. It’s just useful for everyone who’s using it” [I12]  
• “there’s also quality benefits that we can directly compare with the initial status” [C16] |
| Security and validation (n=9)                 | • “And after the upload, no data is left on the device itself, in the gallery, for example. So, this app sends the images to the hospital’s database and there it is as safe as the hospital database can be, and this is the really strong benefit” [C5]  
• “So, it’s not any more than that you have patient pictures that are just flying around somewhere and have no names on it, and you can’t map them back to the patient, which was also a matter of patient security and safety” [I13] |
| Accessibility and compact overview (n=6)      | • "It’s providing the relevant data at the right time and the right context” [P1]  
• "Sometimes we need a dermatologist. And so, we can call them. And this is what we want for the whole hospital, that every station is using this for the documentation so that we can sit here in the front of my PC and have a look...So, I don’t have to run over there, make the picture, run back or get everything I have, for example, with me. And so, it makes it, for me, easier” [C11] |
| **Features to add**                            |                                                                                                                                                                                                             |
| Patient interface (n=3)                       | • “So as soon as the electronic health record comes about, then it should be possible to push all that information into the electronic health record of the patients. So, it will be more and more important to let the patient participate on that process” [I13] |
Accounting for Materiality: Constraints and Affordances

We then examined the app’s materiality by looking into the constraints and affordances affecting the tool’s adoption from technical and social perspectives. Figure 2 shows the themes in these 2 categories and their respective subthemes, reflecting the frequency of each of them.

Technical and material factors evolved around 5 key themes: usefulness, information technology (IT) capability and compatibility, data-related factors, ease of use, and monetary factors. Usefulness is clearly crucial for adoption; most participants explained that the efficacy of the app and the time saved encouraged adoption (n=14), improvements in the quality of patient care also resulted in more usage of the app (n=8), its usefulness in general was valuable (n=5), and the role that it could play in generating scientific evidence via better documentation was also considered (n=2).

The IT capability and integration factors were focused on the app’s interoperability (n=13), showing how important it was for the users that the chosen app could integrate effectively with the hospital’s local information system, so as to avoid double work and documentation errors, aside from technical issues (n=6) such as poor connectivity, log-in difficulties, or short battery life that are mostly perceived as barriers to adoption. Although data-related factors mostly focused on privacy, security, and data liability issues related to the use of mHealth tools and sharing patient data (n=13), such issues can be overcome with secure and GDPR-compliant tools such as the studied app as it ensures patient data security and privacy; and the challenges related to data management (n=3), especially with the myriad of data generated by such tools which makes the resulting amount of data hard to manage.

Ease of use (n=13) was mostly perceived as a facilitator in the case of imito, with several users mentioning that an easy-to-use tool was central to adoption. Furthermore, monetary factors such as the cost entailed by these tools (n=6) may play a role, not only with regard to the apps’ licensing costs but also the related system integration and infrastructure costs. These key technical factors and subthemes, their frequencies, and some sample participant quotes about each of them are summarized in Table 3 for clarity.

Factors affecting adoption went beyond the technical aspects to also cover some social and cultural elements. The users’ personal characteristics such as previous experience and habits (n=4), attitude toward technology and change (n=4), and their awareness of the value of such tools (n=3) may also play a role in their decision to adopt such an app. In addition, cultural factors (n=3), such as other people’s views and perceptions of using mobile devices at the workplace, may also play a role in the adoption decision. These key social factors and subthemes, their frequencies, and some key participant quotes about each of them are summarized in Table 4.
Figure 2. Technical and social factors impacting user adoption.
Table 3. Technical factors as expressed by the participants.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Sample quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Usefulness</strong></td>
<td></td>
</tr>
<tr>
<td>Efficacy and time-saving (n=14)</td>
<td>• “It created efficiency. Before it (photo documentation) took maybe three, four, five minutes, and now it takes 30 seconds” [I^6]</td>
</tr>
<tr>
<td></td>
<td>• “So, it is a lot of time-savings and quality improvements” [P^15]</td>
</tr>
<tr>
<td>Quality of care (n=8)</td>
<td>• “(the case progression overview) helps to quickly detect if your medical measures are not good. And then instead of treating the patients (with the same treatment) another four weeks or three months, you change. You take action and reflect and you change” [C^3]</td>
</tr>
<tr>
<td></td>
<td>• “you take photographs, and you see what are the changes over months or not...(these photos) save time for very specific descriptions that you otherwise place in your report” [C5]</td>
</tr>
<tr>
<td></td>
<td>• “In the operating room, the photos are not available. So, the clinician has to either just have a good guess what happened in his memory or get to retrieve the photo somewhere else. (With the app) there is really benefits in the treatments because you have the things available when you need them” [P15]</td>
</tr>
<tr>
<td>General usefulness (n=5)</td>
<td>• “The clear benefit for the clinical routine” [P1]</td>
</tr>
<tr>
<td></td>
<td>• “The aspect of creating new possibilities that didn’t exist before” [P15]</td>
</tr>
<tr>
<td>Evidence base (n=2)</td>
<td>• “I think the more people use the app, we have to see whether it’s good for statistics or identifying relevant cases in terms of research” [C5]</td>
</tr>
<tr>
<td></td>
<td>• “We also expected benefits in terms of scientific studies, simplification of treatment algorithms, and networking of inpatient and outpatient treatment pathways” [C18]</td>
</tr>
<tr>
<td><strong>IT^d capability and compatibility</strong></td>
<td></td>
</tr>
<tr>
<td>Interoperability and integration (n=13)</td>
<td>• “But there are barriers, mainly the IT integration requirement” [P1]</td>
</tr>
<tr>
<td></td>
<td>• “You can access the app via any mobile device, and logging on with your personal hospital account is possible. The app is then linked to the hospital’s database and allows to identify patients by entering their personal details or to scan a barcode and this will give you the patient” [C5]</td>
</tr>
<tr>
<td></td>
<td>• “The EMR integration in this regard is a challenge both from a cost perspective and the support availability perspective” [I13]</td>
</tr>
<tr>
<td></td>
<td>• “(the app) is much easier than taking an individual camera as it’s directly available within the patient file which is very useful” [C16]</td>
</tr>
<tr>
<td>Technical issues (n=6)</td>
<td>• “of course, an app like this needs a lot of battery. So, we have to load the battery two or three times a day” [C11]</td>
</tr>
<tr>
<td></td>
<td>• “And sometimes, but this is not a problem of the imito app, it’s a problem of the system here, when we have no Wi-Fi, it gets more difficult to make a documentation and to save it” [C16]</td>
</tr>
<tr>
<td></td>
<td>• “I was too frustrated with the log-in process and now that we have the possibility to log in with face ID, it has proved to be a marvel” [C16]</td>
</tr>
<tr>
<td><strong>Data-related factors</strong></td>
<td></td>
</tr>
<tr>
<td>Privacy, security, and liability (n=13)</td>
<td>• “The limitations and problems are rather in the legal area, as the sending of sensitive patient data is very restrictive in Germany. Legal and technical requirements for secure data transfer must be dealt with. Good photo documentation supports the sociomedical and legal issues” [C18]</td>
</tr>
<tr>
<td></td>
<td>• “And altogether you just have to still follow the hospital rules about data security and all that stuff, so that’s also an adoption factor. The data security” [I12]</td>
</tr>
<tr>
<td>Data management (n=3)</td>
<td>• “And the other thing we noticed is that it needs some kind of controlling in the future because it is so well accepted that some users overdo it. And we are not limited in terms of data capacity, storage space” [C5]</td>
</tr>
<tr>
<td></td>
<td>• “We have more pictures in this time we roll out the devices. So, I don’t know if it’s always good to have just more content, if it’s also in the right context and is it useful and that stuff. But we have more” [I9]</td>
</tr>
<tr>
<td>Ease of use (n=13)</td>
<td>• “I would say the process has to be very easy. So, when you want to have an app like this, it has to be easy, fast, and secure” [I9]</td>
</tr>
<tr>
<td></td>
<td>• “It’s very important to have an easy self-explanatory tool for nurses to use. Otherwise, they won’t do it, understandably” [C14]</td>
</tr>
<tr>
<td>Monetary factors (cost; n=6)</td>
<td>• “We have a cost in this technological interoperability” [CP8]</td>
</tr>
<tr>
<td></td>
<td>• “Barriers for establishing such tools are the investment costs, eg, set up of a secure WLAN, equipment, and licensing cost” [C18]</td>
</tr>
</tbody>
</table>
Table 4. Social factors as expressed by the participants.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Sample quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal characteristics</td>
<td></td>
</tr>
<tr>
<td>Experience and habits</td>
<td>1. “the medical field, as well, has a new generation now, getting to work more with digital health like a tablet or a smartphone” [C11]</td>
</tr>
<tr>
<td></td>
<td>2. “And then the head of the dialysis found out that she really had people on her staff that didn’t have a smartphone. But I think it’s not the general population in this ward” [C14]</td>
</tr>
<tr>
<td>Attitude</td>
<td>1. “And now with electronic health record opening all of it come these changes that can be challenging for physicians that were not used to that or that are resistant to changes” [P8]</td>
</tr>
<tr>
<td>Awareness</td>
<td>1. “It’s more of an awareness and training topic than functionality...to take a picture, that’s very easy, you are used from your own cell phone. But if you make a wound measurement, okay, how does it work? And the QR code and—you have to have some information about this” [I9]</td>
</tr>
<tr>
<td>Social and cultural factors</td>
<td>1. “Maybe on this point of view that, if you ever have a phone in your hands, many people think, ‘Okay. You are gaming something, or you are on social media.’ But this is a working device. And we are in a change now that the patients—they see, ‘Okay. I can do something with the doctor’” [I9]</td>
</tr>
</tbody>
</table>

Accounting for Materialization: Organizational Factors and Their Implications

The organizational factors and their implications for clinical workflow and quality of care were then discussed in detail. Figure 3 shows the themes in this category and their respective subthemes, reflecting the frequency of each theme.

Organizational and policy factors revolved around 5 key themes: workflow-related themes, organization’s specific inner setting, patient-related factors, user engagement, and policy and regulations. Workflow-related themes were mostly focused on workflow fit and location flexibility (n=12), showing that the app’s fit with clinicians’ existing work practices encouraged its adoption. Improvements in collaboration and transparency may also increase usage (n=12), whereas traditional clinical practices and infrastructure, such as the lack of use of mobile devices in hospitals, could pose a challenge (n=8). Users naturally favor apps that make their daily work easier (n=6), although existing high workload or lack of resources could sometimes be a barrier (n=5). Some participants explained that the data availability and accessibility facilitated by the app empowered them on the job (n=3). However, apps could also alter some existing roles and responsibilities (n=1). Apps such as imitoCam, for example, have the potential to reduce or even eliminate the role of a professional photographer at the hospital.

Factors related to the organizational inner setting include the complex nature of the decision-making process in hospitals (n=14). Slow decision making can slow down the adoption decision or even prevent it. Participants also pinpointed as to how mHealth tools are replacing traditional tools such as digital cameras in the case of imito (n=10). The importance of training and education to facilitate usage was also highlighted (n=4). The organization’s propensity for innovation and appetite for change may also play a role in the adoption decision (n=3), for example, when the organization desires to be perceived as innovative to better compete with other hospitals and clinics. The possibility of trying and piloting the new tool may also facilitate adoption as it minimizes the risk of a full rollout until users have tried the app (n=2).

Patient-related factors were also central and focused mainly on how the app might impact patient engagement and safety (n=11) and enhance access to care (n=2). Many participants also emphasized the significance of user engagement in the development process (n=8), and several imito team members acknowledged the importance of this factor in the success of the tool, explaining that they realized the importance of onboarding their app into the hospital’s system and workflows, rather than the other way around.

Policy and regulations in general (n=3), and reimbursement and funding (n=4) in particular, were equally perceived as essential factors for adoption. These key organizational and policy factors, their subthemes, frequencies, and some representative participant quotes are summarized in Table 5.
Figure 3. Organizational and policy factors impacting user adoption.
<table>
<thead>
<tr>
<th>Theme</th>
<th>Sample quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Workflow-related theme</strong></td>
<td></td>
</tr>
</tbody>
</table>
| Workflow fit and location flexibility (n=12) | • “before, you had to go onto the station, take the camera. Now, you have it in your pocket right next to you. You can log in with the face ID, take a picture and send it” [I9]  
• “it’s (the app) embedded within the process and the treatment of patients” [I10]  
• “It’s not only the system integration and interoperability but also that workflow integration. So, it helps as a reminder, and it smoothen out the process itself” [C14] |
| Collaboration and transparency (n=12) | • “For the work on the interdisciplinary team is—it has very good impact. Because, we are working interdisciplinary with surgical dermatologists. And of course, not every time is the surgical physician here; but with the app, we have the possibility here to make a picture and call him” [C11]  
• “The advantages lie in the improvement of the interdisciplinary cooperation of different medical disciplines and the closer link between inpatient and outpatient treatment pathways” [C18] |
| Clinical practice and infrastructure (n=8) | • “And in some of the hospitals, it’s as well the lacking of mobile devices readiness or how to deal with mobile devices, etc. So, it’s more an infrastructure or strategic issue there” [P1] |
| Ease of work (n=6) | • “It’s making the work a lot easier for us” [C11]  
• “it’s easier for the physician to see something in a picture than to read it out of some long description someone did before” [I12] |
| Workload and resources (n=5) | • “Before taking the decision to adopt we have to check the needed infrastructure for the app. Do we have the technology to roll it out and to use it? And how much work or support does it need to keep on going?” [I12]  
• “Digitalization is an aid, but it is currently exacerbating the speed and increasing the challenges to performance. It set a much bigger pressure on working forces by creating more demands and increasing speed of everything” [C17] |
| Empowerment (n=3) | • “You have the power of data so it’s a gift in who has the knowledge and often it is used by physician. Physician has the knowledge, has the information in his folder and is coordinating everything, and it gives him big power” [CP8] |
| Roles and responsibilities (n=1) | • “our professional patient photographer is consulted less frequently, this has changed...it (the app introduction) altered the role of the photographer, it diminished the role a little bit” [C5] |
| Inner setting |  |
| Decision maker (n=14) | • “decision as it needs quite an intense integration and partnership it will be the IT that makes the decision. But the one that push the decision and that make this decision come through and that is behind the product is really the health care professional” [CP8]  
• “It took us ages to get through with it. But that was an organizational problem...we had no IT personnel; we had the missing responsibility...we needed buy-in from the local IT guys. And we also need the buy-in from the local MDs of the hospitals, or the managing directors of the hospitals, and so on” [I13]  
• “It’s also one of the barriers, I think. I mean, I’m not totally sure if it was a decision of the ICT department of the medical service...I think it was in connection between the mobility project and the ICT department” [C14]  
• “I think the problem is nobody’s actually willing to make a decision. Everybody wants it. Everybody thinks this is great. But nobody actually says ‘Yes. This is going to be implemented’” [P15] |
| Apps replacing traditional tools (n=10) | • “we obviously wanted to reach more efficiency of daily clinical work because before sometimes you had to find one of the digicams, and they were not that frequent. And it had to be charged, and we needed an SD card. Later on, the SD card had to be brought somewhere else, and he had to store it in an old-fashioned folder system (laughter). So, more efficiency, higher satisfaction for the health care professional itself by more comprehensive documentation” [C5]  
• “So, the main aspect, the main benefit, is that the manual process that was previously used, I mean, using a point-and-shoot camera and having to transfer the photos from the camera to the computer and then saving them to the right patient. This whole manual process is, yeah, completely replaced by the automatic process. So, it is a lot of time-savings and quality improvements because of the no errors, manual errors, linking the wrong photo to a patient or not linking them at all” [P15] |
| Training and education (n=4) | • “And when you have high fluctuation of personnel, then you have the problems. You always have to do the training” [C5] |
### Theme | Sample quotes
--- | ---
**Innovation and tension for change (n=3)** | • “And I think competition with other health care providers is a topic” [C5]
• “the fact we use such an app can also be used in communication, that is something that we use as a tool to also kick off the internal change process in the people and show that (our institution) is an enormous player and open to that kind of innovation” [I13]

**Trialability and piloting (n=2)** | • “One of the factors is simply pilot projects are available and recommended to take away the fear that something goes wrong” [P7]

**Patient-related themes**

**Patient engagement and safety (n=11)** | • “When you do the things manually at the end of the evening, there’s a risk that some picture from patient A go to patient B with the wrong metadata like...I can see it on the picture but is this the right leg or I don’t remember and so on. It looks like the left leg. With the app, you do it straight and it’s finished and you can work on something else. And the safety and the time is really big thing” [CP8]
• “And it’s much safer because you have the documentation and you can see it the next time. So, you can compare it with each other” [C11]
• “And the cameras, it was always difficulty because you had to go with the SD card to the computer, load it up to the right patient, and the pictures in the SD card, they are not organized. They are just a number, and if you are not watching correctly, you’re doing easy mistakes. And in imito, you are more protected from doing these kinds of mistakes” [I12]
• ”Especially in wound care, they often adapt a treatment because a treatment is not necessarily working. And when they have the photos on the smartphone, they can easily talk to the patient and show them that they can be involved much, much more easily than before because everything is available” [P15]

**Accessibility and availability (n=2)** | • “The course of healing can be determined by means of photo documentation and information exchange with, eg, outpatient wound care providers and care facilities. For this, the patient does not necessarily have to be presented in the hospital or specialized facility. Unnecessary and long transport routes for patients, eg, from nursing homes are often preventable” [C18]

**User engagement (n=8)** | • “And then the second is that they realize we’re not coming with a solution that we have to onboard the hospital, we do it reverse, we onboard into the hospitals, so they normally stay calm when they realize, aha, you come into our information system, and you work so long until your app works in our system” [P7]
• “One of the main parts is the users—so if we have something we think about we could use, we going to show it to the end users and they are pretty much deciding if, in first case, do they actually want it, or do they need it, or they don’t” [I12]
• “The first thing is that we develop our apps, not on our own. We develop them with the customer. And this really helps to create an app that is made by the customer and for the customer. And then we do a lot of feedback rounds...we go to the customers, to the users, and ask for their feedback and we prioritize” [P15]

**Policy and regulations**

**Reimbursement and funding (n=4)** | • “And there will be no compensation, currently, at least. There will be no compensation for digital solutions, since the federal states are not paying for that...We are working on that. So, we are in close contact with a couple of institutions in the government in order to find some kind of compensation for that kind of expenses” [I13]

**Regulations (n=3)** | • “...you need a lot of resources and a lot of knowledge to develop a health app. But it’s also not so easy to get it through approval, there’s a lot of regulations” [C14]
• “The limitations and problems are rather in the legal area, as the sending of sensitive patient data is very restrictive...Legal and technical requirements for secure data transfer must be dealt with” [C18]

---

**Discussion**

### Understanding the App’s Utilities and Limitations

Participants found the app generally useful, with most users using all the key features and the main utility being efficacy and time-saving as taking clinical photos and documenting them using the app is much quicker and easier. This matches the findings from previous studies that suggested that anticipated improved efficacy enhances the intention to use [2,32-38]. Another utility is the improved patient safety and quality of care by structurally showing each case’s progression and enabling the care team to optimize the treatment accordingly; this too validates previous findings that showed mHealth may enable early detection and documentation, resulting in greater safety for patients [39-48].
Clinicians and medical informatics experts were very appreciative of the security and validation aspects of the app, stressing the importance of GDPR compliance and patient data privacy. This utility is of great importance given the typical medicolegal concerns related to confidentiality, inappropriate use, and anonymity of health data [12,45,49-72]. The accessibility and compact overview were clearly an added value of the app as they facilitated timeliness and collaboration, which were also reported in other studies that highlighted how the portability of mHealth tools enabled the care teams to easily access information and flexibly perform tasks anytime and anywhere [1,2,73-76].

Several limitations mentioned by the participants were also reported in previous studies about clinicians’ adoption of mHealth, such as potential data quality and management issues [77,78], potential information overload [79-81], and challenges related to data integration and exchange [82-85]. As for the features that the participants wanted added to the app, it was noteworthy to see that some current features such as integration with radiology devices and the offline functionality were on the wish list, revealing that users were not always aware of all available functionalities and underestimating the vital role of training and education. Some of the other requested features such as the patient interface are already under consideration by the imito team but are sometimes stalled because of their high development cost.

Understanding Constraints and Affordances

When exploring the factors affecting adoption, users reported several constraints and affordances because of not only technical functionality but also app utility in relation to the particular social and individual context of use. Usefulness was the most prominent technical factor relating to the app’s features. In alignment with previous research, perceived usefulness was closely related to time-saving and efficacy resulting from the usage of the app [2,47,48,86], its positive impact on the quality of patient care [66,72,87,88], and the potential benefit for research and scientific evidence because of better data availability [42,89]. Perceived ease of use is an equally important facilitator that has been widely reported in similar studies [2,90-93].

Participants also emphasized the importance of IT factors such as the interoperability and integration of the app with the local system in the hospital or clinic, as this would help them avoid the extra work of having to enter the same data again in the system and what it might entail from documentation errors. This has been perceived as a strong advantage of imito. Interoperability is a known challenge for mHealth and has been reported in many other studies [58,59,94-97]. These are system-level integration issues requiring that the app function properly in relation to existing systems and not just within the bounds of a given mobile device, in addition to other technical issues such as log-in or poor connectivity, which may hinder adoption [64,98-101].

Given the highly regulated nature of health care, factors such as patient data privacy and security are vital for adoption. In the case of imitoCam, this factor was perceived as a facilitator, as the app offers a secure solution for clinical photo documentation, whereas other studies reported this as a barrier if data privacy and security could not be guaranteed [53,59,66,68,82,85,102]. Security requirements thus boost the adoptability of apps that can meet stringent requirements in this regard. Another common challenge relating to data is their management and interpretation, especially when the ease of use of such apps increases the data captured and generated significantly, as discussed in other studies [40,77,78,81,84].

Of course, the cost and cost-benefit play a key role. These may be perceived as facilitators when the app helps in saving costs by creating efficiencies as narrated in similar studies [67,83,103,104]; however, they may also be a barrier [56,105,106] considering the tool’s direct costs and the indirect costs related to creating a suitable infrastructure, such as providing handheld devices across the clinic or hospital to support the app’s usage.

The findings also revealed that adoption decisions rely not only on the technical and material factors such as app features and the available infrastructure but also embrace some important social and cultural aspects. For instance, the users’ individual characteristics such as their previous experience with technology generally, and mHealth specifically, may influence their decision to adopt, as reported by other researchers [1,58,101,107,108]. Their attitudes (eg, resistance to change, risk aversion) may also hinder adoption, and comparable findings were described in earlier studies [39,40,82,109,110]. Even though mHealth is no longer a new concept, cultural views on the use of mobile devices at work may be a barrier [2,111-113]; this is slowly changing and people are accepting these tools more as per our study participants.

Understanding How Technology Materializes in the Organizing Process

The organizational and policy implications of the app’s usage were quite prominent, showing that the interaction between the users and the technology creates the adoption patterns that we observe and influences the way people organize their work when using these new tools.

The app’s introduction created workflow advantages by offering location flexibility and a better workflow fit as data could be accessed at the point of care and easily embedded in the patient’s treatment process—a finding that is aligned with the findings of other studies that a good workflow fit encourages adoption [33,68,91]. Making daily work easier and improving collaboration and transparency were additional workflow advantages described by many participants, as they observed that the app made interdisciplinary teamwork easier and provided more transparency as a direct result of better documentation, which is also in line with the findings of other studies regarding the impact of mHealth on cooperation [12,33,40,67,69,91,103] and streamlining clinical work [114-116]. Empowerment resulting from data availability is another advantage as the app instantly equips clinicians with all the information they need, helping them make more informed decisions, as reported in similar studies [2,100]. Conversely, some other studies stated that mHealth might be perceived as a threat to clinicians’ autonomy [43,80,117,118]. We did not find this to be a concern among the participants of this study.
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However, workflow disadvantages were apparent around workflow and resources. Most clinical staff are already overstretched and the lack of resources may consequently be a barrier to adoption, which has been similarly described in other studies [12,39,92,119,120]. In addition, as one of the participants explained, the greater efficiencies resulting from an app such as imitoCam may also result in a higher workload that could be perceived as an additional burden for clinical staff. The implementation of these new tools may also result in changes in the roles and responsibilities of staff members as reported in other research [45,97,121,122], such as decreasing or eliminating the role of professional photographers as the app replaces their role. Furthermore, the lack of preexisting use of mobile devices in traditional clinical practice is also a challenge as it requires not only workflow adaptations but also infrastructure changes on the part of the hospital.

The nature of the organization of the hospital or clinical setting is also vital for the successful adoption and implementation of mHealth. Factors such as an ambiguous or complicated decision-making process may delay the adoption decision or even prevent it. Other researchers have also shed light on this issue [62,81,92,123], and many participants pinpointed that it is not always easy to identify the people that should be involved in deciding about a new mHealth tool in their organization, and even when they are identified, the process can be quite challenging as the decision involves an interdisciplinary team spanning IT, medical informatics, finance, and medical staff. Given this complexity in decision making, factors such as the trialability of the app and the possibility of piloting it may encourage adoption as it enables decision makers to try a new tool without risking the failure of a broad rollout [48].

Training is another vital aspect of app adoption. This is especially important when the turnover of personnel is high. This point confirms other research that has highlighted the importance of training and education [94,95,124-126]. The organization’s desire to be perceived as innovative may also facilitate the adoption of new health apps, a finding that is aligned with those of other studies showing that institutional innovation and openness to change may play a role in the adoption decision [48,127,128].

Patient-related factors reflecting the implications of app usage on quality of care also have an impact on clinicians’ adoption of mHealth. Apps that enhance patient engagement and safety, such as imito, have better chances of being adopted. This has also been described in other studies [89,102,129,130]. Similarly, there is a higher acceptance of apps that improve patient access to care [39,67,103]. Furthermore, the external context of the organization, including policy and regulations, may impact adoption. Participants explained that more clarity and simplification of the relevant regulation may facilitate adoption. Specific regulations regarding reimbursement and funding are of special importance for mHealth adoption [52,66,67,84,94,105,131]. The lack or ambiguity of such regulations may hinder the compensation of clinical activities performed via mHealth and may accordingly discourage adoption.

User engagement in the development and implementation of the app is vital for its success [48,54,69,71,99,132-134], and our findings show that this is a mutual responsibility of the health care organization and the mHealth provider. imito offers a best practice example of embedding the partners on the hospital or clinic’s side in the development and implementation processes. In this case, they constantly work together with the partner organization (hospital or clinic) in a one-team approach to ensure that the app fits into the technical infrastructure (interoperability and integration) and clinical workflow, taking into account optimization of the clinicians’ daily work through the app. This was emphasized in the functionalities implemented to ensure integration with the hospital’s systems and processes such as using patient barcodes to identify patients, directly documenting photos in the EMR, and enabling clinicians to log on to the app using the personal code on their hospital badge.

Incorporating user feedback and input in the continuous development and testing of the app is not without challenges, especially when the tool is completely embedded in the hospital’s mostly closed system, which results in blocking the visibility of usability statistics from the tool provider. However, imito has established various feedback channels where they get the opinions of the users as well as the inputs of the medical informatics experts that run the tool on the hospital’s side to ensure that their app remains relevant and useful.

Limitations and Recommendations for Future Research

This qualitative case study has some limitations that we would like to outline. Our study is limited to a particular mHealth tool and 2 countries in a specific timeframe, and generalization to other settings that might have different characteristics, such as a different regulatory landscape, is not possible. Moreover, the relatively small sample size and the dynamic nature of mHealth necessitate a constant update of the findings to cope with the changes. The sample also excluded nonusers as their recruitment proved to be very challenging, and there is a possible favorable bias in the subgroup of participants who work for the technology provider. Future research may address some of the cited limitations by covering other apps in other countries, timeframes, and settings.

Conclusions

This study demonstrates the utility of the studied app for clinical photo and wound documentation. The app’s adoption resulted in several benefits from the participants’ perspective, such as time-saving and efficacy, better patient safety and quality of care, data security and validation, and better accessibility. Technical and material factors affecting adoption are usefulness, ease of use, interoperability, cost, and security of the app, whereas social and cultural factors include personal experience, awareness, and attitudes.

Workflow advantages resulting from the app’s adoption include better collaboration and transparency, streamlined daily work, clinician empowerment, and improved quality of patient care. Although workflow disadvantages are associated with the available clinical practice infrastructure, workload and resources, the complexity of decision making in hospitals, the need for

http://mhealth.jmir.org/2020/9/e20203/
continuous training, and the lack or ambiguity of regulations, active user engagement in the development and implementation process may help overcome some of the workflow challenges.

A deeper look into the factors that afford or constrain user acceptance helps us understand materiality at the intersection of social and technical aspects, as the findings show that mHealth adoption is affected not only by the technical features of the app itself but also other social and organizational factors that come into play. These relationships among the technical, social, and organizational factors demonstrate that a successful acceptance and implementation of medical apps not only relies on the tool itself but also necessitates a close collaboration among the tools’ providers, clinicians, and decision makers, so that they can address the barriers and harness the potential of these new tools in advancing health care.
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Abstract

Background: Falls have implications for older adults’ health and well-being. Strength and balance interventions significantly reduce the risk of falls. However, patients do not always perform the unsupervised home exercise needed for fall reduction.

Objective: This study aims to develop motivational smartphone apps co-designed with health professionals and older adults to support patients to perform exercise proven to aid fall reduction and to explore the apps’ usability and acceptability with both health professionals and patients.

Methods: There were 3 phases of app development that included analysis, design, and implementation. For analysis, we examined the literature to establish key app components and had a consultation with 12 older adults attending a strength and balance class, exercise instructors, and 3 fall services. For design, we created prototype apps and conducted 2 patient and public involvement workshops, one with 5 health professionals and the second with 8 older adults from an exercise group. The apps were revised based on the feedback. For implementation, we tested them with one fall service and their patients for 3 weeks. Participatory evaluation was used through testing, semistructured interviews, and focus groups to explore acceptability and usability. Focus groups were conducted with the service that tested the apps and two other services. Qualitative data were analyzed using the framework approach.

Results: On the basis of findings from the literature and consultations in the analysis phase, we selected Behavior Change Techniques, such as goal setting, action planning, and feedback on behavior, to be key parts of the app. We developed goals using familiar icons for patients to select and add while self-reporting exercise and decided to develop 2 apps, one for patients (My Activity Programme) and one for health professionals (Motivate Me). This enabled health professionals to guide patients through the goal-setting process, making it more accessible to nontechnology users. Storyboards were created during the design phase, leading to prototypes of “Motivate Me” and “My Activity Programme.” Key changes from the workshops included being able to add more details about the patients’ exercise program and a wider selection of goals within “Motivate Me.” The overall app design was acceptable to health professionals and older adults. In total, 7 patients and 3 health professionals participated in testing in the implementation phase, with interviews conducted with 6 patients and focus groups, with 11 health professionals. Barriers, facilitators, and further functionality were identified for both apps, with 2 cross-cutting themes around phone usability and confidence.
Conclusions: The motivational apps were found to be acceptable for older adults taking part in the design stage and patients and health professionals testing the apps in a clinical setting. User-led design is important to ensure that the apps are usable and acceptable.

(JMIR Mhealth Uhealth 2020;8(9):e15460) doi:10.2196/15460
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Introduction

Background

With a rise in the ageing population, there is an increase in the number of falls [1], and around a third of people aged 65 years and above fall each year [1]. Falls have major implications for the health and well-being of older adults. Evidence shows that strength and balance interventions can significantly reduce the risk of falls, rate of falls, and fall injuries [2-5]. However, to be effective, older adults need to reach an adequate level of exercise (thrice a week) and maintain it over time [3]. New innovative digital solutions that support the maintenance of fall prevention exercises and thereby reduce the risk of falls and re-referral to services are needed [6].

The Otago [7] home-based and Falls Management Exercise (FaME) group–based [8] programs are the two main cost-effective strength and balance programs delivered in the United Kingdom [9,10]. However, implementation of these programs by health services often does not conform with evidence-based protocols [9]. Fall rehabilitation is often only delivered over a short period of time, and contact is normally once a week [9]. Patients do not perform the required (unsupervised) home exercises needed to maintain the adequate levels of strength and balance [11] and have poor adherence to the intervention after discharge from rehabilitation services [12,13].

There is emerging evidence supporting the use of mobile phone–based healthy lifestyle programs [14,15], such as those that help increase physical activity [16,17]. King et al [18] developed and tested mobile apps based on the behavior change theory designed to motivate adults aged 45 years and older. One of these included personalized goal setting and behavioral feedback, receiving positive feedback from participants and increasing physical activity. Evidence suggests that mobile phones are more usable than other devices [19]. The proportion of older adults using smartphones is growing rapidly, with 39% of those aged 65 to 74 years and 15% of those aged above 75 years found to be using smartphones [20]. The advantages of smartphones over tablet devices is that the person is more likely to carry it with them and to leave it switched on when not directly using it, which can ensure the delivery of feedback in real time.

If we can use technology to support older adults to maintain an adequate level of strength and balance training, we could support them to maintain health and independence, reduce their fall risk, and prevent re-access to rehabilitation and hospital admissions. Previous research suggests that technologies that support fall prevention are acceptable to older adults as long as they are simple, reliable, effective, and tailored to individual needs [21]. A majority of smartphone apps used for fall prevention focus on risk assessment, rather than support for fall prevention exercise [22]. There is an ongoing trial of a smartphone-based strength and balance app, but this focuses solely on balance exercises [23] and is used on tablet devices. Another app that has been developed in Sweden is designed to be used alone by older adults, rather than in the management of falls as part of rehabilitation with a health professional [24].

Theoretical Approaches

Previous studies have shown that attitudes and beliefs are important to uptake and adherence to exercise by older adults [25,26]. The theory of planned behavior (TPB) [27] is particularly useful for assessing older adults’ attitudes in relation to exercise [25,28]. The TPB is based on 3 core components:

1. Perceived behavioral control and perceived ease or difficulty of performing the behavior.
2. Social influences including subjective norms (beliefs of important people, eg, family), perceived social support (support from others for behavior), and modeling (following observed behavior of others).
3. Attitudes [27] focused on the advantages and disadvantages of the behavior (outcome expectations), and when related to adherence, whether these advantages have occurred.

There is evidence that interventions based on TPB can influence a person’s intent to exercise [28]. Adherence is also related to attitudes measured by the TPB [25,26].

In psychological literature, goal setting has been found to be a successful behavior change technique [29,30]. Other theories, such as the self-determination theory (SDT), can be related to goal setting and support the process of setting meaningful personal goals [31]. By choosing personal goals, we are more likely to satisfy intrinsic needs of relatedness (a sense of belonging), competence (a feeling of having the skills to achieve goals), and autonomy (that we can take direct action to make a change). From previous research exploring uptake and adherence to exercise programs by older adults, we know that goal setting, outcome-based feedback, and feedback designed to strengthen self-efficacy (eg, praise for progress so far) is particularly important for motivation to exercise [25,28,30,32]. It is important when describing interventions, particularly those based on behavioral theory, that we explore behavior change techniques (BCTs) utilized as mechanisms for this behavior change. The Behavior Change Taxonomy by Michie et al [33] has been developed to allow the BCTs used in an intervention to be clearly described and replicable.
Usability is an important part of designing successful technologies and has been described as the overall usefulness of a product and whether a person can use it for its intended purpose [34]. Acceptability is a multifaceted construct that reflects the extent to which people delivering or receiving a health care intervention consider it appropriate [35]. Smartphone apps are more likely to be acceptable to older adults and health care professionals if they are developed with them [36] using principles of human-centered design (HCD). The HCD ensures that the needs of the user are taken into consideration throughout the design process, and is a multi-stage process that allows for various iterations of a design to ensure it meets the needs of users [36]. Models such as the technology acceptance model (TAM), which focuses on whether a technology is perceived as useful and whether or not it is easy to use [37], are important when developing technologies. This model has also been expanded to include factors such as subjective norms and how this relates to perceived usefulness [38].

Study Aims
The aims of our study are as follows:
1. To develop smartphone apps designed to support patients to exercise, based on psychological theory, and co-designed with health care professionals, older adults, and patients.
2. To explore whether two new smartphone-based apps designed to support adherence are usable and acceptable to health care professionals and patients when supporting a strength and balance home exercise program to prevent falls.

This study includes a range of interacting behavior change components and intervention development and is therefore based on the principles of the Medical Research Council framework for the development and evaluation of complex interventions [39].

Methods
To achieve our aims, a staged approach was undertaken and the system development lifecycle was used as a structure for describing the stages of development and the iterative approach [40]. For this paper, we focus on the first 3 phases: analysis, design, and implementation.

Analysis Phase
During the analysis phase, we wanted to inform the key components of the app through a search of the literature. We had already established that this type of app on smartphones did not exist and instead used the exercise and psychological literature to establish important components of the app.

We then conducted an informal consultation with a community-based strength and balance exercise class of older adults. The 12 older adults (10 women and 2 men) attending the class were asked for their opinions on using an app to set goals and home exercises and then how they would feel about receiving messages and prompts. We also asked how they would feel about reporting their exercises on the phone. Furthermore, the older adults were asked to share examples of the types of outcome-based goals they might set.

Subsequently, we approached exercise instructors delivering the evidence-based program through Later Life Training (LLT). LLT is the largest provider of training to deliver the FaME and Otago program in the United Kingdom [41]. This was done through their Facebook page. We asked instructors what types of goals they set with older adults and the feedback that they gave them during their programs. We also approached 3 fall services (9 physiotherapists, 2 rehabilitation assistants, 2 occupational therapists, and 3 nurses). We asked them what they thought about the initial concept of the app. This included using pictures from exercise booklets provided by LLT, as these are commonly used by falls services in the United Kingdom, examples of goals they could set, and feedback given to patients.

Design Phase
During the second design phase, HH (health care researcher) and CT and SM (computer scientist and engineer, respectively) worked together to put together 2 basic prototype apps based on wireframes. This started by creating diagrams of how the app would flow and the functions, then there were further discussions, and then the creation of the prototypes. As part of this phase, we also looked at the types of BCTs that we had found based on the literature and discussions and mapped them to the Behavior Change Taxonomy by Michie et al [33]. These are reported in detail in our trial protocol paper [42].

Once the initial prototypes were created, 2 patient and public involvement (PPI) app development workshops were conducted to gain initial feedback on the concept (perceived usefulness), basic design (ease of use), and approach developed so far with the following groups:
1. Group of health care professionals (n=5) from a Manchester Falls Service (2 physiotherapists, 1 occupational therapist, 1 rehabilitation assistant, and 1 assistant practitioner).
2. Group of older adults were aged 60 years and above (n=8), community dwelling, and independent living from an age UK strength and balance falls exercise group.

The health care professional workshop was run by a researcher who was also an occupational therapist (OT) in a different fall team. The older adult workshop was run by the OT and lead researcher for the project. In the workshops, the initial concept of the technology was discussed with an explanation of why we thought it was important (perceived usefulness), what we were trying to achieve, and how the apps would work. We connected the phone to a large screen and demonstrated to the group what patients would have to do with the app. For health care professionals, we demonstrated what they and patients would have to do. This was followed by giving participants the opportunity to use the apps themselves. We had several phones, and participants in both workshops took turns to navigate around the apps. The older adults could see examples of exercise programs that had been scheduled and have a go at reporting their exercises. Health care professionals tried goal setting. We discussed participants’ thoughts on a one-on-one basis as they tested the apps and then brought everyone back together for further discussion. At this point, feedback messages had not yet been programmed, but potential examples were discussed. Notes were not only taken on the feedback provided but also on observations of participants’ use of the phones.
Contact with older adults and health care professionals in these first 2 phases of development was classified as patient and participant involvement (PPI). Therefore, we only collected aggregate details on gender, ethnicity, previous experience of smartphone or tablet use for older adults and gender and clinical background for health care professionals.

**Implementation Phase**

**Usability Study**

This stage was used to determine the acceptability and usability of the apps with patients and health care professionals and included participatory evaluation, testing, interviews, and focus groups. The usability study ran for 3 weeks and tested the acceptability and usability of the technology as part of the exercise intervention.

The research proposed in this stage is predominantly qualitative but forms part of a larger mixed methods approach [43]. This approach enables us to establish whether the technology is acceptable to patients and health care professionals (qualitative methods) and assess its usability (technology testing), making improvements if required. The study was granted ethical approval by the North West Greater Manchester Central NHS Ethics Committee. The usability study has allowed for the planning of a subsequent feasibility randomized controlled trial and the design of the apps [42].

**Sampling Principles and Procedures**

Patients at risk of falls (aged 50 years and older), identified through one community fall rehabilitation service in Manchester, were recruited. As this was a pragmatic study, participants were those who would usually be offered a home exercise program by the service and could be at any stage in their rehabilitation. Patients who were unable to follow instructions were excluded, as were those with severe visual or hearing impairment. At this point, there were no other exclusion criteria. The first 20 eligible patients who were currently attending the service who were willing to participate were recruited. A total of 3 health care professionals gave patients the study information sheet and informed them about the technology. The apps were demonstrated to patients before they were asked to give informed consent. All patients recruited were offered a one-on-one interview in their own home. If they had a family member present, they could also join.

Health care professionals from 3 fall services in Manchester were recruited to participate in 3 focus groups. All members of staff (n=17) in each team were given study information by their team leader and asked if they were available for a focus group, which then took place at their place of work.

**The Intervention**

For the testing, we used the Samsung Galaxy S4 with pay-as-you-go SIM cards and 4G, and where possible, we connected them to the patients’ Wi-Fi. The apps tested on the smartphone included the following: (1) “Motivate Me” app: used by the health care professional in consultation with the patient to set outcome and behavior goals, including scheduling their exercises. The health care professional can then view the patients’ exercise reports sent from “My Activity Programme” and send feedback messages. “Motivate Me” sends the patients’ exercise program to their “My Activity Programme” app. (2) “My Activity Programme” used by the patient to view their exercise program sent through Motivate Me reports their exercises back to the health care professional and receives prompts to exercise and motivational messages as pop-ups (Multimedia Appendix 1).

The exercise program, goal setting, and feedback were delivered by a health care professional. The health care professional delivered the Otago [7] and FaMe [8] exercises. These were delivered once a week face-to-face with a health care professional in the patients’ home and they were encouraged to exercise at least three times a week. Exercises delivered on “My Activity Programme” were adapted and tailored to the patient’s individual needs based on a pre-exercise assessment already conducted by the service and through goal setting on the app. All patients were given a home exercise booklet, which is part of the standard service.

**Testing Procedures and Measurements**

Patients were linked to one health care professional to support them with their program and carry out the intervention. This was allocated as would be in standard practice (not influenced by the research team). Issues the health care professional (deliverer) and the patient (recipient) had with the smartphone technology throughout the testing period were recorded (issue log and field notes). We recorded all issues but were particularly focused on perceived usefulness (requirement for internet access or testing of 4G through mobile phone, whether patients received messages) and ease of use (use of touch screen for reporting, ease or acceptability of reporting, whether health care professionals could use the phone to set goals) [37].

**Interviews and Focus Groups**

Following the testing period, health care professionals from 3 services delivering fall rehabilitation were recruited to participate in 3 focus groups. The service involved in the testing gave direct feedback on their experiences of using the technology. The other 2 services received a demonstration of the technology and were asked to give their feedback based on a similar interview schedule.

Patients who participated took part in a one-on-one interview in their own home. The interview and focus group schedules were based on the FALL Repository for the design of Smart and sElF-adaptive Environments prolonging Independent livinG (FARSEEING) [44] consortium guidelines (Multimedia Appendix 2). Participants demonstrated their use of the phone to the researcher. Key areas were explored in relation to the “Motivate Me” and “My Activity Programme” and can be mapped to either ease of use or perceived usefulness.

**Data Analysis**

Data from the issue logs were collated and summarized, and comments were added to the qualitative data analysis. Data from the issue logs provided triangulation for focus group or interview data.

Follow-up interviews with patients, focus group data with health care professionals, and field notes were analyzed together using
a framework analysis, where the questions around the different apps provided a natural structure for the coding [45]. The NVivo 11 (QSR International) qualitative data analysis software was used to manage the data. The validity of the analysis was checked by returning to the data once themes were identified and through the use of a second researcher who carried out independent coding. Codes that emerged were discussed between 2 researchers, which is an approach that ensures rigor [46].

Results

Analysis Phase

The initial motivation for the development of the apps came from the literature examining previous studies looking at exercise adherence [13,18,25,26,28,30,32]. We identified the importance of goal setting and setting outcome-based goals (what is it that patients would like to do that they cannot do now) [25,30,32]. We also identified the value of feedback as a mechanism for building self-efficacy and as a means of social support in the exercise and mobile health interventions [14,15,18,32,47].

Health care professionals across the 3 fall services told us that they already carried out goal setting with patients on the first assessment but that this was informal. They indicated that an app that would support this process in a formalized way and providing feedback to patients would enhance current practice.

On the basis of the literature [25,29,30,32] and the discussion with health care professionals, we decided to develop long-term outcome-based goals as an important part of the app. Health care professionals usually ask patients about long-term outcome-based goals at the point of first assessment, so we wanted the app to facilitate this. Within the app, we offered a range of preset goals and based on feedback from health care professionals, grouped them into physical (physical ability or task specific) and emotional goals (I want to feel more confident).

The literature suggests that personalization of the exercise program and technology is important to patients [21] and that older adults prefer limited interaction with technology [21]. To ensure that the app was personalized to the individual and responsive to their needs and requirements, we decided to ask health care professionals to do most of the personalization. Therefore, 2 apps were created; one for the health care professional (to carry out goal setting with the patient and to communicate with them) and one for the patient (to receive messages and view exercises or goals). The health care professional could then guide the patient through the goal-setting process and personalize their goals and program. The patients’ goals and program would then transfer from their phone to the patients’ phone, requiring less interaction and less technical ability from the patient. As sensors in the phone are still unreliable in detecting static exercises without constantly moving the position of the phone or additional sensors [48], we decided not to use automatic detection of exercise through the phone but rather to include self-reporting of exercises within the patient app, which the health care professional could then see. This information provides an indication of the patient’s progress and adherence.

We decided to use pictures of the exercises included in the LLT’s home exercise booklets (Figure 1). Health care professionals liked the idea of using icons that they and patients were familiar with. We decided to adopt the name “Motivate Me” for the health care professional app. “Motivate Me” is LLT’s motivational training for working with older adults and the most adopted motivational training across the United Kingdom [41]. We adopted the name “My Activity Programme” for the patient app because health care professional and older adult feedback suggested we avoided the word “exercise.”

BCTs proposed as part of the apps, based on this initial consultation and the evidence [33], include goal setting (behavior and outcome), action planning (recording the plan to exercise in a diary on the smartphone or reminder text messages when it is time to start the program), and feedback on behavior (providing feedback on what they have done or benefits).
Design Phase

Basic Prototype

Following this initial consultation and development work that established the potential scope and requirements for the app, we created storyboards and app flow or options for the operationalization of the apps. Prototypes were then created. In the initial prototypes, both apps had a very simple design, including pale yellow buttons, black writing, and large font to aid visual impairment. No messages were displayed in the initial prototype.

PPI Workshops

Older Adults Workshop

Demographics of participants in both workshops are reported in Multimedia Appendix 3. We observed when we first introduced the concept of the technology that the majority of the older adults (6/8, 75%) were reticent about using smartphones, describing them as frightening. The two who were comfortable with the concept were the participants who had previously used a smartphone or tablet. However, it was observed by the facilitators later on in the group discussion that the older adults having held the phone, looked at the app and found that they were able to use it had some of their fears allayed (6/8, 75% were then positive about using the app). This supports the idea that involving users in the development of new technology means they are more likely to adopt it [21]. Further details of the feedback are outlined in Multimedia Appendix 4. Following these initial workshops, we created “How to” guides for health care professionals and older adults liaising with patients on our study advisory board.

Implementation Phase

In total, 7 patients (4 men; mean age 77.1, SD 8.53 years; range 64-92) took part, 6 agreed to be interviewed, and for one interview, the patient’s son was also present. Only two of the patients who took part already owned a smartphone. Further demographics are reported in Multimedia Appendix 1. During the testing, 2 physiotherapists (2 patients each) and 1 occupational therapist (3 patients) used “Motivate Me.” In total, 11 health care professionals participated in the focus groups.

Data from the issue log are summarized in Table 1, with relatively few issues with the apps. We asked patients and health care professionals whether they used the “How to guides.”
Patients and health care professionals did not feel that they needed to use the guides. Data were summarized under the two different smartphone apps and then the themes, barriers, facilitators, and building functionality, with 9 further subthemes. There were 2 additional cross-cutting themes: phone usability and confidence. First, we present the cross-cutting themes and then individual themes (Multimedia Appendix 5). Some themes only occurred in health care professional or patient data.

### Table 1. Issue log data.

<table>
<thead>
<tr>
<th>Participant and issue</th>
<th>Number of occurrences</th>
<th>Changes made to app</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delay in sync between the health care professional’s phone and patient’s phone</td>
<td>1</td>
<td>Fast sync capability added</td>
</tr>
<tr>
<td>Patients missing messages</td>
<td>2</td>
<td>Pop-up stays on phone until patient says “ok” or “I like it”</td>
</tr>
<tr>
<td><strong>Health care professionals</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amending exercises time consuming on health care professional’s phone</td>
<td>1</td>
<td>Process streamlined</td>
</tr>
<tr>
<td>Setting goals because of new year. 2017 options not available</td>
<td>1</td>
<td>Glitch in system amended immediately</td>
</tr>
</tbody>
</table>

### Cross-Cutting Themes

#### Phone Usability

Two patients found phone usability difficult in relation to the touch screen. Both had arthritis in their fingers and difficulty using the phone, and one patient was still able to use the phone with practice. The other patient decided that she did not like smartphones and stopped using it altogether. Others had no difficulties using it, even those who had never used a smartphone before. One patient wanted to keep the phone at the end of the study and asked the team further details about purchasing one. Two patients already had a Samsung phone and liked the familiarity of the phone. Patients and health care professionals commented on the standard messages sent by the network provider being annoying.

#### Confidence in Technology

Having confidence to use different technologies was an important factor in whether they were adopted for both health care professionals and patients. Health care professionals had a fear that the technology would put some patients off their rehabilitation program. Not all of the health care professionals supporting the usability testing were very technology minded and thus felt that there was a learning curve. However, it was observed that showing confidence was important for patients for them to have confidence. There was a view from health care professionals and patients that, as older adults used phones generally in life, confidence would increase.

For patients, there was confidence to be able to use the technology in the first place, and some patients regardless of support did not really engage with the technology. All of the patients who tried using the phone increased their confidence and ability. Once patients had built their confidence, they could then utilize the smartphone for other purposes.

Family support was important in building patients’ confidence, whether this was by children or spouses. Health care professionals reported that most families would support patients to use the technology.

### Barriers

#### Types and Delivery of Messages

Patients at times missed motivational messages and prompts in “My Activity programme.” Messages were delivered as pop-ups in the app, with no sound given, and they stayed on the screen for 5 min. For those with an existing phone, this was particularly the case because they were given a study phone rather than using the apps on their own phones. Patients received a daily message in the app asking about their health and giving them the option to suspend the messages if they were unwell, the format of this message caused particular confusion for one participant.

We asked patients about the potential of receiving voice messages rather than pop-up messages and whether they would find them more motivating. In general, patients felt that it could be intrusive. The family member of a patient said that if a health care professional was going to send voice messages, prerecorded or in real-time, they may as well ring them.

Health care professionals had mixed views about the potential for sending voice messages, and there was a concern that patients would not want to hear their voices. Health care professionals again spoke about the potential for these kinds of messages to be intrusive, unless in certain contexts. In the context of patients’ exercises, they had to be motivational as they felt that instructional messages related to exercises could cause risk if the health care professional could not see what they were doing.

#### Icons and Pictures

The pictures of the exercises including the use of a chair in “Motivate Me” and “My Activity Programme” were raised as an issue by health care professionals in all 3 services. This was also an issue in the home exercise booklets they handed out. Patients would follow the pictures rather than follow the therapists’ direct instructions. Health care professionals encourage patients to carry out their exercises in the kitchen using the worktop for support, rather than a chair. Patients did not comment on the icons or pictures.
App Flow
There were few changes suggested by participants for “My Activity Programme.” However, to enable the app to be simplified, there were suggested changes for “Motivate Me.” Health care professionals felt that the app was not easy enough to use and could be made more intuitive, particularly when setting goals with patients. There was an issue with the app fitting in their way of practice. Some services first ask patients what they want to achieve and pick the exercises related to those outcome-based goals. However, the team we worked with said that because it was an evidence-based program, they deliver all of the exercises as long as appropriate and tailor the feedback they gave to the patient dependent on their goal.

There was a suggestion that setting both types of goals (outcome and behavioral) in one process led to errors and a risk of work loss if a mistake was made. They suggested that the process needed to be broken up into 2 stages.

Facilitators
The Apps as a Communication Tool
My Activity Programme
Health care professionals were initially worried about us asking patients to report individual exercises, suggesting that it might be too demanding. We decided to test how much they would be willing to report with the option of reducing this if feedback was negative. Patients were happy to report their exercises and found it a satisfying way of communicating with their health care professional. They also liked to receive messages and found them helpful, although some would have liked to be able to respond to messages.

Motivate Me
Health care professionals saw their app as a good way to communicate with patients and see what they had reported. If the patient had not reported their exercises, then the health care professional could use the app to provide encouragement. They could also use it as a communication tool to support patients when they are not with them. It was not only seen as a communication tool in the short term during regular contact but also for long-term follow-up of patients after discharge.

Good App Usability
Patients reported good usability for “My Activity Programme” telling health care professionals during the testing that it was easy to use. There were very few suggested changes. Patients also reported that they could view their exercises on the app with no issues, even those who did not like using the smartphone managed to navigate the app.

Goal-Setting Functions
Goal setting is an important part of the behavioral intervention within “Motivate Me.” A part of usability was that health care professionals felt that it fit within their existing practice. Patients also liked the idea of goal setting together with the health care professional using the app, feeling that their needs and expectations were being considered.

Flexibility of Use
Health care professionals discussed the flexibility of the smartphone apps and how they could be used with different populations and services. They thought they could be used as preventative apps for exercise instructors and charitable organizations who may be delivering evidence-based fall prevention exercises. They also felt that they could be important tools for other at-risk populations.

Building Functionality
More Flexibility in Times
In terms of the functions in “Motivate Me,” there were some changes that patients asked for when setting goals. They did not always want to specify a time when they were going to do home exercise; instead, they wanted to fit it around their daily lives. We asked them whether they were happy to schedule a day to exercise, and they preferred to set specific days without specific times. Patients were happy to schedule a time when they were exercising with the health care professional, so flexibility was required within the app.

Additional Information
Motivate Me
Health care professionals thought it would be helpful for patients if they could add notes underneath where they had set the exercises, as they did in home exercise booklets. They discussed how it would be useful to use a keyword to search for goals within the library.

My Activity Programme
Health care professionals and patients suggested that patients should be able to view their goals (and exercises) at any point. In the prototype, patients could only view them on the days they had set to exercise, and it was felt that this caused inflexibility and confusion. Health care professionals wanted to check the patients’ phone so they could see that the goals had gone into their app, in the current format they could not do this.

Patients and health care professionals talked about whether the motivational messages could stay on the screen for longer so they did not get missed. Some patients requested a loud noise when the pop-up came through to prevent them from missing it. Health care professionals also talked about not knowing whether patients had seen the messages and whether we could ask patients to say they “liked them,” and then see this in their app.

Finally, one service discussed whether “My Activity Programme” could include videos of the exercises. There was a discussion about patients sending health care professionals’ video clips of them carrying out the exercises. However, if this was too complex, then health care professionals discussed the potential to at least link the app to other resources, existing systems, and websites they already had in place where patients could access videos.
Discussion

Principal Findings

Introducing technology to patients and health care professionals is challenging, with a range of barriers around usability and acceptability. However, although barriers to the use of the apps were identified within this study, solutions were also offered by patients and health care professionals. Getting users involved in the development of technologies is recommended as key to their success, and we think this has led to very few changes suggested to the “My Activity Programme” during the implementation phase [21]. The iterative approach used through HCD has been found to be successful in creating apps that are usable for older adults and clinicians [34,36] and has enabled us to ensure that the apps are flexible and can continue to evolve. Our app development fits within a user-led design approach and we have consulted older adults, patients, and health care professionals not only about their needs and at key design points but also throughout the design process [49]. We liaised with different sets of health care professionals and both older adults in the community, previous patients of fall services, and current patients through the different stages of development to enable diverse inputs. Overall, we found that creating two apps and making “My Activity Programme” simple, tailored, and personalized helped to make it more acceptable to patients and alleviated fears of technology.

Results from the analysis phase indicated that goal setting (outcomes and behavior) and feedback would enhance current practice. Collecting example goals from both health care professionals, instructors, and older adults was an important part of ensuring that the apps could be personalized, which is essential [50]. Using recognizable and relevant goals and icons for the exercises were thought to make professionals and patients feel more confident.

The results of the implementation phase reflected earlier findings from the analysis phase, suggesting that there were initial barriers to phone use. Issues with the touch screen were discussed as a barrier to use, particularly where patients had arthritis and poor finger dexterity. The TAM focuses on perceived ease of use and the role it plays in acceptance [37]. A smartphone is needed for these types of apps, and from previous research, we know that participants would prefer not to navigate new technology [14]. All current smartphones are provided with a touch screen, and further work is being carried out to explore their use [51]. However, it was suggested that the use of a smartphone could overwhelm most of the issues. Text messages from network providers were perceived by health care professionals as annoying, the option to use roaming SIM cards (across networks) to increase 3G/4G coverage now means that this does not have to be an issue.

Ensuring that the apps fit the needs of health care professionals and patients was an important part of our development process. Confidence in using the technology is important for health care professionals and patients. Health care professionals are more likely to adopt technological interventions if they perceive the benefit to themselves and patients [52]. The TAM focuses on the acceptance of technology being related to its perceived usefulness [37]. Health care professionals saw their confidence as important in encouraging patient confidence in the use of the technology. There was a perception from health care professionals and patients that the more they used the technology the more confident they would become, something established in previous research [52,53]. The support of family and friends played an important role in supporting patients’ attitudes toward technology and confidence to use it [21]. Feedback on the apps provides further insight into the potentially acceptable delivery of messages. We found that pop-up messages were mostly acceptable and a key communication tool between health care professionals and patients. Personalized and tailored messages directly from the health care professional garnered the best response in our testing, and a recent evidence review supports this [54]. There is currently no clear evidence on what older adults find motivating in terms of number, type, and delivery of messages from an app that supports fall rehabilitation. We know that to encourage participation in fall prevention technologies, we should emphasize the benefits of positive active aging [21] and that messages should be positively framed [44,55].

For the apps to be acceptable, they had to fit with health care professionals’ practice as well as be flexible and fit with older adults’ needs. Previous research suggests that technological solutions for fall prevention need to be individually tailored [21]. Interviews with patients suggested flexibility around goal setting and message delivery so that the use of the technology was not restrictive and fit with their lives. Focus groups with staff-provided suggestions of how “Motivate Me” could be improved so that further individualization was offered, for example, adding notes and ensuring the process of goal setting more closely reflected practice. Health care professionals discussed other additional features that could enhance the app, for example, videos, which need to be carefully considered alongside burden on the participant and data confidentiality, issues previously raised as barriers [21]. Health care professionals also identified the potential for the apps to be used with different populations and for follow-up after the rehabilitation phase.

“My Activity Programme” included asking patients to self-report their rehabilitation exercises. There is a lack of well-validated self-report measures for recording adherence in the specific context of prescribed but unsupervised home-based rehabilitation exercises for older adults [56]. Studies have found a poor correlation between self-reported exercise questionnaires and objective measures such as accelerometers [57,58]. However, Fukuoka et al [59] found good compliance and correlation between self-reported activity on an app and a step counter. Objective measurement of rehabilitation exercises is difficult without asking patients to wear multiple sensors [60], something that has shown promise but has usability issues, particularly with this patient cohort [21].

During the development phase, health care professionals questioned whether participants would be willing to report individual exercises, although health care professionals found information on type of exercise, dose, and intensity useful. We found that patients were happy to report their exercises and, at
times, found this motivation, which is related to the general literature on self-monitoring [61]. This app could in fact provide important contextual data for those trying to monitor people’s physical activity as the sensors in the phone alone are currently inadequate at detecting static strength and balance [60].

**Limitations**

There were limitations to the study. As part of the analysis phase of the study, we decided to move to a system that used 2 apps that interacted (setting goals on “Motivate Me” and using “My Activity Programme” to receive messages and report exercises). This approach mirrored practices as the health care professional will set the patients’ exercise program in consultation with them. It also made the patient app easier to use. We did not ask older adults in the workshop or patients in the interviews directly about whether they would like to be able to change their exercise schedule or goals themselves, but instead asked open-ended questions about the apps. This never arose as an issue for either older adults in the workshop or patients in interviews. However, it may be that some patients could find that the inability to change their program themselves (eg, when they planned to exercise and their outcome goal) negatively impacts their motivation; we know that control is important to use [21]. We need to balance functionality with the capabilities of our target group, and this is an important consideration for future iterations and something that may occur with longer use. There were very few changes to “My Activity Programme” suggested by older adults in the workshop. This could be because at this initial stage, not all of the functionality was in place (eg, messages did not come through at this point); therefore, they mostly focused on its look and style. Apart from explaining how the goal setting would work with health care professionals and asking for feedback on ideas for goals and messages, we did not show older adults “Motivate Me” in the first workshop. This was because we primarily wanted feedback from health care professionals at this stage and did not want to overwhelm older adults with something they would not directly use. However, further data from older adults could have proved useful.

The workshop was carried out with community-dwelling older adults who attended a strength and balance class, whereas the testing was carried out directly with patients. It could be argued that they were two different populations, and this may have influenced feedback. We argue that it is a strength to represent a wide variety of older adults’ views. We have a good representation of men and women in terms of older adults, patients, and health care professionals. Although usability testing was performed with patients aged 50 years and older, we wanted to test the app directly with the population who would use it. Recruitment took longer than anticipated and was exacerbated by the Christmas period. Therefore, a much smaller number of patients were recruited than planned. There was a lack of recruitment from Black and minority ethnic populations. However, the participants recruited represented a good mix of patients in terms of comorbidities, age, gender, and prior experience with technology. The period we tested the technology over was relatively short and may not have identified all implementation and usability issues. We also could have used a usability questionnaire. However, at this point, this was a predominantly qualitative initial development, acceptability, and usability work designed to lead to further feasibility work.

**Conclusions**

Overall, we have established that “Motivate Me” and “My Activity Programme” were acceptable to most older adults and patients who participated and all health care professionals. We developed important personalized content for our apps. There is a lack of research on smartphone-based interventions for the support of fall management and prevention. This study enabled us to build 2 apps that have the potential to support health care professionals and patients with their rehabilitation program. “Motivate Me” and “My Activity Programme” require further improvement and development and then need to be explored in practice as part of a bigger feasibility trial.
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Abstract

Background: In Ethiopia, health extension workers (HEWs) are deployed across the country by the government to meet public health needs. Team communication is important for effective teamwork, but community health workers in low-resource settings like Ethiopia may face challenges in carrying out team meetings to compile service statistics. This is due to the nature of their outreach activities, which requires extensive travel.

Objective: This study aimed to identify gaps in team communication about service statistics among HEWs in Ethiopia. Considering mobile communication and data collection as tools for bridging these gaps, we examined disparities in access to electricity, which has been identified as one of the major barriers to this approach.

Methods: Data from the most recent Performance Monitoring and Accountability 2020 service delivery point survey were used for our analysis. Logistic regression analysis was performed to identify disparities in team communication on service statistics for family planning, which is a major component of the HEW’s job. Disparities were examined across health facilities with different levels of HEW integration in their staffing structure (ie, no HEWs, at least one HEW, or only HEWs). Additionally, a chi-square test was conducted to examine disparities in access to electricity to explore the potential of mobile communication and data collection integration.

Results: In total, 427 health facilities of four different types (ie, hospitals, health centers, health posts, and health clinics) were included in our analysis. At most health posts (84/95, 88%), only HEWs were employed; none of the health clinics integrated the HEW model into their staffing structure. Among the 84 health posts, the odds of having team meetings on family planning service statistics in the past 12 months were 0.48 times the odds of those without HEWs ($P=.02$). No statistically significant differences were found between HEW-only facilities and facilities with at least one HEW, or only HEWs). Additionally, most health facilities (69/83, 83.13%) with HEWs as the only staff had no electricity at the time of the survey while 71.25% (57/80) had intermittent access (ie, service disruption lasting 2 or more hours that day). There were statistically significant differences in electricity access among health facilities with different levels of HEW integration ($P<.001$).

Conclusions: Facilities employing only HEWs were less likely to have regular team meetings to discuss service statistics. Since their responsibilities involve extensive outreach activities, travel, and paper-based recordkeeping, empowering HEWs with mobile communication and data collection can be a workable solution. The empirical evidence regarding disparities in electricity access also supports the need for and the feasibility of this approach.

(JMIR Mhealth Uhealth 2020;8(9):e20848) doi:10.2196/20848
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Introduction

Team-based interactions among health workers have been considered to be drivers for productivity, effective service delivery, cooperation, and quality improvement [1,2]. When teams communicate on a regular basis, health workers can share workload, make more informed decisions, and exchange new ideas in a more efficient manner [3]. In resource-limited settings, building teamwork through communication can be challenging but critical. In fact, previous studies have demonstrated that communication is one of the key factors for establishing teamwork in low- and middle-income countries (LMICs). A study conducted in Tanzania identified team communication as one of the main strategies for team implementation efforts in improving postpartum care [4]. Another study that reviewed 47 studies regarding teamwork among community health workers (CHWs) and health care teams found regular team meetings with specific purposes to be an essential component of the team’s interdependence [2]. Another study from India revealed that team communication for cross-checking records, planning outreach sessions, or cross-training is an important part of practices managed by CHWs [5]. In the Zambian context, Yeboah-Antwi et al [3] identified good communication and sharing information as two core factors that characterize teamwork.

In LMICs where a shortage of skilled health professionals triggered the deployment of CHWs, team communication can be even more challenging. Specifically, scheduling a regular team meeting may not be feasible since the majority of the CHW’s work involves community outreach that requires extensive travel. CHWs are in a unique position where they function as a liaison between the community and the health system. According to the World Health Organization (WHO) guidelines, the tasks of CHWs defined by International Labour Organization include providing education and advice for communities, conducting outreach efforts, and managing medical supplies [6]. In other words, CHWs are responsible for supporting communities as well as the health system, requiring frequent travel and activities outside of health facilities.

Ethiopia is one of the low-income countries that implemented a community-based health program involving CHWs called health extension workers (HEWs). In 2003, the Ethiopian Federal Ministry of Health introduced the Health Extension Program, and as part of that program, HEWs have been recruited, trained, and salaried by the government to meet the public health needs of the community [7-9]. HEWs are mostly female with at least a 10th-grade education and are from the communities they serve, allowing them to build trust and rapport with the community [8]. According to task analysis studies for HEWs, they spend a majority of their time on travel or outreach activities, which may limit the possibilities for effective team communication. Studies have noted that HEWs spend approximately 75% of their working time performing outreach activities [8,10,11]. A time and motion study found that they spend 15.5% of their time traveling between work activities [12]. As a result, gathering for a regular staff meeting at the same location may not be a workable solution for HEWs to share information or ideas.

Indeed, the HEW’s difficulty due to extensive travel lies not only in the flow of information per se but also in the quality of information shared among HEWs and their supervisors [13]. Previous literature suggested that the existing paper-based data collected between travels by HEWs pose a challenge in terms of poor quality and extra burden for aggregation or reporting [14,15]. Studies have pointed out that recordkeeping and reporting of service data is one of the main tasks assigned to HEWs, requiring them to bring a paper-based field book while traveling for outreach activities [14,16]. After returning to health facilities, HEWs need to spend extra time on compiling or validating the data and generating service statistics for reporting. Working with paper-based field book can be inefficient, and there is a risk for loss of data or limited validity.

In this context, the primary objective of this study is to identify gaps in team communication on service statistics among health facilities with no HEWs, at least one HEW, or exclusively HEWs comprising their staffing structure. Based on previous literature on the impact of mobile technology on teamwork and communication, we considered mobile communication and data collection as good candidates for bridging these gaps [17]. To identify potential challenges in mobile communication and data collection, we examined disparities in access to electricity across different health facilities. In fact, evidence from a systematic review on health workers’ use of mobile devices in low-resource settings found that poor access to electricity is one of the main barriers to mobile communication and data collection [18].

Methods

Data and Scope

For analysis, the most recent Performance Monitoring and Accountability 2020 (PMA2020) service delivery point data were used. PMA2020 is an initiative for improving family planning in LMICs supported by the Bill and Melinda Gates Foundation and collects a nationally representative sample data through mobile data collection [19]. Specifically, the PMA2020 Ethiopia Round 6 Service Delivery Point 2018 data were used for the study. PMA2020 service delivery point data comprise a nationally representative data set collected at the health facility level and is publicly available upon request [19]. For data collection, trained resident enumerators visit the sampled facilities and conduct surveys via mobile phones [20]. By utilizing mobile data collection strategy for large-scale surveys on various health issues such as family planning or water and sanitation, PMA2020 provides rapid and high-quality data for decision making and policy design.

Ethiopia Round 6 data contain information about 476 health facilities and their service provision and quality, with special attention paid to family planning. In total, the 427 health facilities that reported valid responses to the key questions needed for our analysis were included in this study. For example, facilities that did not provide information about the number of each staff position were excluded since disparities were compared across health facilities with different levels of HEW integration in the staffing structure. Health facilities were categorized as those with no HEWs, at least one HEW, or HEWs as the only staff position. In the context of Ethiopia’s health
system, two HEWs are usually deployed to each health post to cover 3000 to 5000 people to improve primary health care [16]. In addition to health posts, three other types of health facilities were included for analysis—hospitals, health centers, and health clinics. Although data on pharmacies, retail outlets, and others were available, they were not included in the analysis because their focus is not on the provision of health services.

### Measurements

The primary outcome measure is the binary variable of team communication on service statistics for family planning, which is the main responsibility of the HEW [9,16,21]. It is defined as having any meetings with staff to discuss service statistics or inventory for family planning in the past 12 months [19]. Examples of family planning service statistics include the total number of visits or the number of emergency contraception units sold in the past completed month [19]. Explanatory variables include the level of integration of HEWs into the staffing structure, location (ie, urban or rural areas), knowledge of the catchment population size, and recent external supervisor visit and support from nongovernmental organizations (NGOs) for family planning services. The level of integration of HEWs into the staffing structure was measured categorically—facilities with no HEWs, with at least one HEW, or comprising entirely of HEWs. Recent external supervisor visits were categorized as having occurred more than 6 months ago versus within the past 6 months. Support from NGOs for family planning services included funding or other types of support in the past 12 months, like training, technical assistance, or supplies [19]. The reasoning behind adding this variable comes from previous studies that discussed NGOs’ special focus on management strategies and relatively higher level of technical competence than government or private facilities for the implementation of family planning services in Ethiopia [22,23].

Having access to electricity can facilitate wireless communication, charging mobile devices, and maintaining other electronic devices for communication and data management. To assess the disparities in access to electricity as the potential barrier to mobile communication and data collection, two measures related to electricity access were examined. The first measure looked at whether the facility had electricity at the time of the survey, and the second measure investigated whether there was intermittent access at the facility (ie, service disruption of 2 or more hours on the day the survey was conducted).

### Statistical Analysis

Descriptive statistics were used to provide an overview of the characteristics of health facilities that have no HEWs, at least one HEW, or comprised only HEWs. To study the association between team meetings on service statistics and the integration of HEWs into the staffing structure, we conducted a binary logistic regression analysis. Predicted probabilities for having team communication in the past 12 months among health facilities were estimated and presented graphically. A chi-square test was performed to assess disparities in access to electricity among health facilities with no HEWs, at least one HEW, or only HEWs. Stata (version 15, StataCorp LLC) was used for statistical analysis [24].

### Results

#### Descriptive Statistics

Descriptive statistics are presented in Table 1. In terms of facilities, four types representing the health system of Ethiopia—hospitals, health centers, health posts, and health clinics—were identified. The hierarchy of the primary health care unit in Ethiopia is as follows: the woreda (district) health office oversees health centers, which in turn supervise five health posts [16,25]. Additionally, hospitals and health clinics provide support for the health system. In total, 84 out of 95 health posts (88%) comprised only HEWs; no other facility type had this composition. There was at least one HEW deployed at all health posts. On the other hand, health clinics in the sample did not integrate HEWs at all into their staffing structure. Among facilities that had no HEWs, 45.1% (n=105) were hospitals, 45.9% (n=107) were health centers, and 9% (n=21) were health clinics.
Table 1. Descriptive statistics for health facilities (source: PMA2020 Ethiopia Round 6 Service Delivery Point 2018 [19]).

<table>
<thead>
<tr>
<th>Variable</th>
<th>No HEWs&lt;sup&gt;a&lt;/sup&gt; (n=233)</th>
<th>At least one HEW (n=110)</th>
<th>Only HEWs (n=84)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facility type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>105 (45.1)</td>
<td>3 (2.7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Health center</td>
<td>107 (45.9)</td>
<td>96 (87.3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Health post</td>
<td>0 (0)</td>
<td>11 (10)</td>
<td>84 (100)</td>
</tr>
<tr>
<td>Health clinic</td>
<td>21 (9.0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>122 (52.4)</td>
<td>41 (37.3)</td>
<td>73 (86.9)</td>
</tr>
<tr>
<td>Urban</td>
<td>111 (47.6)</td>
<td>69 (62.7)</td>
<td>11 (13.1)</td>
</tr>
<tr>
<td>Managing authority</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td>210 (90.1)</td>
<td>110 (100)</td>
<td>84 (100)</td>
</tr>
<tr>
<td>Private</td>
<td>22 (9.4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Knowledge of catchment population size</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable (no catchment area)</td>
<td>17 (7.3)</td>
<td>4 (3.6)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>No</td>
<td>18 (7.7)</td>
<td>5 (4.6)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>198 (85.0)</td>
<td>101 (91.8)</td>
<td>82 (97.6)</td>
</tr>
<tr>
<td>Recent external supervisor visit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than 6 months ago</td>
<td>24 (10.3)</td>
<td>21 (19.1)</td>
<td>6 (7.1)</td>
</tr>
<tr>
<td>Within the past 6 months</td>
<td>209 (89.7)</td>
<td>89 (80.9)</td>
<td>78 (92.9)</td>
</tr>
<tr>
<td>Received support in the past 12 months from an NGO&lt;sup&gt;b&lt;/sup&gt; for family planning services</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>101 (43.4)</td>
<td>26 (23.6)</td>
<td>50 (59.5)</td>
</tr>
<tr>
<td>Yes</td>
<td>132 (56.7)</td>
<td>84 (76.4)</td>
<td>34 (40.5)</td>
</tr>
<tr>
<td>Had meetings with staff to discuss services statistics for family planning in the past 12 months</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>45 (19.3)</td>
<td>12 (10.9)</td>
<td>24 (28.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>188 (80.7)</td>
<td>98 (89.1)</td>
<td>60 (71.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HEW: health extension worker.

<sup>b</sup>NGO: nongovernmental organization.

With regard to location, 86.9% (n=73) of the facilities with only HEWs were located in rural areas, whereas 62.7% (n=69) of those with at least one HEW were located in urban areas. Among health facilities with no HEWs, 52.4% (n=122) were located in rural areas and 47.6% (n=111) were in urban areas. All facilities with at least one HEW or HEWs as the only staff were managed by the government. This result reflects the fact that HEWs are employed, trained, and salaried by the government [10,26].

When asked about the size of the catchment population, facilities with HEWs as the only position had the highest proportion of positive answers (n=82, 97.6%). For facilities with no HEWs or at least one HEW, more than 5% (n=35 and 9, respectively) answered that they had no catchment area or did not know the size of the catchment population.

In terms of recent external supervisor visits, facilities with HEWs as the only staff had the highest proportion of having a supervisor visit within the past 6 months (n=78, 92.9%). For facilities with no HEWs or at least one HEW, it was 89.7% (n=209) and 80.9% (n=89), respectively.

As for support from NGO for family planning services in the last 12 months, facilities with at least one HEW had the highest proportion of having received this support (n=84,76.4%); 56.7% (n=132) of facilities with no HEWs and 40.5% (n=34) of those with HEWs as the only staff position reported that they had received support from NGOs.

When comparing experiences of team communication among health facilities, those comprising only HEWs had the lowest proportion of team meetings about service statistics in the past 12 months (n=60, 71.4%). Overall, 80.7% (n=188) of facilities with no HEWs and 89.1% (n=98) of those with at least one HEW had meetings to discuss service statistics for family planning in the past 12 months.
Disparities in Team Meetings About Service Statistics

Table 2 shows the results from the logistic regression analysis that examined the association between team communication on family planning service statistics and the representation of HEWs in staffing structures. For health facilities with HEWs as the only staff, the odds of having team meetings on family planning service statistics during the last 12 months were 0.48 times compared to those without HEWs ($P=0.02$). However, there was no statistically significant difference between HEW-only facilities and facilities with at least one HEW plus other staff. Figure 1 presents the estimated predicted probabilities of having team communication among facilities with different levels of HEW integration in their staffing structure.

The association between knowledge on catchment population size and team communication experience was as follows: facilities that were aware of the size of the catchment area were more likely to report instances of team communication regarding service statistics in the last 12 months compared to those that did not have a catchment area or had no knowledge of its size (odds ratio [OR] $2.21$, $P=0.03$).

Table 2. Logistic regression model for the association between team communication on family planning service statistics and the integration of health extension workers (HEWs) into the staffing structure (source: PMA2020 Ethiopia Round 6 Service Delivery Point 2018 [19]).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Team communication in the past 12 months</th>
<th>SE</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integration of HEWs into staffing structure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ref: no HEWs)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least one HEW</td>
<td>$1.78$ ($0.88-3.62$)</td>
<td>$0.65$</td>
<td>$0.11$</td>
</tr>
<tr>
<td>Only HEWs</td>
<td>$0.48$ ($0.25-0.90$)</td>
<td>$0.15$</td>
<td>$0.02$</td>
</tr>
<tr>
<td>Location (ref: rural)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>$0.68$ ($0.39-1.18$)</td>
<td>$0.19$</td>
<td>$0.17$</td>
</tr>
<tr>
<td>Knowledge of catchment population size</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ref: none or no catchment area)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>$2.21$ ($1.06-4.64$)</td>
<td>$0.84$</td>
<td>$0.03$</td>
</tr>
<tr>
<td>Recent external supervisor visit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ref: &gt;6 months ago)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within the past 6 months</td>
<td>$1.02$ ($0.46-2.25$)</td>
<td>$0.41$</td>
<td>$0.96$</td>
</tr>
<tr>
<td>Received support in the last 12 months</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>from an NGO for family planning services</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ref: no)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>$1.47$ ($0.88-2.45$)</td>
<td>$0.39$</td>
<td>$0.14$</td>
</tr>
</tbody>
</table>

$^a$ref: reference.

$^b$NGO: nongovernmental organization.
Disparities in Access to Electricity

Table 3 illustrates the disparities in access to electricity among health facilities with no HEWs, at least one HEW, and only HEWs in their staffing structure. When asked if they had electricity at the time of the survey, the majority of the respondents from facilities with no HEWs (190/233, 81.55%) and those with at least one HEW (88/110, 80.0%) said that they had access to electricity. On the contrary, 83.13% (69/83) of the respondents from health facilities with only HEWs responded that they had no electricity at the time of the survey. Chi-square test results indicate that there was a statistically significant difference in this regard ($P<.001$).

Table 3. Disparities in access to electricity for health facilities with different levels of health extension worker (HEW) integration into their staffing structure.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Access to electricity</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No, n (%)</td>
<td>Yes, n (%)</td>
</tr>
<tr>
<td>Intermittent electricity access (ie, disruption lasting 2 or more hours)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No HEWs</td>
<td>156 (66.95)</td>
<td>77 (33.05)</td>
</tr>
<tr>
<td>At least one HEW</td>
<td>70 (64.22)</td>
<td>39 (35.78)</td>
</tr>
<tr>
<td>Only HEWs</td>
<td>23 (28.75)</td>
<td>57 (71.25)</td>
</tr>
<tr>
<td>Has electricity at this time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No HEWs</td>
<td>43 (18.45)</td>
<td>190 (81.55)</td>
</tr>
<tr>
<td>At least one HEW</td>
<td>22 (20.00)</td>
<td>88 (80.00)</td>
</tr>
<tr>
<td>Only HEWs</td>
<td>69 (83.13)</td>
<td>14 (16.87)</td>
</tr>
</tbody>
</table>

$^a$Chi-square test.

However, when the respondents were asked if they had electricity at least on the day of the survey, but with a service disruption of 2 or more hours, 71.25% (n=57) of facilities with only HEWs in their staffing structure said “yes.” For facilities with no HEWs and those with at least one HEW, the percentages were much lower: 33.05% (n=77) and 35.78% (n=39), respectively. Again, the chi-square test result indicated that there was a statistically significant difference in intermittent access to electricity among health facilities with different levels of HEW integration in their staffing structure ($P<.001$).
Discussion

Principal Findings

This study demonstrated that health facilities in Ethiopia with only HEWs are less likely to have team meetings to discuss service statistics and more likely to experience unstable access to electricity than those without HEWs. To further explore the gaps in team communication, we focused on possible challenges among HEWs in terms of scheduling a meeting in a physical location and generating basic statistics from the paper-based field books they carry while traveling.

First of all, convening a meeting at a physical location may not be feasible for HEWs who travel a lot. Given the HEWs’ role as CHWs, the majority of their working time is devoted to outreach activities and extensive travel [12]. As evidenced by previous studies, they spend approximately 75% of their working time on outreach activities and 15.5% on travel [8,10-12]. We confirmed with one health bureau staff that, in general, 80% of the HEW’s working time or 4 days per week is spent on visiting households or conducting outreach activities. Consequently, HEWs may face difficulties in meeting team members to discuss service statistics, and the results from this study provide evidence on gaps between facilities with only HEWs and those without HEWs.

Another important aspect of these gaps in team communication on service statistics is the extra burden involved to generate basic statistics. As previous studies have stated, part of the reason for these gaps may come from the inefficiencies associated with the paper-based recordkeeping practice among HEWs [13,27]. When HEWs travel for their outreach activities, they usually carry a paper-based field book for recording purposes. In this field book, they record information about clients as well as services provided. After they return from the community, HEWs spend extra hours updating various information sheets for reporting, such as tally sheets, kebele (lowest administrative unit) profiling templates, or follow-up cards for various types of health conditions [8]. In addition to the inefficiencies associated with paper-based records, there is a risk for loss, duplication, or invalidity of data. These challenges, which are related to service statistics, can explain the gaps identified in this study to some extent.

Building upon previous studies, we considered mobile communication and data collection as a potential solution for these challenges [17]. In doing so, we identified disparities in access to electricity, which are potential barriers to mobile communication and data collection adoption. The disparities in access to electricity identified from this study support the need for and the feasibility of this approach. According to our results, health facilities with HEWs as the only staff had a substantially lower level of access to electricity at the time of the survey (16.87%) compared to facilities with no HEWs (81.55%) or with at least one HEW (80.0%). However, it was noted that 71.25% of facilities with only HEWs had intermittent access to electricity, implying the possibility of using it for charging mobile devices between travels.

Ideally, stable access to electricity and wireless networks would be needed for the effective use of mobile devices among HEWs. Currently, there is a pilot program involving an electronic community health information system for some health posts in the Oromia region so that HEWs can use a tablet computer for recordkeeping purposes. In addition, previous studies on HEWs in Ethiopia have already examined the potential for and the feasibility of using mobile devices for communication and data collection [13,28-31]. A qualitative study based on the Ethiopian context suggested that HEWs who participated in the intervention involving smartphones for data collection saw it as a “helping hand” [31].

Our study has limitations in terms of generalizability and the variables available from the secondary data. First, the scope of the analysis is focused on HEWs in Ethiopia although CHWs are deployed across many LMICs. The rationale for choosing Ethiopia as a target for this exploratory analysis was based on its well-structured staffing model for primary health care at the community level involving CHWs employed by the government. Future studies can explore the gaps in team communication on service statistics among CHWs in other contexts.

Secondly, the analysis is limited to the available variables from the PMA2020 data, which is secondary data collected by a global initiative. Most importantly, team communication for sharing information on service statistics can be assessed by various measures but the PMA2020 data provided only information on whether the facility had staff meetings on service statistics for family planning for the past 12 months or not. Also, additional measures that can examine facilitators and barriers for mobile communication and data collection should be examined in addition to electricity access. Based on our findings, future studies can investigate other variables that can explain the gaps in team communication on service statistics and the potential factors for assessing the feasibility of mobile communication and data collection.

As an exploratory analysis, this study attempted to provide empirical evidence on gaps in team communication about service statistics among CHWs in Ethiopia and explore the potential for mobile communication and data collection. As evidenced by current pilot programs and previous literature, utilization of mobile communication and data collection by HEWs can help bridge the gaps in team communication concerning service statistics.

Conclusions

This study aimed to examine the gaps in team communication for discussing service statistics among HEWs in Ethiopia. On the one hand, HEWs face challenges in convening for meetings at a physical location due to the extensive outreach activities and travel associated with their line of work. On the other hand, generating basic statistics from the paper-based field books that HEWs carry while traveling requires extra effort. In this context, we explored the potential for mobile communication and data collection and discussed how it can transform the way that HEWs cross-check and share service statistics data. Building upon the findings from this study, the workflow of HEWs can be improved for efficient team communication on service statistics.
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Abstract

Background: Endoscopes are widely used for visualizing the respiratory tract, urinary tract, uterus, and gastrointestinal tracts. Despite high demand, people in underdeveloped and developing countries cannot obtain proper access to endoscopy. Moreover, commercially available endoscopes are mostly nonarticulable as well as not actively controlled, limiting their use. Articulating endoscopes are required for some diagnostic procedures, due to their ability to image wide areas of internal organs. Furthermore, actively controlled articulating endoscopes are less likely to harm the lumen than rigid endoscopes because they can avoid contact with endothelial tissues.

Objective: The study aimed to demonstrate the feasibility and acceptability of smartphone-based wide-field articulable endoscope system for minimally invasive clinical applications in developing and less developed countries.

Methods: A thin articulable endoscope system that can be attached to and actively controlled by a smartphone was designed and constructed. The system consists of a flexible endoscopic probe with a continuum mechanism, 4 motor modules for articulation, a microprocessor for controlling the motor with a smartphone, and a homebuilt app for streaming, capturing, adjusting images and video, and controlling the motor module with a joystick-like user interface. The smartphone and motor module are connected via an integrated C-type On-The-Go (OTG) USB hub.

Results: We tested the device in several human-organ phantoms to evaluate the usability and utility of the smartphone-based articulating endoscope system. The resolution (960 × 720 pixels) of the device was found to be acceptable for medical diagnosis. The maximum bending angle of 110° was designed. The distance from the base of the articulating module to the tip of the endoscope was 45 mm. The angle of the virtual arc was 40.0°, for a curvature of 0.013. The finest articulation resolution was 8.9°. The articulating module succeeded in imaging all 8 octants of a spherical target, as well as all 4 quadrants of the indices marked in human phantoms.

Conclusions: The portable wide-field endoscope was successfully controlled using a smartphone, yielding clear images with a resolution of 960 × 720 pixels at realistic focal distances. Actively and precisely controlled articulating movements have resulted in minimally invasive monitoring in the narrow space of internal organs providing a wide-area view. We found our smartphone-based active articulated endoscope to be suitable for point-of-care applications in developing and less developed countries.

(JMIR Mhealth Uhealth 2020;8(9):e17057) doi:10.2196/17057
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Introduction

Over the past few decades, endoscopy has become a fundamental clinical approach for noninvasive screening and diagnosis of various diseases. Now, endoscopy designers have expanded the range of functions to include longitudinal observation in noninvasive methods, simple medical procedures, biopsy, local therapy, or minimally invasive robotic surgery [1,2]. Despite their essential utilities for screening and diagnosis, clinical endoscopes rarely leave the hospital; thus, they are used mainly for clinical applications such as biopsy and staging for diseases.

In resource-poor undeveloped and developing countries, it is difficult to obtain proper endoscopy service. For example, the majority of hospitals in Nigeria have no facilities for endoscopy [3]. Moreover, less developed countries often have serious power supply problems. The medical power supply does not satisfy the needs of patients; consequently, proper medical care relies on local generators. The poor supply of power has deleterious effects on medical endoscopy, because endoscopic procedures are abruptly stopped due to power interruptions [3]. In addition to power deficiencies, several other problems in developing countries disrupt endoscopy service to serious levels. The limited number of hospitals that are able to provide endoscopy services, poor maintenance, and broken endoscopes, as well as the long distances between rural areas and large hospitals, combine to prevent people in need from receiving proper endoscopy service.

Despite the increasing demands for overcoming current problems, there have been few attempts to integrate medical devices into smartphones having ample potential for solving those limitations. In addition to having the performance of a personal computer, smartphones are portable and can be equipped with many useful peripherals, including selfie sticks, USB devices, sensors, and supplementary microprocessors. However, most of the apps of smartphone devices are based on the sensors built into smartphones, such as the cameras, accelerometer, gyroscope, magnetometer, and barometer. Those functions are commonly used to determine the user’s position, movement, and posture. Some of the smartphone attachments are developed for biological analysis with simple optical devices which enable to perform enzyme-linked immunosorbent assay analysis [4] and immunosays or to collect and analyze recombinant bovine somatotropin microsphere assay data of food allergens [5].

There are various smartphone-based endoscopes on the market. These endoscopes are small, long webcams that can be connected to smartphones via USBs that enable endoscopic webcams to be connected to desktops, laptops, and even smartphones [6]. The price range of these peripheral devices varies from US $10 to $100 [7]. These peripheral devices are employed for industrial applications such as pipe and car inspection. They are mostly flexible to various degrees, including flexible rubber covering inner electronics and a long spine-like exoskeleton that can be fixed in a position when shaped by external forces; however, the flexible probe cannot be actively controlled. These passively bendable endoscopes have a long, stiff top-head and large diameter due to their exoskeletal rubber jacket, making it difficult to access narrow spaces. Endoscopes with a spine-like exoskeleton are not only extremely thick to be employed for medical examination but also extremely rigid, thus presenting a risk of harming the soft inner surface of the organs [8]. Therefore, neither of these endoscopes are suitable for medical inspection. Moreover, none of the commercially available smartphone endoscopes are actively articulable; thus, they cannot actively scan tubular organ canals. A few rigid endoscopes are designed such that they can inspect the insides of the human body; however, they are rigid and short, limiting them to the shallow parts of the body (eg, the nostrils and entrance to the ear canals).

The articulating endoscope is needed in medical diagnosis for several reasons. The first is patient safety and comfort. Patient comfort following a minimally invasive procedure differs significantly with flexible versus rigid endoscope use. In addition, actively articulated flexible endoscopes can provide better safety and comfort than passively articulated ones. Gmeiner et al [9] reported that flexible endoscopy resulted in more patients being comfortable after treatment, while rigid endoscopy always required general anesthesia or sedation during the procedure. For example, not all patients tolerate rigid laryngoscopy, particularly those with a sensitive gag reflex or limited jaw or neck mobility [10]. Sensitive patients or patients with limited movements undergoing rigid laryngoscopy are more likely to feel uncomfortable during and after the procedure. Additionally, patients reported less pain during cystoscopy performed with flexible cystoscopes compared with rigid cystoscopes [11,12]. The second reason why articulating endoscopes are needed in medical diagnosis is that they can provide wide-area monitoring. Since the intestinal canal or cavities in the human body have mostly abrupt bending and curves, the rigidity of the endoscope significantly influences the range of view that the medical professional can observe in the organ. Unlike rigid endoscopes, articulating endoscopes achieved an imaging success rate of 90% and covered almost all ranges and directions as long as they had proper bending angles [13,14].

In this paper, we present a design to satisfy the need for an actively controlled articulating endoscope with smartphone connectivity and mobile medical device applications, in the absence of commercially available equivalent. Our device connects to a smartphone via USB connection, and a homebuilt app allows the user to successfully adjust images, control the endoscope’s articulable robotic body, and capture still images and movies for later analysis. With a supplemental microprocessor, the articulable robotic continuum body achieves motion steps of 8.9°, and the camera offers a resolution of 960 x 720 pixels at 30 fps and a depth of field of 10 to 80 mm. For
additional portability, the device may be powered entirely by the smartphone’s USB port, or supplementary batteries may be used. The designed device is easily cleanable and self-illuminated and attains a wide field of view and suitable resolution for clinical imaging in phantoms of the human larynx and bladder. We hope that it will provide a strong development base to satisfy clinical needs in underdeveloped countries.

**Methods**

**USB-Integrated Endoscope for Smartphone Appendage**

The articulating and portable endoscope device was designed for the smartphone by integrating 8 parts: smartphone, four servomotors, microprocessor, articulating continuum robot tip module, wire-based system for tip articulation, USB connection circuit, case for smartphone mounting, and commercially available industrial endoscope module. The endoscope module (3.9 mm-diameter medical endoscope module with a USB interface, 100° large field of view model, Shanghai Chenyu Smart Technology Co, Ltd) supports USB 3.0 connection, features light-emitting diode illumination, and is compatible with Intel USB chips. With a diameter of 3.9 mm and a head length of 10.6 mm, the USB endoscope module is smaller in diameter than commercially available industrial endoscopes, and its thickness and length are suitable for navigating and imaging the esophagus, larynx [15], and bladder [16], which are frequently examined. The complementary metal-oxide semiconductor (CMOS) sensor of the endoscope module uses the ov9734 chip from Omnivision, which supports a resolution of 960 × 720 pixels, 30 fps video streaming, LED light source, and programmatic adjustment of the brightness, contrast, white balance, and exposure. The depth of field is 10 to 80 mm, which allows a large range of imaging in internal organs.

A general schematic of the endoscope is shown in Figure 1. The app functions as a software platform for the camera and for control of the snake-like continuum body. The devices are connected by an on-the-go (OTG) USB connection. USB devices intrinsically have a master/slave relationship. Only the master device can control a slave device. Smartphones are typically considered to be slave USB devices. Therefore, if connected normally, a smartphone cannot control the attached cameras and send a signal to a microprocessor. However, with the OTG USB hub connection, the roles of the master and slave can easily be changed, allowing the smartphone to serve as the host to peripheral devices [17]. A microprocessor and camera unit serve as the slave units, while the smartphone acts as a host.

**Figure 1.** Overall schematic of the data flow of the articulating mobile endoscope. The smartphone is attached to the articulating module, which is a combination of the endoscope module and the continuum body.

Through the OTG USB hub connection, the app, endoscope CMOS module, and microprocessor can interact with each other. Figure 2 presents a simplified circuit diagram of the device. With the OTG USB hub connection secured, the app obtains permission to access the camera and microprocessor. We used the Arduino Nano as a microprocessor, which is an open-source electronics platform, so that it can be easily used for development and circuit building [18]. The Arduino, motor, and smartphone all have the same 5V operating voltage. Extra batteries can be connected to the device if necessary, but primary electricity is supplied by the smartphone’s lithium-ion battery. The OTG USB hub connection also functions as an electricity-providing hub.

![USB HUB](http://mhealth.jmir.org/2020/9/e17057/)
Figure 2. Electric control diagram of the articulation control system. The touch input from a smartphone app is processed into motor control signals using an Arduino processor. The extra battery is optional.

The microprocessor is connected to 4 motors, which are connected to wire-controlling pulleys. The motor (Dynamixel XL-320, Robotis) is a robot-exclusive smart actuator with a fully integrated direct current motor, reduction gearhead, controller, driver, and network in one direct current servo module [19]. Each motor has its own motor driver, allowing intuitive control by the microprocessor software.

Figure 3 depicts the assembled device prototype, complete with the 3-dimensional (3D)–printed case. The motor, microprocessor, and OTG USB hub are assembled within a proximal case. From the case, the rigid segment connected to the flexible segment protrudes. At the most distal part, the continuum robot is assembled around the endoscope to form the articulating module. Four motors are affixed to the bottom of the base of the case.

Figure 3. Cut-away assembly of the device, showing the actual structure. The long flexible distal end is composed of the continuum, flexible, and rigid bodies.

Continuum Body

The continuum body is designed to have a snake-like motion. This structure comprises several small segments connected via wires. An individual segment in the continuum body is portrayed in Figure 4A. The ring-like individual segment with 8 wire holes has internal space that can be used for essential internal components (ie, cameras); further, this space helps reduce the weight of the segment and allows for easy maintenance. The two individual segments shown in Figure 4A comprise rolling joints, and their protruding surfaces are in contact. Figure 4B shows the simulated articulation of 3 individual segments (#1,2,3) connected by control wires, using which a combination of multiple segments can move with various degrees of freedom (DOFs) [20]. Such a multijoint tendon-driven mechanism is common in medical devices because of its efficiency, robustness, and reliability [21]. The combination of the segments is articulated by applying forces to pull the control wires, which torque to the final segments about the slopes on the connecting edges [22]. The rotation axis formed by the slopes between segments #1 and #2 is perpendicular to that formed by segments #2 and #3. Therefore, a combination of 3 segments can make the arbitrary orientation of the distal segment in 2 DOFs, as shown in Figure 4B.
Figure 4. Structure of the continuum body: (a) 3D model of an individual unit of the continuum mechanism, (b) movement combination of three individual segments, resulting in 2-degree of freedom rotation, (c) bending motion of the 3D-printed continuum body prototype, and (d) prototype of the flexible and rigid bodies.

Figure 4C shows the bending of a 3D-printed continuum body prototype. The bending angle is sufficient to make the tip of the continuum body face the proximal direction. When a user touches a controlling joystick-like user interface (UI) in a smartphone app, the microprocessor controls 4 motors to tighten and loosen the pair of wires. As shown in Figure 4B, this gives the continuum mechanism 2 DOFs, which provides full freedom in movement within a 2D plane [23]. Therefore, with adjustment of the tension, the continuum mechanism can navigate through complex spatial obstacles. The model of each continuum body backbone was designed using SolidWorks 2018 (Dassault Systèmes SolidWorks Corporation) and then printed by a 3D printer.

Figure 4D shows a completed articulating module prototype, assembled with flexible and rigid bodies. The articulating module is combined with the flexible and rigid bodies to adjust the distance from a target to the controller case. The flexible body is approximately 15 cm long, allowing endoscope to smoothly slither into an organ. The rigidity of the flexible bodies is selected to suit its role. It is flexible enough to pass through canals, similar to a traditional flexible endoscope, and rigid enough for wires not to bend this part during articulation. The rigid body forms the base of the articulating wire system and is approximately 5.5 cm long.

The flexible segment and rigid segment were jacketed with a waterproof material, polyolefin, as shown in Figure 5. The jacketing process is essential for an endoscope, to protect the inner electronics from the humidity of the organ lumen and protect the patient from mechanical debris. As shown in Figure 4, the assembled segments have lateral gaps between segments. These gaps may allow mucus or substances found on the interior of an organ to enter the central hole of the articulating module, leading to circuit failure as well as injury to the vulnerable endothelium from clipping when the lateral gap diminishes.
Figure 5. Flexible segment of the endoscope module: (a) structure of the flexible segment, designed to flex to the curvature of the organ and also be stiff enough to relay the tension of the controlling wires to the articulating module and (b) fabricated flexible segment.

(a) [Diagram of flexible segment]

(b) [Image of flexible segment]

To prevent the flexible segment from being tensioned by the continuum segment, we applied double jacketing and added support rings for the flexible segment. Figure 5A depicts the internal structures of the flexible and rigid segments. The data cable in the center is surrounded by wires and relays tension to the continuum segment. The control wires pass through holes in the support rings. The support rings perform two major functions: preventing 8 wires from tangling in the middle of the flexible segment and allowing the flexible segment to relay sufficient force to the continuum segment, making the endoscope articulable and more responsive to the control.

While the first jacketing layer extends to the support rings, the second layer thoroughly covers the entire outer surface of the flexible segment. To ensure transparency for the articulating module, the continuum segment is jacketed in transparent latex. With double jacketing, the sheath became thick enough for the flexible segment to resist the torsional forces of the continuum segment, while remaining thin enough to fit into the sharp curvature of internal body parts. When jacketing was complete, these lateral gaps were covered by the sheath. We used a contractile tube for the sheathing and verified its feasibility in a phantom application. For clinical applications, the sheathing can be replaced with materials that are more biocompatible.

Controller Case

The controller case comprises a lid and a base, including motors and electronic boards, as shown in Figure 6. Four wires controlling the articulating module are bound to the pulleys with projecting screws installed on the rotary shafts of the respective motors. The base part is designed so that a pair of motors are mounted vertically at different heights to ensure that they are connected to each pulley without tangling from the connection hole. The remaining space of the controller case is reserved for the battery, control board, board for signal connection, etc. The lid part is designed so that a smartphone can be placed on the part, and the rear side of the case—opposite to the articulating module—is formed in an open structure so that the signal line from the controller case can be easily connected to the smartphone inlet on the upper part. The model of the case was designed using SolidWorks 2018, and the prototype was constructed via 3D printing. The dimensions of the control case are 150 mm (length), 76 mm (width), and 65 mm (height). The fabricated devices can be equipped with a 5V battery (9V extra) and a 140 mm (length) by 70 mm (width) size smartphone. The price for hardware construction are presented in Table 1.
Figure 6. Controller box: (a) configuration of the components in the controller box, (b) 3D printed case of the controller box (base of case immobilizes the motors, and top lid serves as mount for the smartphone), and (c) overall outer blueprint of assembled case and magnified image of the articulating module.

Table 1. Hardware prices of the articulable endoscope device.

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Price US$</th>
</tr>
</thead>
<tbody>
<tr>
<td>XL320</td>
<td>22</td>
</tr>
<tr>
<td>3.9-mm camera module</td>
<td>170</td>
</tr>
<tr>
<td>3D printing of case</td>
<td>16</td>
</tr>
<tr>
<td>3D printing of continuum</td>
<td>212</td>
</tr>
<tr>
<td>Controller</td>
<td>19</td>
</tr>
<tr>
<td>Wires, etc.</td>
<td>34</td>
</tr>
<tr>
<td>Total price</td>
<td>473</td>
</tr>
</tbody>
</table>

Results

User Interface and Algorithm for Smartphone App

We developed an app written in the languages Java and C to provide a straightforward and intuitive interface. The Java app included the UVC camera library developed by saki4510t [24] to enable the user to use the USB camera, as well as the USB serial library [25] for serial communication between smartphone and microprocessor. The virtual joystick library developed by Damien Brun [26] and directional buttons are employed to enable intuitive motor control.

Figure 7 describes the general workflow algorithm of the app. The app automatically launches when the device is attached to the smartphone. When the OTG USB hub connection of the two device components (endoscope module and microprocessor) is secured, the app automatically distinguishes the two components of the device; one is the serial communication device (ie, the microprocessor) and the other is the CMOS chip of the endoscope camera. These two simultaneous threads allow the app to display image data from the camera while sending signals to the microprocessor. When the communication thread is launched, the app opens the intuitive UI, where the user can control the camera and motor simultaneously.
The UI of the app is presented in Figure 8A. The app functions as a viewer, controller for the camera, motor controller, and recording device. A large center image viewer relays visual signals received by the CMOS chip in real time. The virtual joystick UI allows the user to intuitively control the motors by holding it in position, similar to the joystick of a game controller. If the user touches and drags the joystick-like controller, the app sends calculated intensity signals to the microprocessor. The microprocessor winds motors to induce movements corresponding to the virtual joystick. When the user releases the joystick-like controller, the red-dot pointer annotating the figure position returns to the origin point, and the motors stop. The 4 directional buttons are arranged around the joystick-like controller. The buttons function as a secondary motor controller, allowing the user fine control over the articulation of the endoscope. The reposition button is located on the lower left of the UI and makes the articulating module return to its origin point.
The app allows the user to capture the current view in two formats: as a still image and as a movie. The still capture button and video capture button at the bottom right of the screen perform this task. Image and videos are stored automatically in separate folders.

We arranged the button and slider UI to provide control over brightness and contrast to the user. Figures 8B-D depict the contrast adjustment slider and corresponding changes in images. If the user touches the contrast button on the bottom left of the screen, the semitransparent slider bar with the slider bar reset button appears on the screen. The user can easily adjust the contrast by touching the slider UI. The reset button resets the slider parameter to the default setting. Brightness adjustment is performed similarly. Figures 8E-G depict the brightness adjustment slider and corresponding image transformation.

**Articulation Test**

A bending characteristics experiment was conducted to evaluate the motion and imaging ability of the designed endoscope device. In the planar bending experiment, the articulating module of the device was bent atop plotting paper, as depicted in Figure 9. Although the theoretical maximum bending angle was 177°, the maximum bending angle was set as 110° for structural safety of the articulating module, as depicted in Figure 9. The distance δα from the origin Oα to the tip Ptip was 52 mm for a collinear position, which was defined as a bending angle of 0°, and δα was 45 mm for the maximum bending angle. The virtual arc for maximum bending can be expressed as Lα=rαβ, where Lα is δα in the collinear position, rα represents the radius of the arc, and β represents the angle of the arc. The curvature κ is simply calculated via the inversion of rα. In the experiment, β was approximately 0.698 rad (40.0°), rα was approximately 74.5 mm, and κ was approximately 0.013. These values can be adjusted by designing the joint angle between the two segments of the continuum body.
Figure 9. Experimental composite image showing the articulating range of the articulating module. The radius of curvature reaches 74.5 mm, and angle extends to 100°.

Meanwhile, the planar bidirectional bending for unit input movement of the motor was tested 25 times for each direction as shown in Figure 10; the resulting angles are plotted in Figure 11. In the experiment, the position of the tip of the continuum body was measured using an electromagnetic tracking system (Aurora System, Northern Digital Inc), and the setup is shown in Figure 10. Using the aforementioned smartphone app, the incremental input of the motor XL320 was varied by 8.9° per movement index. In Figure 11, the blue lines and gray areas denote averages and variances, respectively; further, a close trend of linear correlation is illustrated. The result demonstrate maximum standard deviations of 5.7° and 2.2° for right and left bending, respectively.

Figure 10. Sensor interface setup for the planar bending test.
In the spatial bending experiment, the spatial bending motion and image for randomly selected directions were verified by visualizing the inside of the transparent sphere octant. This surface (with a diameter of 85 mm) was prepared and divided into 8 sections, as depicted in Figure 12. The articulating module was made to face each divided section. The endoscope camera at the tip of the articulating module captured images of each octant and confirmed that the text on the sections was correctly recognized. Figures 12B and C show the position of the articulating module and images taken in sections ④ and ⑤. Figure 12D shows an example trajectory of the tip of the continuum body in a trial. In the trial, the tip moved from a starting point through section ⑦, middle section, section ③, middle section, and section ④, to middle section by a user’s input of the smartphone app.

Figure 12. Spatial bending test of the continuum body: (a) test sphere divided into eight regions, (b) facing region ④ (inset: endoscopic view of region ④), (c) approaching region ⑤ (inset: endoscopic view of region ⑤), and (d) spatial trajectory of a trial.

Phantom Imaging
To verify the ability to steer the articulating module, we placed 4 colored stickers (ventral, dorsal, left, and right) on the inner side of each of two human anatomical phantoms and captured images of the marked locations following a simulated clinical endoscope insertion. Figure 13A depicts the endoscope during the experiment. The operator was able to successfully insert the endoscope into a laryngopharyngeal phantom using only one hand. The placement of the colored marks is shown in Figure 13B.
The marks were in the oropharynx area: yellow, on the epiglottis; green, on the back wall of the oropharynx; and red and blue, on the right and left walls of the oropharynx, respectively. After the endoscope insertion, it was possible to image each of the marks by controlling the articulating module to face in the desired direction. Figures 13C-F present the resulting images. All 4 marks were clearly observed and within the focal range of the endoscope. Finally, we captured images while inserting the endoscope deeper into the phantom. Figures 13G-J show the insertion path through the laryngopharyngeal phantom.

Figure 13. Articulation experiment on the laryngopharyngeal phantom: (a) endoscope experiment in operation, (b) placement of stickers attached as indices in the oropharynx area of the phantom (upper side, yellow ♂; on the left, blue ♀; on the right, red ♂; and on the lower side, green ♀ sticker), (c-f) images of the stickers obtained in the articulation mode, and (g-j) images captured by the camera, going deep from the oral cavity to the oropharynx.

A similar experiment simulated steering of the articulating module into and around the bladder. As before, 4 directions on the inner side of a bladder phantom were marked with colored adhesives. The endoscope was inserted into the bladder phantom via a simulated male urinary tract by an operator using one hand for stability and the other hand for insertion and steering, as shown in Figure 14A. The arrangement of the marks is shown in Figure 14B. The articulating module of the endoscope was able to face each marking successfully without movement at the proximal end of the endoscope module, as shown in Figures 14C-F. The successfully captured images of each of the four marks are shown in Figures 14G-J. The results, although captured on a phantom, indicate that the present rigid cystoscopy procedures can remain successful and be made significantly less invasive with the use of a similar articulating flexible endoscope design.
Discussion

Principal Findings

A portable wide-field endoscope combined with a smartphone was successfully developed. Using an app programmed in smartphone, an actively controlled articulable endoscope was demonstrated. Our device is compact in design, with a width and length similar to those of a smartphone. The endoscope system combined with smartphone can fit into one hand of either a male or a female operator. The weight of our device is 309 g without a smartphone. By attaching a smartphone, the weight can vary from 400 g to 500 g, depending on the conventional smartphone model. Therefore, as demonstrated experimentally, the user may freely conduct endoscopic procedures without being restricted to medical facilities such as clinics and hospitals. However, it is not limited to clinical applications but could be adopted for preclinical, veterinary, and industrial applications.

To facilitate the clinical use of the device, several human engineering factors were considered when implementing the UI design. The UI employs a joystick-like controller, and 4 fine control buttons are placed in the four corresponding directions, facilitating both intuitive and precise control, satisfying clinical needs. Placement of the additional buttons is low on the smartphone, allowing for ambidextrous control such that users may operate the virtual joystick, movie/still-image capture buttons, brightness adjustment, and contrast adjustment with ease even while focused on steering the endoscope.

The device runs on a smartphone, which is a highly available Linux computer, and the app for the device was developed in the C and Java languages, which are freely available. Because the application code is based on open-source projects, it can be easily modified by companies, local authorities, or other researchers for adding functionality. The Open Source Computer Vision Library (OpenCV) library is an open-source BSD-licensed library that includes hundreds of computer-vision algorithms and provides programmatical brightness and contrast adjustment in app modules. Usually, brightness and contrast are the most significant factors that contribute to visual recognition; therefore, we made the contrast and brightness user-adjustable by adding postprocessing capabilities to the smartphone-based app. Because the app is based on OpenCV open source image processing program, complicated algorithms that can help diagnosis can be implemented. For example, OpenCV can provide the basic level of motion recognition, contour recognition, and background removal. Combined with the versatility and rapid processing ability of a smartphone, we can implement fairly complicated algorithms that generally require postprocessing on a desktop computer. Furthermore, the processed images are saved in the phone’s internal memory.
and can be easily accessed by other apps for further analysis or mobile sharing with other caregivers. This provides a new scheme of mobile examination and telemedicine. In industrial applications or at home, the user can easily send pictures to experts to examine data. In medical applications, endoscopes can be operated by trained users outside the hospital, and images can be shared with physicians and specialists for examination in real time. In addition, it enables easy dissemination of endoscopy devices in areas where medical benefits are insufficient.

The articulating module of the endoscope can be articulated in 2 DOFs. The actively controlled vertical and horizontal articulation of the articulating module make it easier to navigate through complex turns compared with conventional flexible endoscopes. This allows the user to easily find the desired location in a narrow area. To examine the feasibility of applying our articulating endoscope to medical examination, we used laryngopharyngeal and bladder phantoms. The pharynx and larynx are connected to the oropharyngeal area, which is distinguished by the epiglottis. The oropharynx and nasopharynx regions are smoothly connected to the pharynx but curve sharply when entering the larynx. Therefore, it is more difficult for the user to access the larynx when nonarticulating endoscopes are employed. As mentioned in the Introduction, patients with strong gag reflexes or limited jaw and neck movements are more likely to reject endoscopes when the endoscope touches the wall of the laryngopharyngeal complex. By using articulable endoscopes, the contact of endoscope tips with sensitive regions of the inner wall can be reduced. The depth this endoscopic device can reach depends on the length of each body shown in Figure 3. Each part in the endoscopic module body has the following dimensions: length of 52 mm for the distal, 150 mm for the flexible section, and 52 mm for the rigid section. Thus, the total length is approximately 254 mm. The average length of an adult’s vocal cords, from mouth to vocal cords, is approximately 160 mm according to Cherng et al [28]. Therefore, the length of the developed device is sufficient for laryngopharyngeal applications. Furthermore, the length of conventional rigid resectoscopes for the transurethral resection of bladder tumors is 150 mm; therefore, the developed device can be employed for bladder diagnostic applications.

In addition to improving endoscopic access, the movability of the distal end of the endoscope significantly increases the range of visibility. For example, it is necessary to move the proximal part of both rigid and flexible cystoscopes if imaging on the opposite face of the bladder is desired. This movement can cause problems, including patient discomfort and destruction of the urethra. With the articulation, the endoscope unit attached to the distal articulating module can be articulated to face the desired direction without moving the proximal part of endoscope. The transparent sphere and bladder phantom experiments demonstrated this advantage of integrating the continuum body with the smartphone-attached endoscope. In the experiments, we succeeded in imaging all octants of the transparent sphere and all 4 marks on the bladder phantom without moving the proximal rigid part of the endoscope module. Thus, our device can face the desired part of the inner side of the bladder and obtain images [11].

The potential of portable smartphone-integrated medical devices involving endoscopes attached to the built-in camera of a smartphone has been discussed [29,30]. Using both rigid and flexible endoscopes, images are successfully captured [29]. Although their endoscopy system is easy to manufacture, portable, and cheaper than conventional one, the device proposed in this study has several advantages over the devices of Bae et al [29]. First, our system uses an USB OTG connection, which allows the user to access external devices such as higher functions of cameras, data reader, or tablet computer, etc. This frees the endoscope from the limitations of internal smartphone cameras and from the other optical adjustments needed for magnification and precise alignment of the optical path. Moreover, since the performance of the external camera is independent from the specifications of the smartphone, as long as the device supports OTG connection, the external camera provides stable performance. Second, the proposed device is articulable and actively controlled, and thus allows imaging in deeper and from more complex organ structures compared with nonarticulable devices. This means that images of deeper positions can be obtained in a safe and stable state. Besides, when combined with biopsy devices, the procedures for biopsies and diagnosis in more difficult locations are easier. Third, depending on the capabilities of the mobile apps, it can be extended to a variety of application software such as image processing application, artificial intelligence video analysis application, statistical extraction application, and big data analysis application. By linking together, it is possible to add more and different technologies, thus overcoming the technical limitations of existing endoscopes.

Battery-based systems help users move freely out of a fixed area, independent from power generators. The proposed articulable device attached to a smartphone can be operated by a single operator outside the hospital and can be powered entirely by its own battery, isolated from the electrical grid. Since the battery is independent from the power generator, if the power runs out, it can sustain the system. The mobility of the device allows the user to employ the endoscope outside well-developed areas and makes it more suitable for use in underdeveloped countries, where electrical supplies are more likely to be interrupted due to power shortages, political complications, or poverty [31,32]. Moreover, portability may allow care providers to bring health services to rural areas and perform simple endoscopy for patients in underdeveloped areas. The smartphone allows visiting doctors or physicians to perform simple endoscopy, send images to faraway specialists for analysis, and then make appropriate treatment decisions.

The device is used for tubular organs and naturally opened orifices such as superficial layers of respiratory tract, urinary bladder, urethra, vaginal tract, and proximal part of colon to monitor lesion, polyps, stones, cancerous tissue, and abnormal dysplasia. Target users are medical professional, since nonprofessionals cannot keep up with medical knowledge or sterilization process, particularly in developing countries. Moreover, several countries have laws forbidding medical examination by nonprofessionals. Due to general medical guidelines, the endoscope probe must be sterilized before it is used and replaced every 20 rounds of examination session.

http://mhealth.jmir.org/2020/9/e17057/
Finally, the portable articulable endoscope is far cheaper than a conventional endoscope system; the price to manufacture it is approximately US $480, excluding the smartphone. The estimated price will decrease with mass production. Table 2 compared available solutions that are being sold on the market. The price of nonarticulating endoscopes is considerably cheap; however, they are not articulable, have low image quality, and have no programmatic functions that help diagnosis. In contrast, conventional gastrointestinal endoscope systems have considerably more functions; however, they cannot implement complex algorithms such as machine learning or be taken out of the hospital facilities; further, they are very expensive. Therefore, as long as therapeutic accessories are not necessary, our system can be a simple and affordable solution for rapid diagnosis in developing countries.

<table>
<thead>
<tr>
<th>Options</th>
<th>Smartphone-connected nonarticulating endoscope (w/o smartphone), US$</th>
<th>Smartphone-based articulable endoscope, (proposed system)</th>
<th>Conventional gastrointestinal endoscope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price (w/o smartphone), US$</td>
<td>10-100</td>
<td>473</td>
<td>20,000-120,000</td>
</tr>
<tr>
<td>Price (w/ smartphone), US$</td>
<td>300-1100 depending on smartphone model</td>
<td>700-1500 depending on smartphone model</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Probe tip DOFb</td>
<td>none</td>
<td>2 DOF</td>
<td>2 DOF</td>
</tr>
</tbody>
</table>

aN/A: not applicable. 

DOF: degree of freedom.

Considering that conventional endoscope systems from major companies and including camera, light source, etc, are usually priced above US $50,000 [29,33], the proposed device reduces the cost of care and increases access for people in underfunded and underdeveloped medical systems. With the acceptance of medical practitioners and up-to-date image processing algorithm, we could confirm that the proposed system has ample potential for use as a point-of-care diagnosis in developing countries.

**Limitations**

Since the developed system is a handheld type, movement of the endoscope probe may occur somewhat compared with the conventional mounted endoscope system. There is also a risk of sterilization and replacement of the endoscope probe, and there is a risk of breaking the drive wire if tension is applied that exceeds the operating range of the device. However, these sterilization, cleaning and wire breakage issues can be solved through simple replacement by making the endoscope probe into a module.

**Conclusion**

We designed, fabricated, and tested a portable smartphone-based and actively controlled articulable endoscope system. Microprocessors and smartphones have advanced to the point where they can serve as small computers. These portable devices open a new possibility for portable, cost-effective, and easy-to-operate at-home medical devices. In this study, we introduced a low-cost articulable endoscope system for mobile health care with an external camera as image sensor and smartphone as controller, providing advantages such as articulation, image control, mobility, and communication. We evaluated the feasibility of this system via phantom imaging. The results indicated that the device and homebuilt app have ample potential for preclinical, clinical, veterinary, and industrial applications. Specifically, the proposed endoscope could be a powerful tool for health care providers in regions with limited health care service.
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Abstract

Background: In resource-poor settings, lack of awareness and low demand for services constitute important barriers to expanding the coverage of effective interventions. In India, childhood immunization is a priority health strategy with suboptimal uptake.

Objective: To assess study feasibility and key implementation outcomes for the Tika Vaani model, a new approach to educate and empower beneficiaries to improve immunization and child health.

Methods: A cluster-randomized pilot trial with a 1:1 allocation ratio was conducted in rural Uttar Pradesh, India, from January to September 2018. Villages were randomly assigned to either the intervention or control group. In each participating village, surveyors conducted a complete enumeration to identify eligible households and requested participation before randomization. Interventions were designed through formative research using a social marketing approach and delivered over 3 months using strategies adapted to disadvantaged populations: (1) mobile health (mHealth): entertaining educational audio capsules (edutainment) and voice immunization reminders via mobile phone and (2) face-to-face: community mobilization activities, including 3 small group meetings offered to each participant. The control group received usual services. The main outcomes were prespecified criteria for feasibility of the main study (recruitment, randomization, retention, contamination, and adoption). Secondary endpoints tested equity of coverage and changes in intermediate outcomes. Statistical methods included descriptive statistics to assess feasibility, penalized logistic regression and ordered logistic regression to assess coverage, and generalized estimating equation models to assess changes in intermediate outcomes.

Results: All villages consented to participate. Gaps in administrative data hampered recruitment; 14.0% (79/565) of recorded households were nonresident. Only 1.4% (8/565) of households did not consent. A total of 387 households (184 intervention and 203 control) with children aged 0 to 12 months in 26 villages (13 intervention and 13 control) were included and randomized. Contamination was less than 1%. Participation in one or more interventions was 94.0% (173/184), 78.3% (144/184) for the face-to-face strategy, and 67.4% (124/184) for the mHealth strategy. Determinants including place of residence, mobile phone access, education, and female
empowerment shaped intervention use; factors operated differently for face-to-face and mHealth strategies. For 11 of 13 intermediate outcomes, regression results showed significantly higher basic health knowledge among the intervention group, supporting hypothesized causal mechanisms.

**Conclusions:** A future trial of a new intervention model is feasible. The interventions could strengthen the delivery of immunization and universal primary health care. Social and behavior change communication via mobile phones proved viable and contributed to standardization and scalability. Face-to-face interactions remain necessary to achieve equity and reach, suggesting the need for ongoing health system strengthening to accompany the introduction of communication technologies.

**Trial Registration:** International Standard Randomized Controlled Trial Number (ISRCTN) 44840759; https://doi.org/10.1186/ISRCTN44840759

(JMIR Mhealth Uhealth 2020;8(9):e20356) doi:10.2196/20356

**KEYWORDS** randomized controlled trial; immunization programs; child health; mHealth; health promotion; health services accessibility; implementation science; pilot projects; developing countries; global health

**Introduction**

**Background and Rationale**

Expanding coverage of effective interventions is a critical challenge for many low- and middle-income countries (LMICs). In addition to technical improvements in service delivery, improving coverage often hinges critically on enhanced awareness and demand for services on the part of beneficiaries. Furthermore, in settings of low literacy, deep poverty, and poor access to information, behavior change is extremely challenging.

Immunization is a priority health strategy for LMIC policy makers seeking to advance the 2030 United Nations (UN) Sustainable Development Goals (SDGs) due to its inherent value in reducing the burden of disease and its potential role as a lever for health system strengthening. Immunization reaches more households than any other health service, bringing communities into regular contact with the health system [1]. The immunization platform can potentially be used to strengthen the delivery of universal primary health care, universal health coverage, and meet other SDG targets [1]. This approach may be particularly salient in areas where vaccination delivery systems function reliably, but important gaps exist in the delivery of other health services. In these contexts, increasing immunization coverage offers a potential pathway to expand the range and reach of health services and to advance a holistic health agenda.

In India, the government has prioritized immunization, making remarkable gains in recent years. However, coverage continues to fall short of the target to fully immunize 90% of India’s infants against 7 vaccine-preventable diseases by 2020 [2]. Nevertheless, immunization delivery now outperforms other services, offering a potential lever for system strengthening. In rural north India, for example, research shows that high-priority primary care interventions, including vaccination, are being delivered quite well, whereas other basic health promotion and prevention services are largely not provided, constituting a critical missed opportunity for population health [3]. On the basis of analysis of Indian immunization program data, achieving and sustaining vaccine coverage targets especially requires new strategies to address gaps in beneficiary demand [2]. Recent systematic reviews and meta-analyses have demonstrated that knowledge translation and education strategies, such as those offering education at village meetings or at home, are likely to improve vaccination coverage [4,5]. However, strategies based on face-to-face communication may be challenging to standardize and deliver at scale.

The widespread availability of mobile phones in LMICs has stimulated interest in the potential of mobile health (mHealth) interventions to achieve health objectives. A recent systematic review found that mHealth interventions can improve maternal and neonatal service delivery and that text-based vaccination reminders are associated with improved vaccination coverage [6]. Although their potential for scalability at low cost is attractive, whether mHealth interventions can be effective for highly disadvantaged populations facing substantial barriers due to poverty, low literacy, and gender norms is uncertain.

**Goal of This Study**

We developed the *Tika Vaani* (vaccine voice in Hindi) model to educate beneficiaries about immunization and basic child health themes, dispel misinformation, and empower households to better care for their children and themselves. A key distinguishing feature of the model is that it integrates an mHealth component to increase standardization and scalability of social and behavior change communication. The interventions were delivered through small face-to-face meetings and via mobile phone using strategies (context-appropriate audio messages delivered via automated phone calls) adapted to disadvantaged populations. We conducted a pilot randomized controlled trial (RCT) applying an implementation research lens to inform a future large-scale RCT. This paper presents the main (quantitative) evaluation of the pilot trial focusing on two objectives: (1) to assess the feasibility of processes critical to the success of the main study (recruitment, randomization, retention, and contamination) and intervention uptake (adoption) and (2) to study key implementation outcomes to optimize successful delivery of the interventions at scale [7]. Objectives pertained to cluster and individual levels. A companion paper presents findings related to intervention fidelity, acceptability, and appropriateness using mixed (qualitative and quantitative) methods (Pérez et al, unpublished data, 2020).
Methods

Trial Design
In keeping with the plan for the main study, this pilot study adopted a cluster-randomized design with a 1:1 allocation ratio. A cluster design was chosen owing to the nature of the study interventions: face-to-face interventions are structured around communities rather than individuals, whereas mHealth interventions have a possibility of contamination. Clusters were rural villages in a district of Uttar Pradesh (UP), India. Villages were randomly assigned to either the intervention or control group (CG). The protocol was registered in a WHO International Clinical Trials Registry Platform-compliant registry (ISRCTN44840759 doi.org/10.1186/ISRCTN44840759). There were no important changes to methods after trial commencement. We originally sought to register the trial in the Clinical Trials Registry–India (CTRI), which is free of charge and has as the mission to enroll all clinical trials conducted in India. The CTRI took several months to follow-up; in the interim, we applied to a different registry. Owing to the delay caused by waiting and changing registries, the trial was registered shortly after patient enrollment was completed.

Participants

Setting and Location
India’s most populous state of over 200 million residents, UP is an area of national focus due to lagging health and development indicators. Hardoi (population 4 million; under-5 mortality rate 118 per 1000; cf. UP under-5 mortality rate 90 per 1000, India under-5 mortality rate 57.3 per 1000) [8,9]) is a low-performing, rural district within UP comprising 19 administrative blocks. Thanks to recent Government of India (GoI) initiatives, the proportion of fully immunized children aged between 12 and 23 months in Hardoi district rose from 26.5% in 2007-2008 [10] to an estimated 65.9% (95% CI 62.0%-69.8%) in 2018 when this study was conducted [2]. A single administrative block of the Hardoi district was selected for this pilot based on criteria reflecting logistics and needs.

Eligibility Criteria
Villages (clusters) were eligible for inclusion if they had less than 4000 inhabitants and were located in Bawan Block, Hardoi, UP. In participating villages, interventions were offered to all residents. Participants in the baseline survey were consenting primary caregivers of children aged between 0 and 12 months residing in a study village. We excluded those who were not able to understand and speak Hindi or Urdu or those who did not intend to reside in the village for the study duration (6 months). The same individuals were approached for the end line survey.

The survey sampling unit was the household. We conducted a door-to-door census of the village and cross-checked administrative records from the Anganwadi workers (AWW) and Accredited Social Health Activists (ASHA) to identify all households containing a child in the age range of 0 to 12 months within each village. These households constituted our primary target group.

Interventions

Formative Research
From January 1, 2017, to January 10, 2018, we conducted formative research using a social marketing approach to inform intervention design [11]. An iterative, participatory approach involving cocreation was favored to validate the need for the interventions, to make the interventions more compelling and linguistically and culturally appropriate, and to tailor approaches to different user segments [11]. Content was designed by Gram Vaani, an Indian social enterprise specializing in community media platforms for low-literacy rural populations, and Jagriti, a local NGO. Content fostered equity, empowerment, and social inclusion through positive portrayals of diverse characters. Technical experts assured information quality, including members of the research team and India’s Ministry of Health and Family Welfare [11]. Extensive adaptations to interventions were made to meet target population needs during the formative research phase [12]. During the pilot RCT, all intervention components were frozen for evaluation, and deviations to intervention fidelity were systematically monitored (Pérez et al, unpublished data, 2020).

Pilot RCT
The study interventions took place over a 3-month period and offered social and behavior change communication (SBCC) for members of the general public in rural Indian villages, addressing topics related to child health. The primary target group was families residing in a selected village with a child in the age range of 0 to 12 months. Although vaccination was the primary focus of the study, the SBCC interventions addressed additional areas stipulated to be co-delivered with immunization during Village Health and Nutrition Days (VHNDs), such as health education related to health care entitlements; prevention, recognition, and management of common infectious diseases (diarrhea, pneumonia, dengue, and chikungunya); nutrition; and water, sanitation, and hygiene (WASH).

SBCC materials were delivered through 2 channels: (1) mHealth: educational audio capsules in entertaining formats (edutainment) and voice reminders for immunization sessions broadcast via mobile phone and (2) face-to-face: community mobilization activities, consisting of 1 large introductory meeting to introduce the project to communities and 3 small meetings offered to each participant covering specific themes. For the mHealth component, push messages (automated dial outs) and voice-based reminders were privileged owing to low education level and comfort with technology. For the face-to-face component, small group meetings were held separately for men and women and in different geographical locations within villages to ensure ease of communication. mHealth vaccination reminders were based on the child’s birthday and offered only to the target group; however, other interventions (mHealth edutainment and face-to-face meetings) were open to all village residents. Community workers (AWW and ASHAs) were encouraged to participate and received advance access to intervention materials. All interventions were free of charge to end users. The CG received standard GoI health and welfare services.
The mHealth strategy (Tika Vaani SBCC Version 1.5, released on July 7, 2017) was designed and delivered by Gram Vaani, a social tech startup incubated out of the Indian Institute of Technology Delhi, using the Mobile Vaani Interactive Voice Response System. Access was free and open to anyone who called the number. The participants could give a missed call to access the platform, and as a result receive a callback enabling them to access all content, record any queries or feedback, or be connected to a live expert. To simplify access, consenting households in intervention villages with children aged less than 12 months at baseline received automated outbound calls twice per week. In total, 26 content pieces were offered. In addition, child vaccination reminders were sent to target group households. Small group meetings lasting approximately 1 hour involving 2 trained facilitators with a minimum of 12 years of education were held once per month and open to all village residents. The access number was shared at each meeting. A video describing Mobile Vaani is available [13]. Additional information relevant to scale up and replication of the Tika Vaani system is available [11] and content is accessible [14]. A comprehensive intervention description is provided in Multimedia Appendix 1 [15]. The evaluation was conducted by a team of academic specialists distinct from the developers.

**Outcomes**

The pilot study considered a range of implementation outcomes (Table 1) [16].

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Definition</th>
<th>Approach</th>
<th>Analysis sample</th>
<th>Data sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcomes</strong></td>
<td>Ex-ante success criteria</td>
<td>Quant&lt;sup&gt;b&lt;/sup&gt;</td>
<td>IG&lt;sup&gt;c&lt;/sup&gt; and CG&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Project records (all)</td>
</tr>
<tr>
<td>Feasibility of the future main study</td>
<td>Recruitment</td>
<td></td>
<td></td>
<td>IVR&lt;sup&gt;e&lt;/sup&gt; platform</td>
</tr>
<tr>
<td></td>
<td>Randomization</td>
<td></td>
<td></td>
<td>HH&lt;sup&gt;f&lt;/sup&gt; surveys (contamination)</td>
</tr>
<tr>
<td></td>
<td>Retention</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Contamination</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uptake (adoption)</td>
<td>Participation in</td>
<td>Quant</td>
<td>IG</td>
<td>Project records (meetings)</td>
</tr>
<tr>
<td></td>
<td>Small group meetings</td>
<td></td>
<td></td>
<td>IVR platform (mHealth)</td>
</tr>
<tr>
<td></td>
<td>mHealth&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td>Perception among stakeholders that an intervention is agreeable, suitable, relevant, useful, and credible</td>
<td>Mixed methods&lt;sup&gt;h&lt;/sup&gt;</td>
<td>IG</td>
<td>Refer to the study by Pérez et al (unpublished data, 2020)</td>
</tr>
<tr>
<td>Acceptability and appropriateness</td>
<td>Ability to deliver the interventions as planned</td>
<td>Mixed methods</td>
<td>IG (and CG)</td>
<td>Refer to the study by Pérez et al (unpublished data, 2020)</td>
</tr>
<tr>
<td>Fidelity</td>
<td>The degree to which a population eligible to benefit from an intervention actually receives it</td>
<td>Quant</td>
<td>IG</td>
<td>HH surveys</td>
</tr>
<tr>
<td>Coverage</td>
<td>Intermediate outcomes reflecting changes in knowledge, attitudes, and practices of end users</td>
<td>Quant</td>
<td>IG and CG</td>
<td>HH surveys</td>
</tr>
</tbody>
</table>

<sup>a</sup>Outcomes and definitions adapted from the study by Peters et al [16].

<sup>b</sup>Quant: quantitative.

<sup>c</sup>IG: intervention group.

<sup>d</sup>CG: control group.

<sup>e</sup>IVR: interactive voice response.

<sup>f</sup>HH survey: household survey.

<sup>g</sup>mHealth: mobile health.

<sup>h</sup>Mixed methods: quantitative and qualitative.

**Primary Outcomes**

We established ex-ante criteria for the feasibility of the main study related to recruitment, randomization, retention, and contamination. We were concerned about contamination among treatment groups for mHealth services, as the phone number is easily shared. We viewed a contamination proportion exceeding 15% as a threat to the feasibility of adopting a cluster-randomized design with village as the unit of randomization and geographical distances between villages.
(mean 15 km; range 5 km-50 km) similar to those in the pilot. As health interventions must achieve sufficient uptake to impact population health, we also established minimum criteria for participation in the new interventions.

**Secondary Outcomes**

We present quantitative findings for 2 secondary outcomes: (1) coverage or the extent to which the interventions reached specific populations and (2) adequacy of the program theory. We constructed a logic model describing the hypothesized program impact pathway and mechanisms of action (Figure 1) and adapted an established vaccination communication taxonomy to define indicators [17]. We compared treatment groups on outputs (intermediate outcomes, such as knowledge and attitudes) related to the intervention theory of change.

**Data Sources**

Quantitative data were collected from the following sources:

- Face-to-face surveys: Interviewer-administered household surveys were conducted in all participating study villages. Surveys were administered at baseline before random group assignment and approximately 5 months later following interventions at end line.
- Project administrative records: Standardized forms to assess delivery of study procedures and interventions were maintained by field staff to facilitate structured observation and data capture.
- Interactive voice response (IVR) system: The IVR system automatically recorded all calls to the platform. IVR data could be disaggregated by various fields including caller phone number, date, time, frequency, duration (seconds), call type, content type, and user characteristics. IVR data were linked to phone numbers provided by target households during the baseline survey to map calls sent and/or received.

**Variables**

We measured the use of the IVR through the number and duration of calls from a unique phone number. We considered that an mHealth item was received if the caller remained connected for 80% or more of the item duration. Contamination was defined as the proportion of calls originating from control villages and assessed using 2 data sources: (1) the IVR system to identify unknown numbers and trace nonregistered callers to identify call origin and (2) questions were included about intervention use in the end line survey administered to the treatment and CGs (Multimedia Appendix 1). To construct wealth quintiles, we performed principal component analysis to create a relative index of household wealth from a list of assets used in major household surveys [10,18]. We used this index to divide the sample into quintiles [19]. A similar approach was used to construct women’s empowerment terciles. Caste was represented in 4 categories (general, other backward caste, scheduled caste, or scheduled tribe) ranging from most to least advantaged, as for Indian national surveys. By convention, caste categories are applied to all population groups, irrespective of religion. For intervention group (IG) households only, implementation teams assessed whether households were able to...
to attend small group meetings based on geographical distance from their place of residence to anticipated meeting sites. This categorization was made at the study baseline, before undertaking interventions.

Sample Size
Although the pilot was a cluster-randomized two-group study, the study size was based on the rate of contamination among controls. We estimated the required sample size needed for the CG using methods for a one-group descriptive study. We assumed that the true proportion of contamination (calls originating from controls) was 10%, that contamination was most likely to arise from parents of young children, and that there would be 20 households with children aged less than 12 months per village. On the basis of these inputs and using a binomial (exact) calculation, we would require 200 households in the CG to detect a 95% confidence interval of 6.2% to 15.0% [20]. The total sample size for the pilot was therefore set at double this number or 400 households.

Village Selection
The sampling frame was informed by the 2011 census [21], which indicated that the Bawan Block had a total population of approximately 234,000, including 217,000 rural residents distributed among 143 villages. We eliminated 3 urban villages, 11 villages with a population exceeding 4000, 15 villages recorded as having 0 population, and 57 villages in which we had previously worked (so as to gain experience in a treatment-naive population). This left a sampling frame of 57 villages, from which an initial 20 villages were randomly selected using Microsoft Excel. The number of children in the target age range per village was not known in advance of the baseline survey. As villages vary in size, to attain our sample size target, we decided a priori that (1) any village with more than 1 but less than 10 children in the target age range would be retained and another randomly selected village would also be added and (2) villages with no children in the target age range would be dropped.

Randomization

Sequence Generation and Allocation Concealment
Villages were assigned to either intervention or control using simple randomization with a 1:1 allocation following a computer-generated randomization schedule. The random allocation sequence was generated at the Centre de recherche du Centre hospitalier de l’Université de Montréal by a professional statistician (MPS) using commands for random samples and permutations in the R environment for statistical computing [22] and kept in a password-protected computer. The statistician was not involved in study implementation. Before the release of the randomization code, only the statistician had access to the allocation sequence. Randomization code was released all at once, and treatment groups were assigned only after completing all recruitment procedures and baseline measurements.

Implementation
Field team leaders enrolled clusters by contacting village officials in person to explain study aims and activities and request consent to participate. Subsequently, in each participating village, surveyors conducted a complete enumeration to identify all households with children in the target age range and directly approached all such households to request participation in the baseline survey and pilot study. Consent was sought before randomization. No advertisements were used for recruitment, and no incentives or rewards were offered for participation. Surveyors communicated group assignments personally to households.

Blinding
Due to the nature of the interventions, neither participants nor those delivering interventions were blinded to the group assignment. We hired independent surveyors at end line to assess study outcomes. These surveyors were not informed about study aims or group assignments.

Statistical Methods

Descriptive Analyses
We used counts, frequencies, and proportions to summarize categorical data, and means and standard deviations for continuous variables. We assessed bivariate associations using univariable logistic regression for continuous variables and the chi-square test for categorical variables.

Multivariable Analyses

Coverage
We studied the degree to which target beneficiaries (IG households with a child aged less than 12 months at baseline) received the interventions.

To investigate patterns of uptake, we developed separate models for each intervention component: immunization reminders (mHealth), edutainment capsules (mHealth), and small group meetings (face-to-face). Outcomes were modeled as binary (0 uptake vs 1 or more instances of uptake). We followed guidance for the use of logistic regression in small data sets [23,24]. To identify candidate predictors of uptake and use, we developed a conceptual framework informed by the scientific literature and expert knowledge (Multimedia Appendix 1). The conceptual framework considered socioeconomic determinants, physical and infrastructure barriers, access barriers related to mobile phone use within households, and women’s empowerment. Together, these variables represented 17 degrees of freedom.

To develop the full models for implementation, we empirically refined the choice of variables to respect a minimum of roughly 10 events per variable for accurate prediction of binary outcomes [23]. Specifically, we excluded candidate variables if the bivariate chi-square test showed no relationship between predictor and outcome at the level of $P<.25$. We fit full statistical models using the Firth (penalized maximum likelihood) logistic regression to avoid overfitting [23] and handle data separation. The final models were fit within a cluster bootstrap algorithm (1000 iterations).

To study the determinants of intensity of participation, we repeated analyses specifying ordered logistic regression models for 2 outcomes: (1) the number of mHealth items heard and (2) the number of small group meetings attended. We tested the
proportional odds assumption using an approximate likelihood ratio test [25]. All models used robust standard errors to account for clustering.

**Adequacy of the Program Theory**

We studied intervention impact on intermediate outcomes using generalized estimating equations (GEE): (1) we used the differences-in-differences method to study changes in variables measuring immunization knowledge in the 2 study groups between the baseline survey and the end line survey using unadjusted regression coefficients (with their 95% CIs) for the interaction between group (intervention or control) and time period (end line or baseline) [26]. (2) To assess knowledge of other basic health topics (assessed only at study end line), we estimated the probability of correct responses at the end line among those receiving the intervention (vs controls). All GEE models estimated binary outcomes with an exchangeable correlation structure adjusted for village-level clustering and robust standard errors. We ran crude models and models adjusted for unbalanced variables following randomization and prespecified potential confounders.

Feasibility outcomes were assessed using the intention-to-treat (ITT) sample; no clusters and no participants were excluded. Analyses of intervention uptake and coverage used the ITT IG; no clusters and no participants randomized to the IG were excluded. To assess the program theory, we analyzed intermediate outcomes using the sample that participated at both baseline and end line, for which 0 clusters, 68 households, and 69 caregivers were lost to follow-up, which is equivalent to an observational sample. For 2 households, missing data on caste were imputed based on the locality of residence within the village. There were no other missing data. Analyses were conducted in Stata 15 (Stata Corporation).

**Research Ethics and Informed Consent**

Permission was granted by the Institutional Committee for Ethics and Review of Research, Indian Institute of Health Management Research, Jaipur, on January 10, 2017, and by the Comité d’éthique de la recherche du Centre hospitalier de l’Université de Montréal (Research Ethics Committee of the University of Montreal Hospital) on January 11, 2017 (Reference number 16.084). All participants provided written, in-person informed consent. After completing the study, we offered CG residents access to the mHealth interventions.

**Results**

**Participants**

The baseline survey and recruitment took place from January 19 to February 19, 2018. We approached 29 villages and 100% (29/29) consented to participate. Recruitment of individual participants was complicated by gaps in administrative data, as 13.9% (79/565) of recorded households were in fact nonresident. Only 1.4% (8/565) of the candidate households did not consent to participate. A total of 391 (185 IG and 206 CG) caregivers of children aged 0 to 12 months in 387 (184 IG and 203 CG) households in 26 (13 IG and 13 CG) villages were included in the study (Figure 2). Interventions were delivered from March 21 to July 9, 2018. The end line survey took place from July 17 to August 20, 2018, during the annual monsoon floods. Many households (17.6%, 68/387) were absent during the study end line; loss to follow-up was non-differential (31 IG and 37 CG). The trial ended when planned activities were successfully completed; Figure 2 describes the progress of participants through the trial.

Characteristics of the participating individuals (Table 2) and villages (Table 3) were similar across treatment groups at baseline. The CG was advantaged in terms of assets (wealth quintiles) and cell phone network quality.
Figure 2. Flow diagram of the parallel group cluster trial. ITT: intention-to-treat.
Table 2. Baseline characteristics of participating households, by treatment group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention (n=184), n (%)</th>
<th>Control (n=203), n (%)</th>
<th>All participants (n=387), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wealth index (quintile)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Q1) Lowest</td>
<td>48 (26.1)</td>
<td>30 (14.8)</td>
<td>78 (20.2)</td>
</tr>
<tr>
<td>(Q2)</td>
<td>37 (20.1)</td>
<td>40 (19.7)</td>
<td>77 (19.9)</td>
</tr>
<tr>
<td>(Q3)</td>
<td>37 (20.1)</td>
<td>41 (20.2)</td>
<td>78 (20.2)</td>
</tr>
<tr>
<td>(Q4)</td>
<td>28 (15.2)</td>
<td>49 (24.1)</td>
<td>77 (19.9)</td>
</tr>
<tr>
<td>(Q5) Highest</td>
<td>34 (18.5)</td>
<td>43 (21.2)</td>
<td>77 (19.9)</td>
</tr>
<tr>
<td><strong>Religion</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hindu</td>
<td>181 (98.4)</td>
<td>176 (86.7)</td>
<td>357 (92.3)</td>
</tr>
<tr>
<td>Muslim</td>
<td>3 (1.6)</td>
<td>27 (13.3)</td>
<td>30 (7.8)</td>
</tr>
<tr>
<td><strong>Caste</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>38 (20.7)</td>
<td>37 (18.2)</td>
<td>75 (19.4)</td>
</tr>
<tr>
<td>Other backward caste</td>
<td>89 (48.4)</td>
<td>80 (39.4)</td>
<td>169 (43.7)</td>
</tr>
<tr>
<td>Scheduled caste</td>
<td>57 (31.0)</td>
<td>86 (42.4)</td>
<td>143 (37.0)</td>
</tr>
<tr>
<td><strong>Maternal education (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>62 (33.7)</td>
<td>75 (37.0)</td>
<td>137 (35.4)</td>
</tr>
<tr>
<td>Primary (1-8)</td>
<td>85 (46.2)</td>
<td>84 (41.4)</td>
<td>169 (43.7)</td>
</tr>
<tr>
<td>Secondary (9-12) or more</td>
<td>37 (20.1)</td>
<td>44 (21.7)</td>
<td>81 (20.9)</td>
</tr>
<tr>
<td><strong>Paternal education (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (0)</td>
<td>29 (15.8)</td>
<td>26 (12.8)</td>
<td>55 (14.2)</td>
</tr>
<tr>
<td>Primary (1-8)</td>
<td>90 (48.9)</td>
<td>99 (48.8)</td>
<td>189 (48.8)</td>
</tr>
<tr>
<td>Secondary (9-12) or more</td>
<td>65 (35.3)</td>
<td>78 (38.4)</td>
<td>143 (37.0)</td>
</tr>
<tr>
<td><strong>HH lives far from meetings</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>142 (77.2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>42 (22.8)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Cell phone network poor</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>163 (88.6)</td>
<td>203 (100.0)</td>
<td>366 (94.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>21 (11.4)</td>
<td>0 (0.0)</td>
<td>21 (5.4)</td>
</tr>
<tr>
<td><strong>HH owns a mobile phone</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>11 (6.0)</td>
<td>15 (7.4)</td>
<td>26 (6.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>173 (94.0)</td>
<td>188 (92.6)</td>
<td>361 (93.3)</td>
</tr>
<tr>
<td><strong>In this HH, mother has phone</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>106 (57.6)</td>
<td>134 (66.0)</td>
<td>240 (62.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>78 (42.4)</td>
<td>69 (34.0)</td>
<td>147 (38.0)</td>
</tr>
<tr>
<td><strong>In this HH, father has phone</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>68 (37.0)</td>
<td>76 (37.4)</td>
<td>144 (37.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>116 (63.0)</td>
<td>127 (62.6)</td>
<td>243 (62.8)</td>
</tr>
<tr>
<td><strong>In this HH, someone else has phone</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>162 (88.0)</td>
<td>166 (81.8)</td>
<td>328 (84.8)</td>
</tr>
<tr>
<td>Yes</td>
<td>22 (12.0)</td>
<td>37 (18.2)</td>
<td>59 (15.3)</td>
</tr>
<tr>
<td><strong>Mother’s phone access</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cannot access</td>
<td>90 (48.9)</td>
<td>88 (43.4)</td>
<td>179 (45.0)</td>
</tr>
<tr>
<td>Variable</td>
<td>Intervention (n=184), n (%)</td>
<td>Control (n=203), n (%)</td>
<td>All participants (n=387), n (%)</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>-----------------------------</td>
<td>------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Can use easily</td>
<td>94 (51.1)</td>
<td>115 (56.7)</td>
<td>209 (54.0)</td>
</tr>
<tr>
<td><strong>Mother can dial phone</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>47 (25.5)</td>
<td>55 (271)</td>
<td>102 (26.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>137 (745)</td>
<td>148 (72.9)</td>
<td>285 (73.6)</td>
</tr>
<tr>
<td><strong>Mother’s frequency of phone use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>27 (14.7)</td>
<td>30 (14.8)</td>
<td>57 (14.7)</td>
</tr>
<tr>
<td>When needed</td>
<td>102 (55.4)</td>
<td>106 (52.2)</td>
<td>208 (53.8)</td>
</tr>
<tr>
<td>Almost daily</td>
<td>55 (29.9)</td>
<td>67 (33.0)</td>
<td>122 (31.5)</td>
</tr>
<tr>
<td><strong>Women’s empowerment score (tercile)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lowest</td>
<td>83 (45.1)</td>
<td>94 (46.3)</td>
<td>177 (45.7)</td>
</tr>
<tr>
<td>Average</td>
<td>74 (40.2)</td>
<td>84 (41.4)</td>
<td>158 (40.8)</td>
</tr>
<tr>
<td>Highest</td>
<td>27 (14.7)</td>
<td>25 (12.3)</td>
<td>52 (13.4)</td>
</tr>
<tr>
<td><strong>Permission to attend village meetings</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>111 (60.3)</td>
<td>107 (52.7)</td>
<td>218 (56.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>73 (39.7)</td>
<td>96 (47.3)</td>
<td>169 (43.7)</td>
</tr>
</tbody>
</table>

aBaseline data are presented for the intention-to-treat sample of 387 households (184 IG and 203 CG).

bThis is the religion of the household head.

cCaste categories from most to least advantaged: general, other backward caste, and scheduled caste. The scheduled tribe category is missing, as there are no tribes in the study area.

dHH: household.

eN/A: not applicable.
Table 3. Baseline characteristics of participating villages, by treatment group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention</th>
<th>Control</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Village population, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>974 (673.84)</td>
<td>1129 (1056.51)</td>
<td>1051 (871.79)</td>
</tr>
<tr>
<td>Total 0-6 years</td>
<td>166 (111.05)</td>
<td>188 (171.36)</td>
<td>177 (141.95)</td>
</tr>
<tr>
<td>Total SC</td>
<td>225 (194.85)</td>
<td>422 (484.76)</td>
<td>323 (375.62)</td>
</tr>
<tr>
<td>Village electrification, n(%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No electricity</td>
<td>1 (7.7)</td>
<td>2 (15.4)</td>
<td>3 (11.5)</td>
</tr>
<tr>
<td>Less than 6 hours</td>
<td>2 (15.4)</td>
<td>0 (0.0)</td>
<td>2 (7.7)</td>
</tr>
<tr>
<td>More than 6 hours</td>
<td>10 (76.9)</td>
<td>11 (84.6)</td>
<td>21 (80.8)</td>
</tr>
<tr>
<td>Characteristics of participating HH, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Muslim HH per village</td>
<td>31 (61.39)</td>
<td>98 (168.96)</td>
<td>65 (129.25)</td>
</tr>
<tr>
<td>Number of eligible HH per village</td>
<td>14 (7.39)</td>
<td>16 (12.46)</td>
<td>15 (10.07)</td>
</tr>
<tr>
<td>% poor (Q1+Q2) per village</td>
<td>44.6 (0.19)</td>
<td>34.8 (0.23)</td>
<td>39.7 (0.21)</td>
</tr>
<tr>
<td>% better off (Q4+Q5) per village</td>
<td>39.3 (0.26)</td>
<td>47.5 (0.28)</td>
<td>43.4 (0.27)</td>
</tr>
<tr>
<td>% SC per village</td>
<td>31.0 (0.31)</td>
<td>41.5 (0.34)</td>
<td>36.3 (0.32)</td>
</tr>
<tr>
<td>% of mothers with 0 schooling per village</td>
<td>32.4 (0.17)</td>
<td>41.0 (0.24)</td>
<td>36.7 (0.21)</td>
</tr>
<tr>
<td>% of fathers with 0 schooling per village</td>
<td>14.6 (0.12)</td>
<td>9.8 (0.09)</td>
<td>12.2 (0.11)</td>
</tr>
</tbody>
</table>

aBaseline data are presented for the intention-to-treat sample of 26 villages (13 IG and 13 CG) containing 387 households (184 IG and 203 CG).
bData from the 2011 Census of India.
cSC: scheduled caste (least privileged).
dHH: household.
eEligible household: at least one child aged less than 12 months at baseline.
fPoor versus better off households based on asset indices (wealth quintiles).

Primary Outcomes

Ex-ante criteria were fully satisfied (Table 4). Results from 2 independent sources demonstrated a very low (1% or less) rate of contamination (Table 4; Multimedia Appendix 1). Uptake of interventions (adoption) was very high; overall participation in one or more new interventions was 94.0% (173/184), 78.3% (144/184) for the face-to-face channel, and 67.4% (124/184) for the mHealth channel (Table 4). A total of 38.0% (70/184) of participating households used the mHealth intervention weekly. Together, these results confirm the feasibility of the future main study and demonstrate the potential to impact population health.
Table 4. Primary outcomes.

<table>
<thead>
<tr>
<th>Primary outcomes</th>
<th>Ex-ante criteria</th>
<th>Ex-post results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feasibility of the future main study</td>
<td>70% of villages approached will agree to participate and accept randomization</td>
<td>100% (29/29 villages) agreed&lt;br&gt;b</td>
</tr>
<tr>
<td>Recruitment and randomization (villages)</td>
<td>In participating villages, 70% of eligible households will agree to participate and accept randomization</td>
<td>98.0% (387/395 households contacted) agreed&lt;br&gt;b</td>
</tr>
<tr>
<td>Recruitment and randomization (households)</td>
<td>50% of households participating in the baseline survey will agree to participate in the end line survey</td>
<td>82.2% (318/387) enrolled households agreed&lt;br&gt;b and 2.1% (8/387) households refused</td>
</tr>
<tr>
<td>Retention (households)</td>
<td>Contamination proportion between treatment groups should be 15%</td>
<td>0.6% (1/166 control end line respondents called); 0.07% (1/1310 unique callers to IVR system from a control village)&lt;br&gt;c</td>
</tr>
<tr>
<td>Uptake (adoption)</td>
<td>50% of households recruited to the study will participate</td>
<td>94.0% (173/184) of households participated&lt;br&gt;d</td>
</tr>
<tr>
<td>mHealth&lt;sup&gt;d&lt;/sup&gt;interventions</td>
<td>Either by listening to ≥1 mHealth item</td>
<td>67.4% (124/184) listened to ≥1 mHealth item&lt;br&gt;d</td>
</tr>
<tr>
<td>Small group meetings</td>
<td>Or by attending ≥1 small group meeting</td>
<td>78.3% (144/184) attended ≥1 meeting&lt;br&gt;d</td>
</tr>
</tbody>
</table>

<sup>a</sup>Feasibility outcomes were computed using the intention-to-treat (ITT) sample of 387 households (184 IG and 203 CG). Uptake was computed using the ITT intervention group sample (184 households).

<sup>b</sup>See flow diagram (Figure 2).

<sup>c</sup>See Multimedia Appendix 1.

<sup>d</sup>mHealth: mobile health.

Secondary Outcomes

**Coverage**

Uptake of the 3 intervention channels (mHealth vaccination reminders, mHealth edutainment capsules, and face-to-face small group meetings) differed among user segments (Tables 5 and 6 present modeled results; Supplementary Table 1 provides bivariate associations).

The ownership of a mobile phone was common among IG households (173/184, 94.0%) and a critical precondition for uptake of both mHealth strategies. Owing to the very few (n=11) households without a mobile phone and the prognostic importance of this variable, effect size estimates for mobile phone ownership are unreliable. However, estimates for other variables are, in principle, unbiased:

- mHealth audio vaccination reminders were accessed by 62.5% (115/184) of households. In addition to mobile phone ownership, intervention uptake was predicted by high (as compared with low) women’s empowerment (OR 3.29, 95% CI 1.28-8.47; P=.03), with some evidence of greater uptake by the lowest castes (members of scheduled castes vs general castes; OR 2.79, 95% CI 0.95-8.21; P=.06). However, poor phone network quality impeded the uptake of edutainment capsules (OR 0.29, 95% CI 0.12-0.71; P=.01).
- mHealth edutainment capsules were accessed by 60.3% (111/184) of households. In addition to mobile phone ownership, intervention uptake was predicted by high (as compared with low) women’s empowerment (OR 3.29, 95% CI 1.28-8.47; P=.03), with some evidence of greater uptake by the lowest castes (members of scheduled castes vs general castes; OR 2.79, 95% CI 0.95-8.21; P=.06). However, poor phone network quality impeded the uptake of edutainment capsules (OR 0.29, 95% CI 0.12-0.71; P=.01).
- Face-to-face small group meetings were attended by 78.3% (144/184) of households. Living far from the meeting site reduced the uptake of small meetings (OR 0.07, 95% CI 0.02-0.33; P <.001); no other factor predicted uptake.

We also studied factors shaping the intensity of uptake. In modeled analyses, the number of mHealth items heard was influenced by 3 factors: mother’s possession of a mobile phone, mother’s ease of phone access, and women’s empowerment. The number of small group meetings attended was influenced by 2 factors: living far from the meeting site and women’s empowerment (Multimedia Appendix 1).
### Table 5. Determinants of mobile health intervention uptake.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Vaccination reminders</th>
<th></th>
<th>Edutainment</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Wealth quintile</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poorest (Q1; reference)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>(Q2)</td>
<td>0.51 (0.12-2.15)</td>
<td>.36</td>
<td>0.42 (0.12-1.52)</td>
<td>.19</td>
</tr>
<tr>
<td>(Q3)</td>
<td>0.56 (0.21-1.51)</td>
<td>.26</td>
<td>0.78 (0.22-2.71)</td>
<td>.69</td>
</tr>
<tr>
<td>(Q4)</td>
<td>1.15 (0.36-3.64)</td>
<td>.83</td>
<td>0.74 (0.28-1.93)</td>
<td>.54</td>
</tr>
<tr>
<td>Highest (Q5)</td>
<td>0.43 (0.09-2.11)</td>
<td>.30</td>
<td>1.24 (0.40-3.92)</td>
<td>.71</td>
</tr>
<tr>
<td><strong>Caste</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General (reference)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Other backward caste</td>
<td>—</td>
<td>—</td>
<td>1.15 (0.36-3.67)</td>
<td>.81</td>
</tr>
<tr>
<td>Scheduled caste</td>
<td>—</td>
<td>—</td>
<td>2.79 (0.95-8.21)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Education of mother</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (reference)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Primary</td>
<td>0.80 (0.26-2.50)</td>
<td>.70</td>
<td>1.21 (0.53-2.79)</td>
<td>.65</td>
</tr>
<tr>
<td>Secondary or higher</td>
<td>4.45 (1.17-16.88)</td>
<td>.03</td>
<td>1.95 (0.56-6.80)</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Education of father</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (reference)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Primary</td>
<td>2.01 (0.60-6.70)</td>
<td>.26</td>
<td>1.15 (0.45-2.94)</td>
<td>.77</td>
</tr>
<tr>
<td>Secondary or higher</td>
<td>2.01 (0.62-6.47)</td>
<td>.24</td>
<td>1.52 (0.52-4.44)</td>
<td>.45</td>
</tr>
<tr>
<td><strong>HH&lt;sup&gt;f&lt;/sup&gt; owns phone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes versus no</td>
<td>23.90 (5.09-112.1)</td>
<td>.001</td>
<td>16.80 (4.27-66.18)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Cell network: poor</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes versus no</td>
<td>—</td>
<td>—</td>
<td>0.29 (0.12-0.71)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>HH phone belonging to mother</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes versus no</td>
<td>1.21 (0.5-2.61)</td>
<td>.64</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Mother's phone access</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy versus no access</td>
<td>3.55 (1.08-11.71)</td>
<td>.04</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Mother can dial</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No versus yes</td>
<td>0.82 (0.27-2.55)</td>
<td>.74</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Female empowerment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lowest (reference)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Average</td>
<td>—</td>
<td>—</td>
<td>0.96 (0.4-2.09)</td>
<td>.91</td>
</tr>
<tr>
<td>Highest</td>
<td>—</td>
<td>—</td>
<td>3.29 (1.28-8.47)</td>
<td>.01</td>
</tr>
</tbody>
</table>

---

<sup>a</sup> Analyses based on the intention-to-treat intervention group sample comprising 184 households.

<sup>b</sup> Estimates produced using Firth logistic regression with cluster bootstrapped standard errors (1000 iterations).

<sup>c</sup> We present the full models implemented for each outcome. Potential determinants with no evidence of association at the \(P<.25\) level were not included in the models.

<sup>d</sup> Caste categories from most to least advantaged: general, other backward caste, and scheduled caste. The scheduled tribe category is missing, as there are no tribes in the study area.

<sup>e</sup> —: empty cells signify that variables were not included in models. Please see the Methods section on Multivariable Analyses subheading Coverage for further details.

<sup>f</sup> HH: household.
### Table 6. Determinants of face-to-face intervention uptake.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Small group meetings</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wealth quintile</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poorest (Q1; reference)</td>
<td></td>
<td>0.67 (0.12-3.69)</td>
<td>.64</td>
</tr>
<tr>
<td>(Q2)</td>
<td></td>
<td>0.60 (0.11-3.28)</td>
<td>.55</td>
</tr>
<tr>
<td>(Q3)</td>
<td></td>
<td>0.50 (0.08-3.00)</td>
<td>.45</td>
</tr>
<tr>
<td>(Q4)</td>
<td></td>
<td>0.68 (0.16-2.88)</td>
<td>.60</td>
</tr>
<tr>
<td>Highest (Q5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education of mother</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (reference)</td>
<td></td>
<td>0.62 (0.11-3.33)</td>
<td>.58</td>
</tr>
<tr>
<td>Primary</td>
<td></td>
<td>0.41 (0.04-3.87)</td>
<td>.44</td>
</tr>
<tr>
<td><strong>Education of father</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (reference)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>2.76 (0.32-23.70)</td>
<td>.35</td>
<td></td>
</tr>
<tr>
<td>Secondary or higher</td>
<td>2.84 (0.25-31.73)</td>
<td>.40</td>
<td></td>
</tr>
<tr>
<td><strong>HH lives far</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (reference)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.07 (0.02-0.33)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td><strong>HH phone belonging to father</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes versus no</td>
<td>2.19 (0.6-8.03)</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td><strong>HH phone belonging to someone else</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes versus no</td>
<td>0.41 (0.08-2.12)</td>
<td>.29</td>
<td></td>
</tr>
<tr>
<td><strong>Mother can dial</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No versus yes</td>
<td>1.79 (0.2-15.63)</td>
<td>.60</td>
<td></td>
</tr>
<tr>
<td><strong>Permission to attend meeting</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes versus no</td>
<td>0.69 (0.16-3.08)</td>
<td>.63</td>
<td></td>
</tr>
</tbody>
</table>

---

*a*Analyses based on the intention-to-treat intervention group sample comprising 184 households.

*b*Estimates produced using the Firth logistic regression with cluster bootstrapped standard errors (1000 iterations).

*c*We present the full models implemented for each outcome. Potential determinants with no evidence of association at the \( P=.24 \) level were not included in the models.

*d*HH: household.

*e*—: empty cells signify that variables were not included in models.

### Adequacy of the Program Theory

Immunization knowledge was low at baseline in both study groups. For 3 of the 4 indicators studied, knowledge improved in the IG at end line (Table 7). Differences-in-differences estimates of impact suggest that observed improvements were owing to the study interventions (Table 8). Effect sizes increased after adjustment for baseline imbalances. For 8 of 9 intermediate outcomes, the regression results showed significantly higher basic health knowledge among the IG at end line (Table 9). For one topic (whether subjects had heard of diarrhea), knowledge at end line was equal for both treatment groups \( (P=.44) \). This was likely owing to an independent immunization and hygiene intervention in the study area run by the Gavi Alliance and Unilever.
Table 7. Proportion of correct responses on intermediate outcomes related to immunization knowledge, by study group.

| Outcome | Baseline | | | | End line | | | |
|---------|----------|---|---|---|---|---|---|---|---|
|         | Treated, n (%) | Control, n (%) | P value | Treated, n (%) | Control, n (%) | P value |
| Knows immunization schedule | 49 (26.6) | 70 (34.5) | .095 | 102 (66.7) | 74 (44.6) | <.001 |
| Knows how many times to vaccinate | 2 (1.1) | 3 (1.5) | .734 | 30 (19.6) | 6 (3.6) | .001 |
| “On the vaccination card, what does each box represent?” | 21 (11.4) | 29 (14.3) | .400 | 42 (27.5) | 34 (20.5) | .144 |
| “One should vaccinate a child with a minor illness” | True | 112 (60.9) | 119 (58.6) | .652 | 110 (71.9) | 95 (57.2) | .006 |

*a All responses are binary.

*b P value for the chi-square test of independence.

*c This is self-assessed knowledge of the schedule from birth to 5 years.

*d The correct response is 7 times before age 5.

*e The correct response is a vaccine dose.

*f The correct response is True.

Table 8. Impact of the intervention on intermediate outcomes related to immunization knowledge.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Model 0</th>
<th></th>
<th></th>
<th>Model 1</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Knows immunization schedule from birth to 5 years</td>
<td>7.87 (1.90-32.49)</td>
<td>.004</td>
<td>8.40 (2.05-33.35)</td>
<td>.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knows how many times to vaccinate by age 5</td>
<td>3.52 (2.08-5.98)</td>
<td>.001</td>
<td>4.21 (2.25-7.85)</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“On the vaccination card, what does each box represent?”</td>
<td>1.84 (1.12-3.03)</td>
<td>.016</td>
<td>2.00 (1.18-3.40)</td>
<td>.011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Children with a minor illness should be vaccinated”</td>
<td>1.53 (0.72-3.28)</td>
<td>.27</td>
<td>1.54 (0.71-3.34)</td>
<td>.27</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a These are differences-in-differences estimates of intervention impact.

*b Model 0=unadjusted.

*c Model 1=adjusted for variables imbalanced at the time of randomization (wealth index and cell network).
Table 9. Estimated probability of correct responses for intermediate outcomes reflecting basic health knowledge, intervention group versus controls.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Model 0</th>
<th></th>
<th>P value</th>
<th>Model 1</th>
<th></th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
<td>P value</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Childhood pneumonia</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has heard of</td>
<td>4.60 (2.68-7.89)</td>
<td>.001</td>
<td>4.98 (2.89-8.56)</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can state signs</td>
<td>3.36 (1.58-7.13)</td>
<td>.002</td>
<td>3.67 (1.54-8.74)</td>
<td>.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can state how to prevent</td>
<td>4.12 (1.94-8.74)</td>
<td>.001</td>
<td>5.09 (2.16-12.02)</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diarrhea</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has heard of</td>
<td>1.24 (0.72-2.13)</td>
<td>.442</td>
<td>1.20 (0.74-1.96)</td>
<td>.456</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can state signs</td>
<td>4.14 (1.64-10.44)</td>
<td>.003</td>
<td>2.81 (1.48-5.32)</td>
<td>.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can state how to prevent</td>
<td>3.71 (2.06-6.67)</td>
<td>.001</td>
<td>3.82 (2.20-6.61)</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dengue or chikungunya</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has heard of</td>
<td>3.80 (2.35-6.10)</td>
<td>.001</td>
<td>3.97 (2.57-6.13)</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can state how it is transmitted</td>
<td>3.61 (2.13-6.12)</td>
<td>.001</td>
<td>3.94 (2.45-6.31)</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can state how to prevent</td>
<td>3.30 (1.97-5.53)</td>
<td>.001</td>
<td>3.53 (2.19-5.67)</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aThese are basic health topics other than immunization, evaluated only at study end line.
bModel 0=unadjusted.
cModel 1=adjusted for wealth index, maternal education, paternal education, caste, and women’s empowerment.

**Discussion**

**Principal Findings**

We conducted a pilot trial of SBCC interventions focusing on immunization and other basic themes important for child and family health. Interventions were delivered through small face-to-face meetings and via mobile phones using pushed audio messages and other strategies suitable for disadvantaged populations. The pilot trial aimed to assess the feasibility of a future planned main study and to draw lessons to optimize delivery of the interventions at scale.

This paper offers 4 salient findings: First, all ex-ante feasibility criteria related to recruitment, randomization, retention, and contamination were satisfied, providing compelling evidence that the planned future main trial is feasible as planned. Uptake of interventions (adoption) was near universal (50% ex-ante vs 94% in practice), demonstrating strong interest and acceptability. Second, analyses of uptake and use demonstrated that intervention use was shaped by social determinants but that the chosen combination of strategies reached all population groups, even the most vulnerable. Third, constellations of determinants differed by intervention delivery channel. Ownership of a mobile phone was critical for participation in mHealth vaccination reminders and edutainment interventions, whereas distance from place of residence to the meeting site was important for small group meetings. mHealth vaccination reminders were taken up preferentially by more educated women and those with easy phone access within the household, whereas mHealth edutainment capsules were favored by more empowered women and by lower caste groups, for whom the content was likely novel and useful. Face-to-face meetings were the most equitable intervention channel; participation was equal or higher among those with greater needs. Women’s empowerment was an important transversal determinant, increasing uptake and intensity for all interventions. Fourth, we found that the study interventions lead to measurable improvements in basic health knowledge, supporting the potential for impact at scale. Changes in intermediate outcomes are consistent with the intervention theory of change.

**Limitations**

At least five important caveats should also be considered. First, an important potential bias relevant for the future definitive trial relates to vaccination coverage assessment. As documented in our pilot study and elsewhere, the population denominator used in administrative estimates is often inaccurate (and the reported number of doses unreliable) [27]. Although household surveys are considered superior, they are also affected by seasonal and chance variations and do not shed light directly on population immunity gaps. Improvements in vaccination coverage assessment methods would strengthen the ability of the main trial to assess immunization program performance. Second, those delivering and receiving interventions could not be blinded due to the nature of the interventions. We attempted to limit potential bias due to lack of blinding by hiring independent outcome assessors unaware of study purpose and group assignment, using indicators based on objective measures where possible, and triangulating between multiple measures and data sources to strengthen inference. Third, although interventions were able to achieve widespread reach in highly disadvantaged populations to ensure equity and impact, these findings are limited by the relatively small size of the IG. Fourth, quality of intervention delivery may be more difficult to achieve in a routine care setting. The personnel delivering the RCT interventions were highly motivated, well trained, and closely supervised. It may be difficult to maintain delivery quality at scale, particularly for face-to-face components. Fifth, the pilot study duration was too short (and sample size was too small).
to assess definitive changes in health outcomes. Future research is required to demonstrate whether these gains in health knowledge result in improved vaccination coverage and child health.

**Generalizability**

We highlight 3 insights relevant to the future definitive trial and other studies: The first relates to adapting mHealth interventions for highly disadvantaged populations. In rural India, mobile phone penetration and infrastructure is increasing rapidly, reducing barriers to delivering mHealth interventions. Our experience demonstrates that mHealth interventions can achieve reach and improve knowledge even in highly underprivileged populations, but that technical delivery and content must be substantially adapted. Although mHealth interventions using SMS have shown promise [6], we privileged audio messages with pushed dial outs owing to the low literacy, numeracy, and technological comfort levels of our target beneficiaries. We found that engaging story formats inclusive of diverse social groups were appreciated and that pure informational approaches such as vaccination reminders were taken up preferentially by the (relative) elite. As compared with SMS, audio messaging is more amenable to culture-specific contextualization and an edutainment approach. The second insight concerns how gender-related barriers shape immunization access [28] and affected the study interventions. Participation in mobile phone interventions was limited by women’s ease of access to mobile phones, and, to a lesser degree, with technological familiarity. Participation in face-to-face meetings was limited by norms governing women’s freedom of movement. Barriers were mitigated over time as families came to understand and value the interventions (Pérez et al, unpublished data, 2020). Unexpectedly, men, particularly fathers, were highly active participants. Future interventions should include a focus on men and families to strengthen inclusion and mitigate gender barriers. The third insight concerns the complementarity of mHealth and face-to-face communication: Although mHealth audio messaging is a promising strategy to deliver basic health information, our experience shows that it must be accompanied by face-to-face contact to enhance uptake [29] and equity. An mHealth strategy can extend the reach of face-to-face communication at high fidelity and low cost. Particularly among vulnerable populations, it is unlikely to fully replace in-person interaction. Future research exploring innovative delivery modalities while considering potential trade-offs between equity and efficiency (cost-effectiveness) is recommended.

**Conclusions**

A novel SBCC intervention model using face-to-face and mHealth approaches is feasible to evaluate in a future randomized trial and has the potential to strengthen the delivery of immunization and universal primary health care. The interventions achieved widespread reach in a highly disadvantaged population and showed early evidence of impact on participants’ knowledge, supporting the intervention theory of change. Behavior change communication via mobile phones proved viable and contributed to standardization and scalability. Face-to-face interactions remain necessary to achieve equity and reach, suggesting the need for ongoing health system strengthening to accompany the introduction of promising mobile phone technologies.
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Background: In many cases, greater use is being made of mobile phone text messages as a means of communication between patients and health care providers in countries around the world.

Objective: We studied the use of mobile phones and the factors related to the acceptability of text messages for parents for the prevention of child drowning in Bangladesh.

Methods: From a randomized controlled trial involving 800 parents, 10% (80/800) were selected, and socioeconomic status, mobile phone use, and acceptability of SMS text messages for drowning prevention were measured. Participants with at least one child under 5 years of age were selected from rural areas in Rajshahi District in Bangladesh. Mobile phone–based SMS text messages were sent to the participants. Multivariate regression was used to determine the factors related to the acceptability of text messages for the prevention of child drowning in Bangladesh.

Results: The acceptability of SMS text messages for the prevention of child drowning in Bangladesh was significantly lower among women (odds ratio [OR] 0.50, 95% CI 0.12-1.96, \( P = .02 \)) than among men, lower for parents older than 30 years (OR 0.17, 95% CI 0.14-1.70, \( P = .01 \)) compared to parents younger than 30 years, higher among parents who had an education (OR 1.63, 95% CI 1.11-5.80, \( P = .04 \)) than among illiterate parents, and higher among parents with a monthly household income over 7000 Bangladeshi Taka (approximately US $82.54; OR 1.27, 95% CI 1.06-1.96, \( P = .05 \)) than among parents whose monthly income was less than 7000 Bangladeshi Taka.

Conclusions: The high percentage of mobile phone use and the acceptability of SMS text messages for parents for the prevention of child drowning are encouraging, in terms of identifying the best strategy for using such technologies, and deserve further evaluation.

(JMIR Mhealth Uhealth 2020;8(9):e16958) doi:10.2196/16958
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Introduction

Water plays an important role in children’s daily life. They like to play with water, have fun, and sometimes are more adventurous. Children are always excited around water, no matter whether it is a pond, pool, lake, in an open field, or simply on or beside the road after rain falls. It is impossible for children to grow up without water, as besides playing, they need it to clean themselves, and they gain comfort and are cooled by it. Although water is considered to be an important element for children to survive, it is also a hazard if there is a lack of awareness concerning the dangers it presents [1].
A small child can drown in only a few inches of water—under a bucket, in a field, or in the bathtub. Drowning injuries have an epidemiological pattern. However, the pattern changes depending on the type of water body, age group, and activity. Drowning ranks among the top 3 causes of accidental deaths in most countries around the world, and the mortality rates are highest in children under 5 years of age [1].

Drowning is the leading cause of death for children aged 1 year and over in Bangladesh. According to the rate reported in the Bangladesh Health and Injury Survey [2], nearly 17,000 children drowned in 2004, approximately 46 per day, and close to 4 times more than the rate in other low-income countries [2]. This equates to approximately 188 children drowning a day. In Bangladesh, drowning rates are 10 to 20 times higher than those in high-income countries [2]. There is a question concerning whether drowning is always fatal or whether it is possible to survive. While many people think that drowning is always a fatal event, others think that near drowning is a result that is never lethal [2].

As a result, drowning injuries are now the leading cause of death, disability, and severe morbidity among children in low- and middle-income countries in Asia, such as Bangladesh. This compromises the gains that were previously achieved, at high cost, to prevent other causes of illness and injury among children, and it jeopardizes the continued progress in survival and security. One conclusion is that drowning injuries are so important that they must be treated first [3].

Drowning reduces the impact of other interventions for children, as children who died from drowning often received conventional vaccines, vitamin A supplementation, and other food aid. They often used early development and education programs, and such investments are lost when a child drowns. Effective drowning prevention interventions are available at all stages of childhood and are cost-effective alongside traditional interventions for children [2].

Mobile phones and SMS text messages are gradually being used between patients and their health care providers in many countries around the world because of their communication potential [4]. Several studies [5-7] have shown that SMS text message–based counseling and observation can restore patient behavior and health outcomes. However, the potential use of SMS text messages in clinical settings in low-income countries has not been well established. The feasibility of implementing such technologies is not clearly demonstrated, nor is there a cost-effective and sustainable payment mechanism or such technologies is not clearly demonstrated, nor is there a cost-effective and sustainable payment mechanism or commercial model that can be improved [8-12]. Information concerning how patients appreciate or perceive the use of SMS text messages from a mobile phone to improve disease management can be valuable in implementing such methods in primary care. Therefore, this study aimed to determine the access to mobile phones and the willingness to receive SMS text messages on a mobile phone; and determine the factors related to the willingness to receive mobile phone–based SMS text messages concerning child drowning prevention.

**Methods**

**Overview**

The researchers focused on the acceptability of text messages for child drowning prevention as part of a randomized controlled trial (International Standard Randomized Controlled Trial Number; ISRCTN13774693) of a mobile phone–based SMS text messages intervention aimed at improving the knowledge, attitude, and practices of parents about child drowning in Bangladesh. As part of a larger study, the design of the study and the data collection procedure followed the protocol of a previously published randomized controlled trial [13]. The sample size was 80 parents from 2 villages (10% of the randomized controlled trial’s sample size). The parents received an SMS text message before the interview.

The mobile phone–based SMS text message intervention aimed to improve parents’ knowledge, attitudes, and practices in relation to the prevention of child drowning in Bangladesh. The researcher developed the SMS text messages based on focus group discussions and literature reviews. The messages used informal language and were sent every Friday. On Friday morning, each week, the research team sent out SMS text messages to parents in the intervention group. The message was typically 150-200 characters long and in the Bangla language.

Data were collected through face-to-face interviews in rural areas using a structured questionnaire, which was conducted by a team of 2 qualified research assistants. The inclusion criteria were the same as those for the published study protocol [13]. Parents meeting the selection criteria were included in the study. The questionnaires included questions on socioeconomic characteristics (age, sex, marital status, education, and income), mobile phone use, SMS text message use, and drowning knowledge.

**Data Analysis**

The researchers performed chi-square tests to assess the importance of the responses and associated factors regarding SMS text messaging concerning drowning in childhood. A univariate logistic regression analysis was used to evaluate the relationship between SMS text message reading and the individual variables. Factors having a statistically significant association with the reading of text messages on child drowning in univariate analysis (P value<.25) were included in the final logistic model (P value<.05) taking into account other variables. SPSS statistical software (version 22; IBM Corp) was used for data analysis. A value of P<.05 was considered statistically significant.

**Ethical Statement**

The ethical approval for this study was obtained from University Putra Malaysia (UPM/TCNPI/RMC/1.4.18.1 (JKEUPM)/F2) and the Centre for Injury Prevention and Research, Bangladesh. Informed written agreements were obtained from all the respondents before the data were collected. All the respondents were assured that the data would only be used for research purposes and that all the answers would be kept confidential.
**Results**

The association between the acceptability of text messages about childhood drowning and the selected sociodemographic characteristics of parents are presented in Table 1. Table 1 reveals the associations between parent age, gender, educational status, occupation, monthly income, the ability to read SMS text messages, liking SMS text messages, and having Bangla language on their phone with the acceptability of text messages on childhood drowning. The acceptability of text messages concerning childhood drowning prevention was significantly higher among males ($76\%$, $\chi^2=4.39$, $P<.001$), parents aged less than 30 years ($82\%$, $\chi^2=6.54$, $P<.001$), literate parents ($76\%$, $\chi^2=4.98$, $P<.001$), parents with a monthly income of more than 7000 BDT ($80\%$, $\chi^2=5.69$, $P<.001$), parents who had the ability to read an SMS text messages ($71\%$, $\chi^2=3.94$, $P<.001$), parents who liked mobile phone–based SMS text messages ($74\%$, $\chi^2=7.51$, $P<.001$), and parents who had Bangla on the mobile phone ($73\%$, $\chi^2=5.63$, $P<.001$) (Table 1). There were no significant associations between parents’ occupation, type of mobile phone, use of mobile phone, knowledge about drowning with the acceptability of text messages on childhood drowning.
Table 1. The results of chi-square tests concerning the acceptability of text messages about childhood drowning among various sociodemographic variables in Bangladesh.

<table>
<thead>
<tr>
<th>Variables</th>
<th>All (N=80), n (%)</th>
<th>Acceptability</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No (n=26), n (%)</td>
<td>Yes (n=54), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below 30</td>
<td>38 (47)</td>
<td>7 (18)</td>
<td>6.54 (1,80)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>More than 30</td>
<td>42 (53)</td>
<td>19 (45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>50 (63)</td>
<td>12 (24)</td>
<td>4.39 (1,80)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>30 (37)</td>
<td>14 (47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational status</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Illiterate</td>
<td>30 (37)</td>
<td>14 (47)</td>
<td>4.98 (1,80)</td>
<td></td>
</tr>
<tr>
<td>Literate</td>
<td>50 (63)</td>
<td>12 (24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td>.563</td>
</tr>
<tr>
<td>Housewife/Farmer</td>
<td>66 (83)</td>
<td>21 (38)</td>
<td>0.97 (1,80)</td>
<td>.63</td>
</tr>
<tr>
<td>Other</td>
<td>14 (17)</td>
<td>5 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly income (BDTa)</td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Less than 7000</td>
<td>40 (50)</td>
<td>8 (20)</td>
<td>5.69 (1,80)</td>
<td></td>
</tr>
<tr>
<td>More than 7000</td>
<td>40 (50)</td>
<td>18 (45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone type</td>
<td></td>
<td></td>
<td></td>
<td>.781</td>
</tr>
<tr>
<td>Normal</td>
<td>68 (85)</td>
<td>11 (37)</td>
<td>0.38 (1,80)</td>
<td></td>
</tr>
<tr>
<td>Smartphone</td>
<td>12 (15)</td>
<td>15 (30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone use</td>
<td></td>
<td></td>
<td></td>
<td>.144</td>
</tr>
<tr>
<td>Father</td>
<td>30 (37)</td>
<td>21 (38)</td>
<td>0.36 (1,80)</td>
<td></td>
</tr>
<tr>
<td>Mother</td>
<td>50 (63)</td>
<td>5 (29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ability to read SMS text messages</td>
<td></td>
<td></td>
<td></td>
<td>.346</td>
</tr>
<tr>
<td>No</td>
<td>10 (12)</td>
<td>6 (50)</td>
<td>3.94 (1,80)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>70 (88)</td>
<td>20 (29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liked SMS text messages</td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>No</td>
<td>12 (15)</td>
<td>8 (66)</td>
<td>7.51 (1,80)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>68 (85)</td>
<td>18 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have Bangla language on phone</td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>No</td>
<td>11 (14)</td>
<td>7 (63)</td>
<td>5.63 (1,80)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>69 (86)</td>
<td>19 (27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge about drowning</td>
<td></td>
<td></td>
<td></td>
<td>.346</td>
</tr>
<tr>
<td>No</td>
<td>10 (12)</td>
<td>6 (50)</td>
<td>3.94 (1,80)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>70 (88)</td>
<td>20 (29)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aBDT: Bangladeshi Taka; an exchange rate of US $1 to 0.012 BDT is applicable.

In the logistic analysis (Table 2), the acceptability of text messages on childhood drowning was significantly higher among males. The odds ratio (OR) of 0.50 for females was less than 1, indicating that female respondents considered text messages on childhood drowning to be 0.50 (adjusted OR 0.50, CI 0.12-1.96) times less acceptable than their male counterparts. Parents aged more than 30 years considered text messages on childhood drowning to be 0.17 times less acceptable than parents aged less than 30 years (OR 0.17, P=.01, 95% CI 0.14-1.70). Parents who had an education considered text messages on childhood drowning to be 1.63 times (OR 1.63, P=.04, 95% CI 1.11-5.80) less acceptable than parents who had no education, those with a household income of more than 7000 BDT considered text messages on childhood drowning to be 1.27 times more acceptable than those with a household income of less than 7000 BDT (OR 1.27, P=.05,
95% CI 1.06-1.96), and parents who had Bangla on their mobile phone considered text messages on childhood drowning to be 6.46 times more acceptable than parents who did not have the Bangla language on their mobile phone (OR 6.46, \( P = .05 \), 95% CI 1.89-6.65) (Figure 1). There were no significant associations among parents’ occupation (OR 7.92, \( P = .052 \), 95% CI 0.97-64.33) or knowledge about drowning (OR 3.73, \( P = .05 \), 95% CI 0.95-14.71) with the acceptability of text messages on childhood drowning.

### Table 2. Results of the logistic analysis of the acceptability of text messages on childhood drowning among various sociodemographic variables.

<table>
<thead>
<tr>
<th>Variable(^a)</th>
<th>OR(^b)</th>
<th>( P ) value</th>
<th>95% CI</th>
<th>Adjusted OR</th>
<th>( P ) value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below 30(^c)</td>
<td>1</td>
<td>---</td>
<td>---</td>
<td>1</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>More than 30</td>
<td>0.27</td>
<td>&lt;.001</td>
<td>0.09-0.75</td>
<td>0.17</td>
<td>&lt;.001</td>
<td>0.14-1.70</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male(^c)</td>
<td>1</td>
<td>---</td>
<td>---</td>
<td>1</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Female</td>
<td>0.36</td>
<td>.06</td>
<td>0.13-0.94</td>
<td>0.5</td>
<td>.02</td>
<td>0.12-1.96</td>
</tr>
<tr>
<td>Educational status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illiterate(^c)</td>
<td>1</td>
<td>---</td>
<td>---</td>
<td>1</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Literate</td>
<td>2.77</td>
<td>.03</td>
<td>1.05-7.29</td>
<td>1.63</td>
<td>.04</td>
<td>1.11-5.80</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Housewife/Farmer(^c)</td>
<td>1</td>
<td>---</td>
<td>---</td>
<td>1</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Other</td>
<td>7.92</td>
<td>0.052</td>
<td>0.97-64.33</td>
<td>1.73</td>
<td>.16</td>
<td>1.71-8.87</td>
</tr>
<tr>
<td>Monthly income (BDT(^d))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 7000(^c)</td>
<td>1</td>
<td>---</td>
<td>---</td>
<td>1</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>More than 7000</td>
<td>1.30</td>
<td>&lt;.001</td>
<td>0.98-1.82</td>
<td>1.27</td>
<td>.06</td>
<td>1.06-1.96</td>
</tr>
<tr>
<td>Ability to read SMS text messages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No(^c)</td>
<td>1</td>
<td>---</td>
<td>---</td>
<td>1</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Yes</td>
<td>3.75</td>
<td>.05</td>
<td>0.95-14.71</td>
<td>1.04</td>
<td>.98</td>
<td>0.08-12.91</td>
</tr>
<tr>
<td>Liked SMS text messages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No(^c)</td>
<td>1</td>
<td>---</td>
<td>---</td>
<td>1</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Yes</td>
<td>5.55</td>
<td>&lt;.001</td>
<td>1.49-20.70</td>
<td>1.38</td>
<td>.78</td>
<td>0.13-13.87</td>
</tr>
<tr>
<td>Have Bangla language on phone</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No(^c)</td>
<td>1</td>
<td>---</td>
<td>---</td>
<td>1</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Yes</td>
<td>4.6</td>
<td>.02</td>
<td>1.20-17.53</td>
<td>6.46</td>
<td>.053</td>
<td>1.89-6.65</td>
</tr>
<tr>
<td>Knowledge about drowning</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No(^c)</td>
<td>1</td>
<td>---</td>
<td>---</td>
<td>1</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Yes</td>
<td>3.73</td>
<td>.05</td>
<td>0.95-14.71</td>
<td>1.26</td>
<td>.99</td>
<td>0.10-9.30</td>
</tr>
</tbody>
</table>

\( a \) Model Summary—2-loglikelihood: 71.12; Cox & Snell R Square: 0.31; Negelikereke R: 0.43; model chi-square: 29.77.

\( b \) OR: odds ratio.

\( c \) Reference.

\( d \) BDT: Bangladeshi Taka; an exchange rate of US $1 to 0.012 BDT is applicable.
Figure 1. Forest plot of acceptability of text messages for parents on childhood drowning prevention odds ratios.

Discussion

Principal Findings

The aim of this research was to identify access to mobile phones, the willingness to receive mobile phone–based SMS text messages in relation to the prevention of childhood drowning, and associated factors among parents of children under 5 in the rural areas of Bangladesh. The results of this study show that there is high (54/80, 68%) mobile phone access among parents with children less than 5 years of age. Of the respondents who had access to mobile phones, the majority (59/80, 74%) would like to receive phone-based SMS text messages. This is similar to the findings of a study conducted in northwest Ethiopia concerning mobile health services among patients with diabetes by Jemere et al [14] in which 71% were willing to receive mobile phone–based health services.

Age, gender, educational status, monthly income, ability to read SMS text messages, liking mobile phone–based SMS text messages, and having Bangla language software on their mobile phone were associated with the acceptability of text messages on childhood drowning prevention in Bangladesh. The majority (58/80, 72%) were able to read SMS text messages. In the study, those in the age group of less than 30 years showed a higher acceptability of receiving text messages on childhood drowning than those in the other age group (≥30 years); the acceptability of text messages on childhood drowning decreased slightly with age. Older respondents were less likely to possess the technology and knowledge compared to their younger counterparts, which could be the reason for the lower acceptability of text messages concerning childhood drowning. This is similar to the findings of a study in Bangladesh conducted by Islam et al [15] in which all the participants owned a mobile phone and about half of the participants reported being able to retrieve and read SMS text messages.

Among males, only those with a household income above 7000 BDT, and parents who had the Bangla language on their mobile phone were associated with the acceptability of text messages on childhood drowning prevention. An increase in education is associated with an increase in the proportion of income earners per household and had an impact on the acceptability of text messages on childhood drowning prevention, which is contrary to the assertions in the literature in this regard [15]. Those with a relatively higher income had greater willingness to read text messages on childhood drowning prevention, which is aligned with the expectations [15]. The association is likely to be due to the fact that a higher educational status is likely to lead to improved knowledge and awareness of drowning, and better access to mobile phone and mobile phone networks. Awareness concerning how to apply these new technologies to consumer health and enable patients to take control and play an active role in managing their health has increased. Consumer health interventions have been used, for example, to help people monitor their own health [16], provide social information and support, and remotely monitor their home [17]. Many studies [18-20] have used mobile phone technology for public health issues and have commented on other considerations for older people in terms of design, usability and functionality. Studies [18] have shown that interventions need to take into account psychological assumptions or barriers for use among older people.

Kotani et al [19] noted the success of using mobile phones to take pictures, even when older people refused to take pictures with traditional cameras. Mobile phones and telephones were perceived as informal and ubiquitous and were therefore considered acceptable while traditional cameras were not [20].

Mobile phone interventions for the health of the elderly are in their infancy and are just beginning to develop. The rapid development of mobile phones, coupled with the rapid aging of the population, provides an excellent opportunity to use mobile phone technology to better manage the health of seniors and positively impact their quality of life and well-being. Early childhood research in the field allow interested researchers to conduct research in all directions while pursuing the same goal of improving the lives of older people [21,22]. The prevalence of mobile phones, text messages, and in particular, the growing use of instant messengers and social networking apps in health care highlight ways to significantly integrate health care into...
users’ daily activities instead of artificially complementing health care processes [23].

There are clear benefits from these interventions, such as further educating parents about their treatment, providing more opportunities for health care professionals and parents to interact efficiently and effectively, and improving health literacy in general. Directed and monitored interventions also provide end users with reliable information in a condensed and easily accessible form. More research is required to optimize the use of these interventions, with attention particularly focused on sensitive areas, such as cost and time burden for the providers and consumers of mobile phone health care services. The study participants in this trial mostly had (more than 87%) access to a mobile phone, which might be different from other populations in Bangladesh [24-27].

**Strengths and Limitations**

This study provides quality evidence and establishes an association between the intervention and outcomes of the study in Bangladesh among parents of children aged under 5 years old.

These findings are consistent with the results reported by several researchers in similar studies [13-15] around the world concerning different injuries and provide information that is critical for controlling the drowning epidemic, especially in low- and middle-income countries that are highly burdened by such events.

The mobile phone intervention used in this study appears to be a relatively cheap and acceptable strategy for improving the drowning prevention knowledge, attitude, and practices of parents of children under 5 years old. The data concerning the cost-effectiveness of this strategy in comparison to those of other interventions were not reported because it was beyond the scope of this study.

**Conclusion**

The results of this study show that the vast majority of parents in rural areas in Bangladesh find SMS text messages to prevent drowning acceptable. Given that the number of drowning deaths is still high and the low cost of mobile phones in Bangladesh, a self-sustaining business model in low-income countries and other middle-income countries is possible. The age of the respondents, gender, educational status, monthly income, ability to read SMS text messages, liking mobile phone–based SMS text messages, and Bangla language software on the mobile phone were associated with the acceptance of text messages for preventing drowning. Based on this outcome, mobile phone SMS text messages implementation, such as self-monitoring, behavioral counseling, and interventions can be used to improve knowledge, attitudes, and practices.
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Abstract

Background: Germany is the first country worldwide that has introduced a digital care act as an incentive system to enhance the use of digital health devices, namely health apps and wearables, among its population. The act allows physicians to prescribe statutory financed and previously certified health apps and wearables to patients. This initiative has the potential to improve treatment quality through better disease management and monitoring.

Objective: The aim of this paper was to outline the key concepts related to the potential risks and benefits discussed in the current literature about health apps and wearables. Furthermore, this study aimed to answer the research question: Which risks and benefits may result from the implementation of the digital care act in Germany?

Methods: We conducted the scoping study by searching the databases PubMed, Google Scholar, and JMIR using the keywords health apps and wearables. We discussed 55 of 136 identified articles published in the English language from 2015 to March 2019 in this paper using a qualitative thematic analysis approach.

Results: We identified four key themes within the articles: Effectivity of health apps and wearables to improve health; users of health apps and wearables; the potential of bring-your-own, self-tracked data; and concerns and data privacy risks. Within these themes, we identified three main stages of benefits for the German health care system: Usage of health apps and wearables; continuing to use health apps and wearables; and sharing bring-your-own; self-tracked data with different agents in the health care sector.

Conclusions: The digital care act could lead to an improvement in treatment quality through better patient monitoring, disease management, personalized therapy, and better health education. However, physicians should play an active role in recommending and supervising health app use to reach digital-illiterate or health-illiterate people. Age must not be an exclusion criterion. Yet, concerns about data privacy and security are very strong in Germany. Transparency about data processing should be provided at all times for continuing success of the digital care act in Germany.

(JMIR Mhealth Uhealth 2020;8(9):e16444) doi:10.2196/16444
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Introduction

Health apps and wearables have experienced increasing popularity in recent years [1]. Health apps and wearables are able to contribute more to the health care system than monitoring physical exercise, heart rate, or calories; they may support chronically ill patients with the management of specific diseases such as Parkinson’s disease, diabetes, tinnitus, or stress-related symptoms. Yet, Kotlikoff and Hagist [2] outlined already in 2009 that constantly increasing health care expenditure is one of the major social challenges for modern welfare states. Health apps and wearables might hold significant potential to decrease...
these costs. Apps and wearables are considered beneficial in the fields of preventive medicine and disease monitoring because the gamification of health enhances personal motivation and coordination. Germany has just launched one of the most progressive pilot projects in its health care history. The parliament passed the Digitale Versorgung Gesetz (DVG; digital care act) in 2019, which introduces the digitale Gesundheitsanwendungen (DIGA; digital health applications) into the German statutory health care system [3]. The DVG enables physicians to prescribe health apps for smartphones or wearables, which are covered for the insured by the sickness funds. This incentive system to introduce mobile health (mHealth) into the health care system is unique and exceptional worldwide [4]. The German Ministry of Health has shaped a completely new concept with the term DIGA. DIGA is a medical device within the scope of the European medical device regulation and classified as risk level I and not higher than a risk level IIa [5]. DIGA is a portable technology with the medical scope of monitoring, treatment, or reducing the effects of diseases [5]. Simple nutrition or menstrual cycle apps without any clear scope to improve the treatment effectiveness of a medical condition are, for now, not considered as DIGAs.

Researchers in Germany are currently discussing the potential success of the act and the expected patient demand and acceptance. Experience with a regulation such as the DVG does not exist. According to a study by GfK, about 28% of Germans (25% female, 30% male) track at least one health parameter [6], and the average use from all 16 surveyed countries is 33%. Reasons to not track personal health data might be related to data security concerns, the accessibility of technology, or personal attitudes towards the recording of fitness parameters. We aimed to identify key concepts of the inclusion of health apps and wearables in the German statutory health care sector. We analyzed 55 of 136 identified articles to answer the research question: Which risks and benefits may result from the implementation of the digital care act in Germany?

Methods

According to Munn et al [7], we conducted a scoping study to identify key concepts of the inclusion of health apps and wearables into the German statutory health care sector. The study aimed to draw a general picture about the risks and benefits of statutory financed mHealth solutions in Germany.

Scoping Method

We performed this study according to the guidelines of scoping studies by Colquhoun et al [8]. Colquhoun et al [8] advanced the 6 stages of scoping studies by Arksey and O’Melley [9]. They elaborated on different stages of research such as the identification of a research question and literature, study selection, charting data, summarizing, and consulting [9]. To ensure rigor and transparency, this literature review was guided by our research question [9]. We started the scoping study with a database search of PubMed using the keywords “health apps AND wearables” (Figure 1). The scoping of literature was limited to articles published in the English language from 2015 to March 2019 because literature on health apps and wearables, as well as the boom of using those technologies, experienced a steep increase in 2015 [10]. The search identified 37 potential items. A second search was conducted via Google Scholar by using the keywords “health apps (and) wearables,” limiting the search again to literature published in the English language from 2015 to March 2019, and 36 items were identified. Then, another 2 articles in the German language and 2 survey studies in the German language were included in the study through purposeful sampling [11] because they were recommended. We conducted a third database search through JMIIR using the search terms “health apps AND wearables” and identified 59 articles published from 2015 to March 2019 in English. We conducted other trial searches using other keywords such as “mHealth,” “fitness apps,” “health apps,” and “health data sharing” but the sampled literature had little fit with the research question. Hence, when searching only for the search term “health apps,” JMIIR returned 698 search results. However, we chose the search term “health apps AND wearables” for our study because this is the closest that the published literature gets in terms of the German DIGA concept [12].
Identification of Relevant Articles
Conference papers, conference reports, protocols, viewpoints, letters, Bachelor and Master theses, or other grey literature were not included. First, we screened articles by title and abstract. Literature relating to the themes of patient treatment with health apps or wearables, preventive care with apps or wearables, market studies about health app and wearable use, data privacy concerns, and patient use of health apps and wearables were included in this study. Hence, duplicates and ineligibility were further reasons for exclusion. Regarding the inclusion themes selected via purposeful sampling [11], 55 of 136 articles were included in this scoping study, and we analyzed the articles using a qualitative thematic analysis approach (see Multimedia Appendix 1 and Multimedia Appendix 2).

Results
Of the 55 studies, 22 studies were literature, website, or app reviews; 16 studies were qualitative studies; and 17 studies were survey, interview, or quantitative studies. Most survey studies were not representative. Overall, we concluded that there is a growing amount of health app and wearable literature, but there is still room for additional research because not every aspect of the introduction of mHealth solutions into the health care system is known yet. There are few long-term studies on the effectiveness of the use of health apps and wearables as a form of patient treatment. We have no insights about the effects of DIGA prescription and usage over 5, 10, or 20 years. Most articles we reviewed originated in Western Europe, the United States, and Canada.

After article scoping and conceptualization of the main findings, 4 main themes emerged: users of health apps and wearables; effectiveness of health apps and wearables to improve health; the potential of bring-your-own, self-tracked data; and concerns and data privacy risks.

Users of Health Apps and Wearables
A study by GfK reported that 33% of survey participants from 16 different countries used wearables or health apps to track their fitness or health on average [6]. The main reasons for people to use these devices is to improve their personal level of fitness or for self-motivation. In Germany, about 28% of people currently track their health — more men than women and rather younger than older people [6]. Another survey conducted by Statista [13] showed similar results. Users mainly focus on self-optimization. The youngest user group (18-29 years) has the largest proportion of app users [13].

Wiesner et al [14] conducted a field study and surveyed participants from a regional road race event about their use of wearables. They decided to survey sport-enthusiast runners because they anticipated that mainly young and active people use health apps and wearables. The study showed that 73% of the runner community used one or more wearables to track their activity [14]. Just 1% of the respondents used wearables sponsored by their health insurer [14]. The authors further asked about data privacy concerns of nonvoluntary data sharing, and 42% of the respondents “stated that they would not be concerned if data were shared in such a manner” [14]. This result might be significantly different when surveying a group of chronically ill or nonactive people. The results further show that the willingness to share data with different agents decreases for respondents in older age groups [14]. Most respondents of a US market study used health apps and wearables to monitor personal activity, nutrition, weight loss, or learn a new exercise [15]. The majority of the surveyed users used their health or fitness apps at least once a day [15]. Just 20% of the respondents discovered an app through the recommendation of a physician [15]. Among the most frequent reasons for people to not use health apps and wearables were lack of interest, high prices, and lack of trust in data security [15].

Park et al [16] conducted a similar study in South Korea and achieved similar results. The main reasons to use health apps...
and wearables were concerns about personal health status, self-optimization, innovative propensity, and trust in beneficial results. Surprisingly, the results indicated that the quality of the app has less influence on the decision whether to continue to use an app than social-cognitive factors [16]. Paré et al [17] also analyzed the motivation of people using health apps or wearables in Canada. They concluded that about 41% of the respondents used digital devices to self-track their health and physical activity (PA), which is significantly more than the German average. Furthermore, “a majority of digital self-trackers are young or mature adults (18-34 years), highly educated …, wealthy … and people who perceive themselves to be in good or very good health” [17]. Mosconi et al [18] and Ernsting et al [19] agreed with this statement and determined that young people in particular are interested in these technologies. Users feel generally more informed about their health when tracking different parameters, and 7 of 10 respondents improved or maintained their health condition by using an app or wearable [17]. Nevertheless, “one-third of consumer wearables end up in a drawer 6 months after purchase” [17]. This phenomenon occurs mainly with people with poor health or a chronic illness, indicating that this group loses interest in the technology when constantly reminded about a chronic condition or illness. Those people might feel pressured to be physically active [17].

Canhoto and Arp [20] agreed with Paré et al [17] by stating that many wearable and health app users stop using their devices after a while. Many insurance companies offer their members financial incentives and bonus programs to adopt a certain app or track specific health parameters [20]. The authors claimed that the inclusion of wearables and health apps in the health care system might have a significant positive influence on the treatment of chronic disease, like obesity or diabetes [20]. The widespread adoption and acceptance of these technologies are the key to their effectivity.

Christóvão [21] analyzed in his paper the influencing factors leading to app usage and the potential of health apps recommended and monitored by physicians. Perceived ease of use, perceived usefulness, peer influence, seniority, age, and gender were among the most important factors [21]. The author surveyed 199 fully qualified doctors and medical students to analyze the perceived usefulness of introducing health apps and wearables into patient care. Senior physicians and female physicians tended to use health apps less frequently if there was little peer influence, little perceived usefulness, and high complexity of usage [21]. A majority of the respondents could imagine recommending health apps and wearables to patients. Collado-Borrell et al [22], Davis et al [23], and Lipschitz et al [24] stated that many patients, nonetheless, already use health apps and wearables and are generally interested in the adoption of these technologies, independent of their age. However, Krebs and Duncan [15] rejected the view that all influencing factors are equally important. Wiesner et al [14] disagreed that gender significantly influences app usage, and Mackert et al [25] stated that health literacy plays an important role in the willingness to use these technologies.

Somers et al [26] conducted a contingent evaluation about the willingness-to-pay (WTP) for and willingness-to-accept (WTA) the use of health apps with different features. The results indicated that people value the promotion of wellbeing, social connectivity, and health care control [26]. Hence, Peng et al [27] identified the price of a wearable or health app as a significant influencing factor for the decision to adopt. The main reasons for people to abandon health apps or wearables after a certain period are, according to Peng et al [27], lack of time and effort and the lack of motivation and discipline. This means that apps or wearables alone cannot trigger a tremendous lifestyle change. The authors identified important reasons for people to use and continue to use health apps and wearables such as social competition, intangible rewards, tangible rewards, hedonic factors, and internal dedication [27]. To set incentives for nonactive or chronically ill patients to adopt health apps or wearables, tangible rewards like bonus programs might be the most promising tool in the future because “money is one of the biggest motivators” [27]. Petersen et al [28] concluded that tracking health parameters and communication through internet platforms triggers more self-consciousness and leads to patient empowerment.

Effectivity of Health Apps and Wearables to Improve Health

A study from the German Ministry of Health [29] assigned health apps and wearables a significant role in the future and singled out the importance of incorporating self-tracked data into the physician’s daily routine and diagnostics. The stagnating telemedical development in Germany might be one of the major obstacles for the incorporation of DIGAs into the German health care system and needs further attention. However, Albrecht [29] argued that apps should be developed in cooperation with physicians, pharmaceutical companies, and health insurers to better meet the needs of the patients. The author claimed that the continuous use of health apps has a positive effect on personal health [29].

Mercer et al [30] conducted a participant’s study and provided wearables to 32 chronically ill participants (aged >50 years), which they evaluated according to questions derived from the technology acceptance model. They found out that older and chronically ill people perceive wearables as “useful and acceptable.” The use of wearables could enhance the level of PA because the devices create awareness of real motion [30]. Many older participants have not used a smartphone or tablet before and have strong concerns about their competencies. Yet, the technologies could remove barriers between physicians and patients [30]. Ehn et al [31] conducted a similar study. The authors concluded that the overall PA of the elderly increased during the study and that the wearables acted as a significant motivator [31]. However, they defined similar barriers for the use of wearables [31]. Schoeppe et al [32] reviewed 25 apps for children and adolescents and concluded that these apps have moderate quality overall. User engagement while using the app was not satisfactory, and the apps did not respond to individual needs. The authors ascribed to health apps for children and adolescents a high potential effectivity of sustainable behavioral change through gamification. They suggested, similar to Albrecht [29], cooperation of physicians, pharmaceutical companies, health insurers, and app developers [32]. Hartzler et al [33] and Hoffmann et al [34] also stressed the inclusion of
gamification and interactive features as main factors for the success of health apps and wearables.

Firth and Torous [35] concluded their literature search by stating that there is still little empirical research available on the effectiveness of health apps, specifically as a complementary treatment for schizophrenia: “People with schizophrenia are willing and able to use smartphones to monitor their symptoms, engage in self-directed therapeutic interventions, and increase their physical exercise.” Patients not officially diagnosed with schizophrenia or patients in acute stages report problems with app adherence [35]. Urrea et al [36] predicted that the use of health apps is an effective tool for the prevention of cardiovascular disease. Interventions via apps related to improvement and monitoring of smoking behavior, nutrition, and PA show positive results [36]. Hartmann et al [37], Christmann et al [38], and Ose et al [39] found significant potential of health apps and wearables for the treatment of depression. DIGAs might personalize care and reduce communication barriers with medical doctors. Gabriels and Moerenhout [40] and Martinez-Milliana et al [41] concluded that the use of health apps and wearables help improve patients’ awareness and health education.

The Potential of Bring-Your-Own, Self-Tracker Data
Haghi et al [42] ascribed to bring-your-own, self-tracked data an important role because of the predictions and simulations that could be achieved using big data: “The Internet of Things is a new concept, providing the possibility of health care monitoring using wearable devices.” Health monitoring could be done to a large extent autonomously, using sensors like motion trackers, vital signs, and gas detectors [42]. Dimitrov [43] identified 4 main strategies: descriptive analysis, prescriptive analysis, predictive analysis, and simulations. The author predicted potential future savings in the health care sector because most patients could monitor their health by themselves and upload their data to a medical Internet of Things. Data analysis could be achieved using big data and digital health advisors, which could decrease the number of necessary annual visits to physicians [43]. Turankhia and Kaiser [44] agreed with Dimitrov [43] and identified the monitoring of patients at risk of atrial fibrillation with health apps and wearables as tools to increase the rate of early detection and therefore decrease physician visits. Heintzman [45] also argued that the management and monitoring of diabetes through apps could decrease costs for the health care system because the technologies offer individualized guidance. Henriksen et al [10] criticized that self-tracked data is, in most cases, uploaded to brand-specific repositories, which makes it difficult to share data with medical staff or compare data between different applications.

Vahabzadeh et al [46] identified mHealth primarily as a game changer in the treatment of depression and even as a measure of suicide prevention. The author stated that there is great potential to detect the risk of suicide early and to help individuals with specific apps tailored to their needs. However, medical doctors should not solely rely on these technologies for detection and treatment, given the tremendous pitfalls of a potential error [46]. Lüttke et al [47] agreed with the points made by Vahabzadeh et al [46]. They see great potential in the use of DIGAs as complementary to therapy.

Genes et al [48] researched the effectiveness of asthma monitoring through health apps and concluded that there was improvement in asthma control and a decrease in necessary physician contact. More importantly, the use of the app helped to reduce barriers within patient-physician communication [48]. Yet, another study showed that the incorporation of bring-your-own, self-tracked data in preventive care programs might be very promising. The reason for the positive outlook is the advancement of patient education through data visualization and a better self-monitoring strategy [1]. However, the widespread adoption of these technologies and integration of the data in routine physician care are challenging [1]. Lobelo et al [1] recommended that health app developers, researchers, regulators, and medical staff conjointly develop solutions to ensure compliance, compatibility, and health data security. Brandt et al [49] conducted a study by interviewing general practitioners in Denmark, and a majority of the general practitioners already used health apps and are generally convinced about the effectiveness but do not “translate that into lifestyle change guidance for their patients.” The authors suggested that health apps and wearables have significant potential to improve diagnostics and are a complimentary treatment for patients.

Chung et al [50] found that patients get better insights about their specific condition and feel empowered and connected. Cresswell et al [51] ascribed the integration of bring-your-own, self-tracked data into the daily routine of physicians as an aspirational role in preventive care and diagnostics. Furthermore, Cresswell et al [51] agreed with Chung et al [50] that self-monitoring of vital parameters and data visualization empower and educate patients.

Knight and Bidargaddi [52] concluded that self-management of mental diseases through apps leads to patient empowerment and the improvement of clinical care through better understanding. Ramkumar et al [53] agreed with this argument.

Concerns and Data Privacy Risks
Wichmann et al [54] criticized, despite all the potential benefits, the general academic enthusiasm about introducing DIGAs into the health care system, even though there is little empirical evidence about their long-term effectivity, or the usage over several years. Urban [55] conducted qualitative interviews to research the user perception of elderly people. The author claimed that health apps and wearables motivate elderly people to increase their activity, but they also cause them “to develop negative emotions that stand in a charged relationship to aging stereotypes.” Elderly, who suffer from severe chronic conditions, feel discomfort integrating these technologies into their daily routine because the apps constantly remind them of their illness [55].

McCallum et al [56] agreed with Urban [55] and argued that the use of DIGAs are currently limited to mainly young and sportive people. To achieve widespread use, the usability and acceptability, especially of people with chronic conditions, need to be improved [56]. Data security issues are one of the main concerns for chronically ill people because they fear...
discrimination in different parts of their daily life [56]. Montgomery et al [57] supported this claim and demanded government regulation to enhance fairness and equity but also to protect personal data from the sale to third parties.

Groß and Schmidt [58] suggested that patients could be overstrained with the amount of data and sensors available. Hence, patients are not sufficiently trained to read and properly analyze health data and peak graphs. They are not able to assess the data and identify their relevance, which could lead to misinterpretation [58]. The authors also listed positive effects resulting from the use of health apps and wearables for patients like efficiency, control, goal orientation, and better organization [58]. Another major problem discussed in the paper is the concern about data security, the consequences of potential data theft, and data sales to third parties [58].

Hicks et al [59] and Huckvale et al [60] discussed in their studies privacy risks that could result from the use of fitness and health apps. Users of health and fitness apps rely on the ethical operation of app services and need to trust the apps they use [59,60]. However, app services, especially those offering free operation, mainly sell the collected data to third parties and hide these conditions in very long policy terms. The authors examined the privacy policies of 79 popular health apps and found that 89% of the apps communicate with online services and 90% also communicate with “one or more third-party services directly” [60]. The authors criticized that most health and fitness apps “rely mainly on self-declared compliance” [60]. Armstrong [61] came to the same conclusion with a similar study and suggested government regulation for health data processing. Tabi et al [62] and Jamaladin et al [63] also criticized the lack of clarity of conventional app stores and emphasized the need for professional health app stores and medical doctors’ recommendation to their patients. Becker et al [64] agreed with Huckvale et al [60] and Armstrong [61] because most health apps are not certified as a medical device, which means that their data protection terms are, in most cases, not supervised by a government agency. However, certification processes take a long time and are expensive. Incentives for the certification of apps are currently missing. However, the German digital care act enables fast track certification for DIGAs, which allows for early market access and a 1-year test phase to prove a positive health care effect [3].

Discussion

During the analysis of 55 of the 136 papers, we found 4 main themes or concepts regarding the introduction of DIGAs in the health care system: users of health apps and wearables; effectivity of health apps and wearables; the potential of bring-your-own, self-tracked data; and concerns and data privacy risks. In terms of the introduction of the digital care act in Germany, health apps and wearables are supposed to have an overall positive effect for patients. The literature shows that patients with chronic conditions especially could benefit from the DVG through self-monitoring and health education but also through reduced communication barriers with their physicians [29-31,35,43]. However, there is still a lack of long-term empirical evidence about the effect of statutory financed DIGAs. Yet, it is not very clear how health app and wearable developers should prove a positive effect on medical care for patients after their 1-year test-phase. Long test phases and costly control group trials are not feasible for health apps and wearables [5]. Many authors criticize the pure amount of health apps and wearables available on the market and the difficulty for people to choose one specific to their needs. They argue that integrating health care staff into the process of app development and recommendation and supervision by physicians would increase the potential benefits of the technology [1,10].

There are not just potential benefits but also severe direct and indirect privacy concerns and the fear of discrimination, for example, through the employer or health insurance company [65]. Users, especially in Germany, lack trust in many app providers concerning their data because of missing transparency. This is the reason why data privacy and data security are a major part of the DIGA certification process resulting from the digital care act. Hence, this is also why patient-tracked data is not automatically forwarded to the statutory sickness funds or the physicians. The patient should remain the owner of his data [5].

Transparency about data processing might be one of the major solutions to data privacy concerns. Users are generally more willing to share their data if application services are transparent about data processing than if it remains unclear or the user feels betrayed [66]. In European countries, personal data is understood to be personal property, and regulations such as the European General Data Protection Regulation (DSGVO) are set to protect this property [66].

In a second digitization phase, Germany could introduce another regulation that enables health care providers to offer patients a digital dividend to use their self-tracked data for research purposes. However, to price self-tracked health data might be very difficult because the users generally overestimate the price of their personal data: “By its nature, personal data is non-rival, cheap to produce, cheap to copy, and cheap to transmit” [66].

A recent study showed that many people in Germany are willing to share personal data in exchange for benefits or rewards: 12% agreed, 40% disagreed, and 48% did not want to answer the question [67]. Yet, 30 million German consumers use the Payback program initiated by the American Express Group, which involves selling consumer data for bonus points in certain stores [68]. Many people are not directly aware of the fact that they sell their data to Payback GmbH and the company sells the data to third parties [69]. When directly asked, people are often very sensitive to the commercial exploitation of personal data [70]. In the experiment by Cvrcek et al [70], the median bid accepted for location data was €43 (US $51.06). An experiment by Grossklags and Acquisti [71] showed that most participants are willing to sell their data but are not willing to pay for the protection. The average WTA for their data about individual quiz performance was US $7.06 and for their personal personal information was US $31.80. The WTP to protect both types of data was US $0.80 [71]. The authors discovered that the type of personal data is individual and emotionally charged, influencing the WTP and WTA decision. When participants...
were asked about the number of their previous sexual partners, average WTA was US $2291.30, and WTP was US $12.10 [71]. Going a step further, when asked to auction their weight, age, and height, probands with a BMI below average demanded lower compensation to make their weight publicly available than probands with a BMI above average [72].

Hence, Von Wedel et al [73] showed that there is general interest in the inclusion of digital and mobile services in the German health care system. Yet, this gives a positive outlook for the success of the digital care act in Germany. According to the studies reviewed, we predict a high demand for DIGAs from young and healthy adults in the beginning. Yet, we believe that chronically ill and elderly patients benefit to a large extent from the regulation, which is why physicians and doctors should act as mediators and recommend, supervise, and accompany app use.

Three main stages of potential benefits for the German health care system were identified in the literature: usage of health apps and wearables [14,17,46], continuing usage of health apps and wearables [36,55], and sharing self-tracked data with agents in the health care sector [42,48]. Figure 2 shows the different stages mapped against the identified influence factors, concerns, and potential incentive systems.

The literature assigns each of the stages potential benefits when integrated into the health care system. The decision if individuals use health apps depends to a large extent on the perceived ease of use, perceived usefulness, trust, peer influence, personal health status, and technology literacy. Main concerns about the use of health apps and wearables discussed are data privacy violations or physical discomfort [15,16]. Whether an individual decides to continue to use a health app or wearable depends on the usefulness of the app to achieve certain goals, personal discipline, motivation, and trust. The concerns about continuing to use an app or wearable seem to be almost identical to the ones about starting to use an app, but even more sensitive to personal discomfort and the individual distortions of chronic diseases [21,27]. Presuming that the use of health apps and wearables has positive effects on the prevention of certain disease or aids treatments, the reasons why people stop using apps should be further studied, as well as potential incentive systems to assist people to continue to use these apps.

Some incentives named within the literature are bonus programs or physicians’ recommendations. The last stage is the potential and willingness to bring along or share self-tracked data with different agents in the health care system. People seem to have very strong concerns about voluntarily sharing their self-tracked health data, which range from price discriminations to a lack of transparency and social embarrassment [26].

Referring to the research question of this paper, the digital care act and the introduction of statutory financed DIGAs could be considered societally beneficial. The widespread use of DIGAs allows patient empowerment, better monitoring of chronic diseases, and individualized advice. These benefits could not only reduce the number of mandatory visits to physicians and therefore the evergrowing expenses for the health care system but also lead to better resource allocation and improved treatment quality. Yet, Germany is the first country worldwide to introduce prescribed DIGAs. This is a significant chance to enhance digitization in the German health care sector and to build a foundation for a digital dividend to buy self-tracked patient data for research purposes. Yet, this experiment also bears risks when considering the volatile patient trust in data security.

Figure 2. Stages from use to continuous use to the sharing of self-tracked data.
Limitations
This study might be affected by the limited amount of available research resulting from the search terms. This might give a unilateral perspective on the effectivity of health apps and wearables. Hence, we are always concerned about the selection bias of articles. However, the multidisciplinary perspective on the field of study, enhanced through articles from different schools of thought and different research disciplines, as well as the applied rigor of scoping studies, have contributed to eliminate the selection bias to a large extent. Further research should be conducted after the first DIGAs are certified and have entered the German health care market.

Conclusions
To conclude, 55 of the 136 articles were analyzed within this scoping study. First, 4 key themes were identified: users of health apps and wearables; effectivity of health apps and wearables to improve health; potential of bring-your-own, self-tracked data; and concerns and data privacy risks.

In December 2019, Germany passed the digital care act, which enables the statutory financed prescription of digital health devices by medical doctors. Based on this scoping study, we predict an overall beneficial effect for German patients, treatment quality, and general health literacy of the population. The main benefits are going to be visible in the fields of preventive care and patient monitoring and disease management. Three main stages of potential benefits for the health care system were identified: using health apps and wearables, continuing to use health apps and wearables, and sharing bring-your-own, self-tracked data with different agents in the health care sector.
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Abstract

Background: Many app-based interventions targeting women with breast cancer have been developed and tested for effectiveness. However, information regarding the evaluation of the usage of these interventions is scarce. A better understanding of usage data is important to determine how women use apps and how these interventions affect health outcomes.

Objective: This study aimed to examine the usage duration and login frequency of an app-based intervention, the Breast Cancer e-Support (BCS) program, and to investigate the association between usage data and participants’ demographic and medical characteristics.

Methods: This study is a secondary data analysis of a randomized controlled trial assessing the effectiveness of the BCS program. The BCS program contains four modules: Learning Forum, Discussion Forum, Ask-the-Expert Forum, and Your Story Forum. A total of 57 women in the intervention group accessed the BCS program during their 12-week chemotherapy. The app’s background system tracked the usage duration and login frequency for each forum and the entire BCS program.

Results: The total usage duration per participant ranged from 0 to 9371 minutes, and the login frequency per participant ranged from 0 to 774 times. The Discussion Forum and the Learning Forum were the most frequently used modules. The general linear model showed that age, education, family monthly income, and employment were associated with BCS usage duration and/or login frequency. Age ($F_{1,45}=10.09, P=.003, B=115.34, 95\% CI 42.22-188.47$) and education ($F_{1,45}=7.22, P=.01, B=1949.63, 95\% CI 487.76-3411.50$) were positively associated with the usage duration of the entire BCS program. Family monthly income was positively associated with the usage duration of the Learning Forum ($F_{1,45}=11.85, P=.001, B=1488.55, 95\% CI 617.58-2359.51$) and the login frequency of the entire BCS program ($F_{1,45}=4.47, P=.04, B=113.68, 95\% CI 5.33-222.03$). Employment was negatively associated with the usage duration of the Ask-the-expert Forum ($F_{1,45}=4.50, P=.04, B=-971.87, 95\% CI -1894.66 to -49.07$) and the Your Story Forum ($F_{1,45}=5.36, P=.03, B=-640.71, 95\% CI -1198.30 to -83.11$) and positively associated with the login frequency of the entire BCS program ($F_{1,45}=10.86, P=.002, B=192.88, 95\% CI 75.01-310.74$). No statistical differences were found between BCS usage data and cancer stage, BMI, comorbidity, types of surgery, or cycles of chemotherapy.

Conclusions: Overall, this study found considerable variability in the usage of app-based interventions. When health care professionals incorporate app-based interventions into their routine care for women with breast cancer, the learning and discussion functions of apps should be strengthened to promote engagement. Additionally, characteristics of women with breast cancer,
such as age, level of education, income, and employment status, should be taken in consideration to develop tailored apps that address their particular needs and therefore improve their engagement with the app.

**Trial Registration:** Australian New Zealand Clinical Trials Registry ACTRN1261600639426; http://www.ANZCTR.org.au/ACTRN1261600639426.aspx

*JMIR Mhealth Uhealth 2020;8(9):e18896*  doi:10.2196/18896
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**Introduction**

Chemotherapy often causes undesirable side effects in women with breast cancer, including fatigue, pain, sweating, swollen hands, and anxiety [1,2]. In China, access to adequate and continuous cancer care is challenging for women with breast cancer due to the increasing incidence of this type of cancer, shortage of specialized oncology health care professionals, and rising medical cost [3,4]. Innovative and easily accessible support is needed.

Connected Health, a health care delivery model to maximize health care resources, provides channels for participants to interact with clinicians and receive health-related services via new technology [5]. Mobile health (mHealth) is an example of this model of Connected Health [6]. Currently, thousands of health apps are available worldwide [7], with the most common type of cancer-related apps focusing on breast cancer [6].

We previously developed an app-based interactive program, called Breast Cancer e-Support (BCS) [8]. This program could improve women’s self-efficacy and quality of life as well as reduce symptom interference during chemotherapy through 12-week access [9]. Women also perceived the BCS program to be beneficial in enriching knowledge, promoting confidence level, and improving emotional well-being [10]. Additionally, BCS usage duration was positively related to women’s self-efficacy, social support, and quality of life during chemotherapy [9], which is consistent with a previous finding: “the more use, the better health outcome” [11].

A better understanding of app usage is critical to elucidate women’s preferences for different forums and the ways the BCS program might affect health outcomes [12]. The usage statistics from an app are the real-world representations of individual usage processes [12], which are related to women’s app perceptions and usage experience [13]. The evaluation of usage data might help to provide design recommendations to improve app engagement [13]. However, information on app usage, including duration and frequency, remains scarce [14-16]. Furthermore, it is unknown what modules are the most popular among participants.

Women with different characteristics, such as demographic and health related factors, are expected to have different usage patterns for app-based interventions [17]. Therefore, tailored interventions could be more effective and acceptable for women with breast cancer [18,19]. However, successful tailoring is challenging because of the heterogeneous characteristics of women with breast cancer [17,18,20,21]. Currently, findings are still inconclusive on the relationship between women’s characteristics and their preference on app use [17,21-25]. For example, a recent systematic review revealed contrasting findings on whether age and baseline symptom status are associated with app usage [20]. A better understanding of the associations between women’s characteristics and their usage patterns of the BCS program is critical to improve the design of app-based interventions.

The primary aim of this study was to examine the usage data of the BCS program by assessing the usage duration and login frequency in women randomized in an intervention group. The secondary aim was to investigate the associations between usage data and demographic and medical characteristics.

**Methods**

**Participants**

This study extracted data from a multicenter randomized control trial and focused on the analysis of 57 women randomly assigned to the BCS intervention group. All participants had to (1) be diagnosed with breast cancer, (2) be receiving chemotherapy, and (3) have access to the BCS program for 12 weeks. Women who had a concurrent serious physical illness or chronic mental illness were excluded from the study.

**Intervention**

The BCS app program, which could be used on both iPhone and Android mobile phones, aimed to provide information and social support to improve women’s symptom management during chemotherapy. The intervention was conducted from May to November 2016. The full detailed description of the BCS program has been published [26].

The BCS program has four modules: Learning Forum, Discussion Forum, Ask-the-Expert Forum, and Your Story Forum. The Learning Forum offers evidence-based knowledge of breast cancer and management strategies for related symptoms. The Discussion Forum provides an anonymous interaction platform for women to communicate with peers and health care professionals. A seasoned health care professional moderates online discussion and provides expert advice when needed. The Ask-the-Expert Forum provides health consultation, where health care professionals respond to women’s queries within 24 hours. The Your Story Forum presents videos of encouraging stories that include strategies for overcoming the challenges during chemotherapy [26]. A moderator facilitates the interaction between peers and health care professionals in the BCS program.
Demographic and Medical Characteristics

At baseline, women filled out paper questionnaires that collected demographic characteristics including age; marital status; education; employment; family income; BMI; and medical characteristics such as cancer stage, types of surgery, comorbidity, complications, and cycles of chemotherapy. Medical records were used to confirm the medical variables.

Usage Data: Usage Duration and Login Frequency

The usage data of the BCS program were measured as usage duration and login frequency; data from each forum and the entire BCS program were recorded for each individual for 12 weeks. Usage duration was defined as the time, in minutes, between login and logout for each forum and the entire BCS program. The operational definition of login frequency was the number of times that each woman logged into each forum and the entire BCS program during the 12-week intervention period. The app’s background system tracked the usage data. If women were surfing on other functionalities of mobile phones or mobile phones were in standby mode, the app ran on background operational mode and the app background thread stopped calculating the usage data.

Statistical Analyses

All data analyses were performed using IBM SPSS 25.0. The mean (SD), medium (IQR), and maximum values were used to describe usage duration and login frequency. As the usage data were highly skewed, a general linear model was used to calculate the associations between usage data and demographic and medical characteristics. An α level of .05 of statistical significance was set for all analyses.

Results

Demographic and Medical Characteristics

A total of 57 women were included in this study. The mean age was 46.2 years (SD 8.5 years). All women were married, and 77% (44/57) were unemployed at the time of the study. Regarding educational level, 28% (16/57) had completed middle school, followed by elementary school (13/57, 23%), and high school (12/57, 21%). The monthly family income was in the range of US $149 to $738 for 60% (34/57) of the women and <US $148 for 25% (14/57) of them. Many of the women (28/57, 49%) were diagnosed with stage II breast cancer, followed by stage III breast cancer (19/57, 33%). A majority (45/57, 79%) had undergone mastectomy and only a few (3/57, 5%) had undergone breast conserving surgery.

BCS Usage Duration and Login Frequency

BCS usage data showed great variability. Only 4% (2/57) of the women did not log in the BCS program. For the whole BCS program, usage duration ranged from 0 to 9371 minutes, and frequency of logins varied from 0 to 774 times. The Discussion Forum and the Learning Forum were the most popular forums for women to log in and use. Table 1 shows the large difference between the mean and median of the BCS usage statistics.

Table 1. Usage duration and login frequency of Breast Cancer e-Support program for women with breast cancer receiving chemotherapy during the 12-week intervention (n=57).

<table>
<thead>
<tr>
<th>Program and forums</th>
<th>Usage duration (minutes)</th>
<th>Login frequency (times)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Medium (IQR)</td>
</tr>
<tr>
<td>Entire BCS Programme</td>
<td>1072.33 (2359.48)</td>
<td>100 (27-279)</td>
</tr>
<tr>
<td>Learning Forum</td>
<td>399.51 (1139.95)</td>
<td>29 (12-162)</td>
</tr>
<tr>
<td>Discussion Forum</td>
<td>412.09 (1364.85)</td>
<td>4 (1-43)</td>
</tr>
<tr>
<td>Ask-the-Expert Forum</td>
<td>161.91 (1013.8)</td>
<td>2 (0-8)</td>
</tr>
<tr>
<td>Your Story Forum</td>
<td>98.84 (597.73)</td>
<td>1 (0-13)</td>
</tr>
</tbody>
</table>

a BCS: Breast Cancer Support.

Associations Between BCS Usage Data and Demographic and Medical Characteristics

Age, education, family monthly income, and employment were associated with BCS usage duration and/or login frequency. Age was positively associated with the usage duration of the entire BCS program ($F_{1,45}=10.09, P=.003, B=115.34, 95\% CI 42.22-188.47$) and the Learning Forum ($F_{1,45}=7.71, P=.008, B=49.93, 95\% CI 13.70-86.13$) (Table 2). Education level was found to be positively associated with the usage duration of the entire BCS program ($F_{1,45}=7.22, P=.01, B=1949.63, 95\% CI 487.76-3411.50$) and the Discussion Forum ($F_{1,45}=7.45, P=.01, B=1303.24, 95\% CI 341.27-2265.21$) as well as the login frequency of the Learning Forum ($F_{1,45}=21.01, P=.001, B=17.82, 95\% CI 4.32-31.32$) and the Ask-the-expert Forum ($F_{1,45}=5.22, P=.02, B=21.01, 95\% CI 3.97-38.06$) (Table 3). Family monthly income was positively associated with the usage duration of the Learning Forum ($F_{1,45}=11.85, P=.001, B=1488.55, 95\% CI 617.58-2359.51$) (Table 2) and the login

Table 2. Association of usage duration of Breast Cancer e-Support program for women with breast cancer receiving chemotherapy during the 12-week intervention and demographic characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>$F_{1,45}$</th>
<th>95% CI</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>7.22</td>
<td>487.76-3411.50</td>
<td>.01</td>
</tr>
<tr>
<td>Education level</td>
<td>7.45</td>
<td>341.27-2265.21</td>
<td>.01</td>
</tr>
<tr>
<td>Family income</td>
<td>11.85</td>
<td>617.58-2359.51</td>
<td>.001</td>
</tr>
</tbody>
</table>
frequency of the entire BCS program ($F_{1,45}=4.47, \ P=.04, B=113.68, 95\% \ CI \ 5.33-222.03$), the Learning Forum ($F_{1,45}=4.61, \ P=.04, B=17.31, 95\% \ CI \ 1.07-33.56$), and the Discussion Forum ($F_{1,45}=6.68, \ P=.01, B=137.06, 95\% \ CI \ 30.21-243.91$) (Table 3). Employment status was negatively associated with the usage duration of the Ask-the-expert Forum ($F_{1,45}=4.50, \ P=.04, B=–971.87, 95\% \ CI –1894.66 \ to \ –49.07$) and the Your Story Forum ($F_{1,45}=5.36, \ P=.03, B=–640.71, 95\% \ CI –1198.30 \ to \ –83.11$) (Table 2) and positively associated with the login frequency of the entire BCS program ($F_{1,45}=10.86, \ P=.002, B=192.88, 95\% \ CI \ 75.01-310.74$), the Learning Forum ($F_{1,45}=11.76, \ P=.001, B=30.08, 95\% \ CI \ 12.41-47.75$), the Discussion Forum ($F_{1,45}=10.31, \ P=.002, B=185.32, 95\% \ CI \ 69.08-301.55$), and the Your Story Forum ($F_{1,45}=6.76, \ P=.01, B=9.30, 95\% \ CI \ 2.09-16.51$) (Table 3). No statistical differences were found between BCS usage data and cancer stage, BMI, comorbidity, types of surgery, or cycles of chemotherapy.

Table 2. Associations between usage duration in Breast Cancer e-Support program and demographic and clinical characteristics (n=57).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Usage duration</th>
<th>Entire BCS program</th>
<th>Learning Forum</th>
<th>Discussion Forum</th>
<th>Ask-the-Expert Forum</th>
<th>Your Story Forum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F$ test</td>
<td>$P$ value</td>
<td>$F$ test</td>
<td>$P$ value</td>
<td>$F$ test</td>
<td>$P$ value</td>
</tr>
<tr>
<td></td>
<td>(df)</td>
<td></td>
<td>(df)</td>
<td></td>
<td>(df)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>10.09</td>
<td>.003$^d$</td>
<td>7.71</td>
<td>.008$^d$</td>
<td>2.46</td>
<td>.12</td>
</tr>
<tr>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
</tr>
<tr>
<td>Education$^a$</td>
<td>7.22</td>
<td>.01$^d$</td>
<td>2.17</td>
<td>.15</td>
<td>7.45</td>
<td>.01$^d$</td>
</tr>
<tr>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
</tr>
<tr>
<td>Family monthly income$^b$</td>
<td>3.50</td>
<td>.07</td>
<td>11.85</td>
<td>.001$^d$</td>
<td>.001</td>
<td>.98</td>
</tr>
<tr>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
</tr>
<tr>
<td>Cancer stage$^c$</td>
<td>1.06</td>
<td>.31</td>
<td>.72</td>
<td>.40</td>
<td>3.30</td>
<td>.08</td>
</tr>
<tr>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td>.29</td>
<td>.60</td>
<td>.28</td>
<td>.60</td>
<td>.21</td>
<td>.65</td>
</tr>
<tr>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td>.04</td>
<td>.85</td>
<td>2.91</td>
<td>.10</td>
<td>.99</td>
<td>.32</td>
</tr>
<tr>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
</tr>
<tr>
<td>Comorbidity</td>
<td>.44</td>
<td>.51</td>
<td>.001</td>
<td>.97</td>
<td>.12</td>
<td>.73</td>
</tr>
<tr>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
<td>(1,45)</td>
<td></td>
</tr>
<tr>
<td>Types of surgery</td>
<td>.27</td>
<td>.76</td>
<td>.72</td>
<td>.49</td>
<td>.59</td>
<td>.56</td>
</tr>
<tr>
<td></td>
<td>(2,45)</td>
<td></td>
<td>(2,45)</td>
<td></td>
<td>(2,45)</td>
<td></td>
</tr>
<tr>
<td>Cycles of chemotherapy</td>
<td>.81</td>
<td>.45</td>
<td>2.76</td>
<td>.07</td>
<td>.56</td>
<td>.57</td>
</tr>
<tr>
<td></td>
<td>(2,45)</td>
<td></td>
<td>(2,45)</td>
<td></td>
<td>(2,45)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Regrouped into two categories: education “0=junior middle school and lower”, “1=higher school and higher.”

$^b$Regrouped into two categories: family monthly income “0<USD 442”, “1$$\geq$$USD 442.”

$^c$Regrouped into two categories: “0=cancer stage I and II”, “1=cancer stage III or IV.”

$^d$Significant at an $\alpha$ level of .05.
Table 3. Associations between login frequency in Breast Cancer eSupport program and demographic and clinical characteristics (n=57).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Login times:</th>
<th>Login times:</th>
<th>Login times:</th>
<th>Login times:</th>
<th>Login times:</th>
<th>Login times:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Entire BCS program F test</td>
<td>P value</td>
<td>Learning Forum F test</td>
<td>P value</td>
<td>Discussion Forum F test</td>
<td>P value</td>
</tr>
<tr>
<td>Age</td>
<td>.01 (1,45)</td>
<td>.91 (1,45)</td>
<td>.39 (1,45)</td>
<td>.25 (1,45)</td>
<td>.51 (1,45)</td>
<td>.48 (1,45)</td>
</tr>
<tr>
<td>Educationa</td>
<td>3.61 (1,45)</td>
<td>.06 (1,45)</td>
<td>7.07 (1,45)</td>
<td>.01 (1,45)</td>
<td>2.54 (1,45)</td>
<td>.12 (1,45)</td>
</tr>
<tr>
<td>Family monthly incomeb</td>
<td>4.47 (1,45)</td>
<td>.04 (1,45)</td>
<td>4.61 (1,45)</td>
<td>.04 (1,45)</td>
<td>6.68 (1,45)</td>
<td>.01 (1,45)</td>
</tr>
<tr>
<td>Cancer stagec</td>
<td>.61 (1,45)</td>
<td>.44 (1,45)</td>
<td>1.71 (1,45)</td>
<td>.20 (1,45)</td>
<td>1.13 (1,45)</td>
<td>.29 (1,45)</td>
</tr>
<tr>
<td>Body mass index</td>
<td>.72 (1,45)</td>
<td>.40 (1,45)</td>
<td>.29 (1,45)</td>
<td>.59 (1,45)</td>
<td>.79 (1,45)</td>
<td>.38 (1,45)</td>
</tr>
<tr>
<td>Employment</td>
<td>10.86 (1,45)</td>
<td>.002 (1,45)</td>
<td>11.76 (1,45)</td>
<td>.001 (1,45)</td>
<td>10.31 (1,45)</td>
<td>.002 (1,45)</td>
</tr>
<tr>
<td>Comorbidity</td>
<td>1.48 (1,45)</td>
<td>.23 (1,45)</td>
<td>.95 (1,45)</td>
<td>.34 (1,45)</td>
<td>1.10 (1,45)</td>
<td>.30 (1,45)</td>
</tr>
<tr>
<td>Types of surgery</td>
<td>1.80 (2,45)</td>
<td>.18 (2,45)</td>
<td>1.48 (2,45)</td>
<td>.24 (2,45)</td>
<td>1.05 (2,45)</td>
<td>.36 (2,45)</td>
</tr>
<tr>
<td>Cycles of chemotherapy</td>
<td>.50 (2,45)</td>
<td>.61 (2,45)</td>
<td>.43 (2,45)</td>
<td>.66 (2,45)</td>
<td>.35 (2,45)</td>
<td>.70 (2,45)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we found considerable variability in usage duration and frequency of the BCS program among women with breast cancer receiving chemotherapy. The large difference between median and mean usage data indicated usage polarization among the women. Additionally, we found that the Discussion Forum and the Learning Forum were the most popular forums. Age, education, family income, and employment were associated with women’s usage data.

Although BCS usage varied considerably, this study reported better usage duration and login frequency than a self-guided 4-month web-based intervention, called BREAhcancer ehealth (BREATH), in which the total usage duration ranged from 0 to 2324 minutes (mean 337.2 minutes, SD 163.7 minutes) and the frequency of login ranged from 0 to 45 times (mean 11 times, SD 47 times) [27]. Moreover, our study had a lower proportion of non-users (2/57, 4%) than the BREATH intervention (7/70, 10%) [27]. BREATH, as a self-guided intervention, did not have professionals to moderate it. In contrast, this study involved a health care moderator who facilitated group interactions in the Discussion Forum and sent reminder messages to the corresponding doctors in the Ask-the-Expert Forum [9]. To explore whether a moderator is helpful in increasing participants’ engagement, further studies are warranted to compare usage statistics across different formats (self-guided versus moderated) within the same program.

We found usage polarization in the BCS program, which is consistent with the results of a study that explored the usage data of a web-based self-management intervention [27]. Usage polarization may reflect the particular preferences of each participant. In cases where reduced app engagement may undermine the potential effectiveness of the interventions [9], engaging strategies should be developed, such as self-tailored content, targeting participants who do not use the app as often as expected. However, tailoring the intervention to meet each individual’s needs presents multiple challenges [27]. Additionally, our process evaluation of the BCS program indicated that women’s poor physical and psychological conditions might hamper BCS usage [10]. Furthermore, in China, family members are often considered the primary caregivers of patients [28]. Therefore, to achieve better health outcomes for patients, family members should be involved in app-based interventions and information should be supplemented for them.
In this study, women used the Learning Forum and the Discussion Forum the most during their 12-week access to BCS. Research has found that patients with cancer use mHealth as an information resource and for emotional support [11,29,30]. The Learning Forum offered evidence-based information and strategies for managing symptoms, which helped women to better cope with breast cancer [26]. Thus, information support services may contribute to the usage of mHealth [30,31]. Meanwhile, the Discussion Forum provided a multi-interaction channel for in-depth discussion with peers and health professional moderators, which held particular appeal to these women [11,18,26,32,33]. Our findings concurred with the results of other studies that women tend not to use all the modules in apps, and instead prefer those that engage them [34]. Therefore, health care professionals should strengthen the key features of apps, such as learning and discussion functions, to enhance women’s engagement.

Contrary to a previous study regarding eHealth use and age [35], we found that older women spent more time on the BCS program and the Learning Forum than younger women. In the abovementioned study, although older people were less likely to use eHealth intervention, the age disparity was found to be related to technological proficiency [35]. In this study, the user-centered design of the BCS program may help older women to alleviate their concern regarding technological ability [27]. Moreover, the interesting and relevant information gained from the Learning Forum may encourage older women to use eHealth more often [17]. Therefore, it would be beneficial to design user friendly apps and provide appropriate technical support and easy-to-understand information for older participants to meet their health information and care needs.

Consistent with some studies [20,21,23,34], our findings suggested that women with higher levels of education use the BCS program more frequently and spend more time on it. This may be interpreted as women with a higher education accepting new things more quickly and having better comprehension of the written information. These women also tend to spend more time learning health-related information [36]. Meanwhile, women with low education levels might experience difficulties in understanding the information, resulting in less interest in participating in app-based interventions [37]. However, owing to a lack of prior knowledge and health resources, women with low education levels may need to use the interventions to gain health-related information and consultation [17]. Health care professionals may improve the app design with lay language, more illustrations, and short videos to cater to the health information needs of women with different backgrounds to overcome the education barrier [10].

In this study, women with a higher family income used the Learning Forum and the Discussion Forum more than those with a lower family income, which is in agreement with other studies [17,23,37]. On the one hand, women with a low-income have less opportunities to access and use mobile devices at home and may experience stress when using the app-based program [23]. On the other hand, women with a higher family income might be able to afford spending more time to read and chat in the app-based program [17]. Besides, women with different family incomes may have different online surfing purposes. Women with a higher family income might go online to seek information, whereas women with a lower family income might seek entertainment [37]. However, low-income women with breast cancer have been reported to benefit more from web-based support because this support helps to fill the service gaps in the treatment of diseases and caters to their individual needs and preferences [38]. Thus, it is important for health care professionals to explore the needs of women with different income and improve the design and content of apps accordingly.

A previous study found that employed participants showed more interest in eHealth [35] and benefited more from eHealth [39]. Similarly, employed women used our BCS program more frequently. However, they spent less time in the Ask-the-Expert Forum and the Your-Story Forum, probably because participating in eHealth is time consuming and employed individuals have less leisure time [17]. In our process evaluation of the BCS program, women also suggested timely feedback from the experts as well as short and concise videos to convey information in these two forums [28]. These results indicate that modifying the design of eHealth to be timesaving may help facilitate usage engagement.

Strengths and Limitations

One strength of this study was the presentation of a method that directly and objectively captured the usage data of mobile apps. Thus, there was no reporting bias for mHealth intervention usage. Another strength was that this study analyzed the usage of each module in the program and its associations with women’s demographic and medical characteristics. The findings could help researchers understand participants’ preferences and explore strategies to improve app design.

As for the limitations, the study extracted usage data from a randomized control trial, and the sample size was small, which limited the generalizability of our results. Additionally, a previous study showed that the usage of apps changes over time [32]. Given the design of BCS, we could not track the dynamic usage data during the 12-week intervention. Longitudinal research with a larger sample size is warranted to gain deeper insight into the use of app-based interventions.

Conclusions

The insights gained from this study allow us to provide recommendations for further advances in the design and content of app-based health interventions. Overall, this study illustrated considerable variability in the usage of app-based interventions. When health care professionals incorporate app-based interventions into their routine care for women with breast cancer, the learning and discussion functions of apps should be strengthened to promote engagement. Additionally, characteristics of women with breast cancer, such as age, education level, income and employment status should be taken in consideration to develop tailored apps that address their particular needs and therefore improve their engagement with the app.
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Abstract

Background: In 2017, mobile app support for managing diabetes was available to 64% of the global population of adults with diabetes. One Drop’s digital therapeutics solution includes an evidence-based mobile app with global reach, a Bluetooth-connected glucometer, and in-app coaching from Certified Diabetes Educators. Among people with type 1 diabetes and an estimated hemoglobin A1c level ≥7.5%, using One Drop for 3 months has been associated with an improved estimated hemoglobin A1c level of 22.2 mg/dL (–0.80%). However, the added value of integrated activity trackers is unknown.

Objective: We conducted a pragmatic, remotely administered randomized controlled trial to evaluate One Drop with a new-to-market activity tracker against One Drop only on the 3-month hemoglobin A1c level of adults with type 1 diabetes.

Methods: Social media advertisements and online newsletters were used to recruit adults (≥18 years old) diagnosed (≥1 year) with T1D, naïve to One Drop’s full solution and the activity tracker, with a laboratory hemoglobin A1c level ≥7%. Participants (N=99) were randomized to receive One Drop and the activity tracker or One Drop only at the start of the study. The One Drop only group received the activity tracker at the end of the study. Multiple imputation, performed separately by group, was used to correct for missing data. Analysis of covariance models, controlling for baseline hemoglobin A1c, were used to evaluate 3-month hemoglobin A1c differences in intent-to-treat (ITT) and per protocol (PP) analyses.

Results: The enrolled sample (N=95) had a mean age of 41 (SD 11) years, was 73% female, 88% White, diagnosed for a mean of 20 (SD 11) years, and had a mean hemoglobin A1c level of 8.4% (SD 1.2%); 11% of the participants did not complete follow up. Analysis of covariance assumptions were met for the ITT and PP models. In ITT analysis, participants in the One Drop and activity tracker condition had a significantly lower 3-month hemoglobin A1c level (mean 7.9%, SD 0.60%, 95% CI 7.8-8.2) than that of the participants in the One Drop only condition (mean 8.4%, SD 0.62%, 95% CI 8.2-8.5). In PP analysis, participants in the One Drop and activity tracker condition also had a significantly lower 3-month hemoglobin A1c level (mean 7.9%, SD 0.59%, 95% CI 7.7-8.1) than that of participants in the One Drop only condition (mean 8.2%, SD 0.58%, 95% CI 8.0-8.4).

Conclusions: Participants exposed to One Drop and the activity tracker for the 3-month study period had a significantly lower 3-month hemoglobin A1c level compared to that of participants exposed to One Drop only during the same timeframe. One Drop and a tracker may work better together than alone in helping people with type 1 diabetes.

Trial Registration: ClinicalTrials.gov NCT03459573; https://clinicaltrials.gov/ct2/show/NCT03459573.

(JMIR Mhealth Uhealth 2020;8(9):e16745) doi:10.2196/16745
Introduction

Diabetes is common, costly, and can have serious consequences. An estimated 30 million people in the United States are living with diabetes, 1.3 million of whom have type 1 diabetes (T1D) [1] indicated by the pancreas producing little or no insulin. Approximately US $327 billion is spent annually to treat diabetes, complications from diabetes, and employees’ losses in productivity [2]. Moreover, at least 11% of annual US deaths can be attributed to a diabetes complication [3]. A hemoglobin A1c level of <7% reduces the risk of developing diabetes complications [4,5], but can be hard to achieve for a variety of reasons [6]. People with T1D achieve “at goal” blood glucose with a combination of insulin therapy, carbohydrate monitoring, blood glucose monitoring, and physical activity [7,8]. Frequent, painful insulin injections and finger pricks have historically made it difficult to administer insulin and check blood glucose as recommended [9]. However, digital advances in the last 20 years have made administering insulin (ie, via insulin pumps) and monitoring blood glucose (ie, via continuous glucose monitors) much easier [10,11]. Other consumer technologies such as health apps, digital therapies, and wearable activity trackers can aid in the management of T1D, making it easier and more convenient to perform and monitor self-care activities [12].

Consumer apps and activity trackers can help people with T1D meet their glycemic targets [13-16]. Among adolescents with T1D, using an activity tracker has been associated with being more physically active and having an improved average time in-range blood glucose level after a 3-month period [13]. Among children with T1D wearing activity trackers with healthcare providers remotely monitoring their tracker data (and other data) [14], quality of life and hemoglobin A1c improved after 3 months [14]. However, 3-month hemoglobin A1c benefits among adults with T1D using trackers independent of remote monitoring is unknown.

Adults with T1D can use the One Drop mobile smartphone app with or without activity trackers (eg, Apple Watch [17,18]) [16]. One Drop’s app reads and displays activity data from trackers and other devices and is rated among the top three diabetes apps in the world [19]. The One Drop Chrome Bluetooth-connected meter syncs and displays blood glucose readings in the app. One Drop’s Certified Diabetes Educators (CDE “coaches”) remotely monitor user data and offer in-app education, strategies, and support. In observational studies, people with T1D or type 2 diabetes using One Drop’s app on Apple Watch averaged a −1.2% to −1.3% absolute estimated hemoglobin A1c improvement [17,18].

Studies consistently associate using One Drop’s solution with improved estimated hemoglobin A1c, but none of these studies used a randomized controlled trial design or included people with T1D using an activity tracker or smartwatch. Therefore, we conducted a prospective randomized controlled trial with adults with T1D to evaluate the 3-month effect of using One Drop and a new-to-market activity tracker on hemoglobin A1c.

Methods

Study Design

Solutions IRB, a private Institutional Review Board (IRB) registered with HHS #IRB00008523 and accredited by the Association of Human Research Protection Programs, approved all study procedures prior to recruiting participants. The study design was a pragmatic, parallel group, randomized controlled trial. Study personnel used a block randomization scheme of 100 groups of two randomization blocks to randomize participants to one of two conditions: (1) One Drop’s digital therapeutics solution (ie, the mobile app, in-app coaching, Bluetooth-connected meter with a 3-month supply of test strips) and an activity tracker at the start of the intervention period or (2) One Drop at the start of the intervention period and an activity tracker after completing 3-month follow-up measures. Participants and study personnel were unblinded to the condition assignment. Study personnel did not tell participants which condition was the intervention of interest and which one was the comparator, but participants may have inferred this on their own. Study instructions, consent, Health Insurance Portability and Accountability Act (HIPAA) authorization forms, and self-reported surveys were self-administered online using HIPAA-compliant surveys and forms. Participants used a mail-in hemoglobin A1c test to self-collect and supply two blood specimens. Study personnel provided virtually disseminated instruction and support (via phone and email) to remotely eligible participants in their respective study conditions. Only participants accessing all intervention components were considered to be enrolled in the trial.

Recruitment

Facebook advertisements and One Drop’s email list of noncustomers (ie, people never having used a One Drop meter, testing supplies, or coach) remotely recruited potential participants from March through May of 2018. Online advertisements and email messages briefly described study eligibility (eg, diagnosis of T1D), study scope (eg, 3-month duration), and asked people interested in the study to click a link to obtain in-depth information about the study and complete an online, HIPAA-compliant survey to self-screen for initial eligibility.

Eligibility

Initially eligible individuals met screening survey criteria. They self-reported an age of 18-75 years, had a valid US mailing address, a diagnosis of T1D for ≥1 year, were not currently participating in a diabetes education or coaching program, were not pregnant or planning to become pregnant, were using an Android or iOS smartphone, and had never used the activity tracker or One Drop (no app activity, 7-day trial, testing supply subscription, or coaching). An application programming interface (ie, a software intermediary for transferring data from
one application [One Drop’s database] to another [an Excel spreadsheet] automatically and objectively checked whether respondents had previously used any aspect of One Drop. Any participant not meeting initial eligibility criteria was notified of this on the screening survey’s final landing page and thanked for their interest in the study.

People who self-screened as eligible followed a different path. They landed on an electronic IRB-approved consent form and HIPAA authorization form, requiring review and signature. All respondents were invited to contact study personnel to receive a verbal explanation of the forms or have any study-related questions answered. Once respondents electronically signed both forms, they landed on an online, HIPAA-compliant baseline survey. Upon completing the baseline survey, DTI Laboratories, Inc. shipped an AccuBase hemoglobin A1c test kit to each respondent’s mailing address. Study personnel provided written, illustrated, and video hemoglobin A1c test kit instructions and offered over-the-phone help in collecting a blood sample. The participants returned blood samples to the lab in a preaddressed and prestamped box. The lab processed each sample and uploaded results into a HIPAA-compliant online portal. Study personal reviewed each result to determine hemoglobin A1c eligibility.

Participants with a hemoglobin A1c level ≥ 7% were considered eligible for the study, randomized to one of the two conditions, and notified of their hemoglobin A1c test result and condition assignment. People deemed ineligible (ie, hemoglobin A1c < 7%) were also notified of their hemoglobin A1c test result, told they did not meet the hemoglobin A1c criterion for participation, and were thanked for their interest in the study.

Data Collection and Procedures

Baseline Data Collection

The baseline survey collected demographic and diabetes information and responses to other self-report measures. The hemoglobin A1c test determining study eligibility also served as the participants’ measure of baseline hemoglobin A1c.

Randomization

We used an online randomizer to block-randomize 100 groups of two randomization blocks to randomize participants to receive One Drop’s digital therapeutics solution and an activity tracker at the start of the intervention period or One Drop at the start of the intervention period and an activity tracker after completing follow-up measures.

One Drop

The digital therapeutics solution includes the accurate Food and Drug Administration (FDA)-approved One Drop Chrome Bluetooth-connected glucometer [20] and testing supplies, One Drop mobile smartphone and smartwatch app, and One Drop coaching programs. One Drop coaches are real-life CDEs providing the first digitally delivered diabetes education program accredited by the American Diabetes Association. Users of One Drop’s digital therapeutics solution have 24/7 in-app access to their personal CDE coach who answers questions, offers tips and advice, and provides practical and emotional support and accountability for daily self-care. One Drop’s evidenced-based app [21] is available on iOS, Android, watchOS, and Amazon’s Alexa and has been downloaded in every country in the world. Features include reminders to perform and track self-care, a “Community” section to bolster normative support, and education and skills training via the dynamic “Newsfeed” section along with the coaching chat section and programming content. Data reports can be viewed in the app, printed, and emailed.

As is the case with all apps, occasional minor bug fixes are typical; however, none of these resulted in major system failures or downtimes during the study period.

Activity Tracker

The wrist-worn device tracks activity and swimming, monitors heart rate, includes a built-in GPS, real-time statistics (eg, pace and distance), phone-free music to exercise with, and personalized workouts. With each workout, the software learns about a user’s fitness level, makes personalized recommendations, and gives dynamic feedback. Third-party app developers such as One Drop can make device-compatible apps. One Drop’s app on the device is an at-a-glance display of the last minutes of activity, grams of carbohydrates last consumed, last blood glucose reading, and last medications taken.

Once randomized to a condition, eligible participants received an email message containing their condition assignment, a series of instructions, and a unique verification code. The email message instructed participants to first download the One Drop mobile app on iOS or Android with embedded links to both formats for direct access. Next, participants were instructed to open the One Drop app, create an account, and enter their unique coaching verification code (from the email). Finally, participants were given a link to One Drop’s online store and instructed to trigger a no-cost shipment of the activity tracker, One Drop meter, and testing supplies for the 3-month study period. When needed, study personnel assisted participants with completing these steps via a phone call or email exchange.

Attempts were made to keep study personnel blinded to condition. Randomization and condition assignment occurred separately with different researchers. A single researcher responded to participants’ technical and research-related questions. All study procedures were digitally accessible. Most procedures were automated and self-administered, maintaining limited researcher touch and balance between groups. Furthermore, researchers and participants were separated the vast majority of the time.

One Drop and Activity Tracker at Study Start

Participants assigned to the One Drop and activity tracker condition were exposed to One Drop’s comprehensive digital therapeutics solution and an integrated activity tracker at the start of the study. First, participants were mailed the activity tracker, One Drop meter, and testing supplies. Participants were also emailed “how-to” videos, written instructions, and offered study personnel support for setting up their devices and adjusting their smartphone settings to view activity data in the One Drop app. How-to videos included how to set up their activity tracker.
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on a smartphone or computer, automatically record exercises, sync data with other health apps, personalize notifications, and perform other customizations. Written instructions were supplied on how to directly integrate the tracker with One Drop to view tracker activity data (minutes and steps) in the One Drop app and view One Drop data on the tracker’s clockface. Study personnel were also available 24/7 to answer participants’ technical questions via email, text message, and phone calls.

Upon receipt of the activity tracker and One Drop’s meter/straps, participants were instructed to connect with their coach (a real-life CDE) in the One Drop app, download the tracker-compatible One Drop app, and link their One Drop and activity tracker accounts. Finally, participants were instructed to use One Drop’s app on their smartphone and activity tracker. One Drop’s meter/straps, and in-app coaching “as needed” for the 3-month study period. Participants could initiate two-way communication with their coach about a wide range of diabetes self-care topics. For physical activity, topics may include, but are not limited to, those related to a participant’s tracked activity (visible on the coach’s dashboard), reasonable goal setting around minutes of activity or steps walked per day/week, or how to manage blood glucose levels before and after a bout of exercise.

**One Drop and Activity Tracker at Study End**

Participants assigned to the One Drop only condition were mailed the One Drop meter and testing supplies. The activity tracker was shipped after completing the follow-up survey and hemoglobin A1c test. Participants connected with their One Drop coach via the One Drop app, and were instructed to use the app, meter, and in-app coach “as needed” for the 3-month study period.

**Follow-Up Data Collection**

After 3 months, participants in both conditions received an initial email and then a series of reminder emails instructing them to complete an online, HIPAA-compliant follow-up survey linked in the email. After participants completed this survey, DTI Laboratories, Inc. mailed a hemoglobin A1c test kit to assess participants’ 3-month hemoglobin A1c. Again, study personnel sent instructions in various formats along with study contact information to aid with collecting a blood sample. Participants returned blood samples in a preaddressed and prestamped box. The lab processed each sample and uploaded results into the HIPAA-compliant online portal.

Study personal reviewed follow-up hemoglobin A1c results, shared results with each participant, thanked them for their participation, and sent a discount code for a monthly and annual One Drop subscription. After participants in the One Drop only condition completed the follow-up survey and hemoglobin A1c test, study personnel shipped their activity tracker to their mailing address. There were no methodological changes during the study period.

**Compensation**

Participant compensation included 3 free months of One Drop testing supplies and in-app coaching, and a free One Drop Chrome Bluetooth-connected meter and activity tracker to keep beyond the study period.

**Measures**

**Demographic Characteristics**

The baseline survey collected self-reported age, gender, race/ethnicity, education, annual income, and health insurance status.

**Health Status**

Health status information included self-reported number of years since a diabetes diagnosis and BMI.

**Digital Health History**

At baseline, participants self-reported whether or not they had ever used a blood glucose monitoring device (finger stick, continuous glucose monitor, flash monitor), a diabetes app, the new-to-market wearable tracker being used in the study, or any other wearable tracker to manage their health. Response options were “yes” or “no.”

**Digital Usability**

At follow up, participants self-reported on a 7-point Likert scale ranging from “extremely hard” to “extremely easy” how hard to easy it was to use One Drop’s meter, diabetes app, and in-app coaching. Participants in the One drop and activity tracker condition also self-reported how “extremely hard” to “extremely easy” it was to use the new-to-market activity tracker included in the study.

**Digital Engagement and Attrition**

At follow up, participants self-reported on a 7-point Likert scale ranging from “never” to “always” how often they used One Drop’s meter, diabetes app, and in-app coaching when needing to check blood glucose, manage diabetes, or get help with diabetes, respectively. We then verified self-reported One Drop engagement with objectively collected data through the One Drop app. Participants in the One Drop and activity tracker condition also self-reported how often they used the new-to-market activity tracker during the 3-month study period.

**Hypoglycemic Events**

Hypoglycemia (ie, an extremely low blood glucose level requiring assistance) is a rate-limiting factor in the management of TID and optimization of blood glucose. We accounted for the occurrence of hypoglycemia during the study period by asking all participants a single question in the 3-month follow-up survey: “In the past 3 months, how many times have you had a low blood sugar requiring help?” Responses were based on counts.

**Glycated Hemoglobin A1c**

Hemoglobin A1c was measured twice. Self-administered AccuBase A1c Mail-In Test Kits (DTI Laboratories, Inc., Thomasville, GA, USA) were used to assess baseline and 3-month hemoglobin A1c levels. This test is FDA-approved, certified by the National Glycohemoglobin Standardization Program, Clinical Laboratory Improvement Amendments-waived, and a highly accurate assessment of
hemoglobin A<sub>1c</sub> used in randomized and nonrandomized trials [22,23]. It is a nonfasting, finger stick, whole blood mail-in test. Upon supplying a blood sample, specimens are processed at a central lab.

**Statistical Analyses**

Statistical analyses followed the Consolidated Standards of Reporting Trials (CONSORT) guidelines for randomized trials. Data were analyzed using SPSS version 24. Sample data at baseline overall and separately by group are described as means (SD) or counts (n, %) as appropriate. We followed CONSORT guidelines for testing and treatment of baseline group differences [24].

Counts characterized any engagement with One Drop during the study period, and for completing the study overall and by condition assignment. Two Chi-square tests were used to assess One Drop engagement and to assess study completion differences between groups.

Descriptive statistics were also used to characterize baseline digital health history, follow-up digital usability and engagement, study attrition, and the number of hypoglycemic events experienced during the study period overall and by study condition. Chi-square tests and Mann Whitney U tests were used to assess these particular baseline and follow-up group differences.

Multiple imputation was used to correct for missing data [25] on income (n=4) and follow-up hemoglobin A<sub>1c</sub> (n=10). In both groups, variables used to impute included nonmissing age, gender race/ethnicity, education, insurance status, diabetes duration, baseline BMI and hemoglobin A<sub>1c</sub>, and available data on income. Data were imputed separately by study condition. Imputed data were constrained by condition-specific minimum and maximum values. There were 20 imputations per condition. Data were merged prior to conducting intent-to-treat (ITT) and per protocol (PP) analyses.

Analysis of covariance (ANCOVA) models [26] were used to test the group effect on follow-up hemoglobin A<sub>1c</sub> controlling for baseline hemoglobin A<sub>1c</sub>. For noncrossover, parallel group randomized controlled trials, CONSORT guidelines recommend reporting results from ITT and PP analyses [27,28]. ITT analysis preserves baseline condition assignment and avoids overestimating group effects [29]. In contrast, PP analysis may exaggerate group effects by including only participants receiving the allocated intervention and completing the study as intended [30,31]. In pragmatic trials, the appropriate reporting of both results can aid with scientific and clinical interpretation [32]. We examined ANCOVA assumptions before conducting ANCOVA models testing 3-month hemoglobin A<sub>1c</sub> group differences.

**Results**

**Participants**

Recruitment and enrollment occurred from March through May of 2018, and the last follow up was in August 2018. As shown in the CONSORT diagram (see Figure 1), 491 people self-screened for initial eligibility; 129 screened as initially eligible, completed the informed consent, HIPAA authorization, and the baseline survey, and were shipped a hemoglobin A<sub>1c</sub> test kit. A total of 112 people returned the kit with a blood sample; 99 people satisfied the eligibility criterion of hemoglobin A<sub>1c</sub> ≥7% and were randomized to the One Drop and activity tracker condition or One Drop only condition, 97 of whom received the intervention, defined as creating a One Drop account and enrolling in One Drop coaching during the study period. Study participation resulted in no reported harm, unintended effects, or adverse events. There were also no privacy breaches, severe technical problems, or unexpected/unintended incidents during the study.

Quality assurance efforts identified two participants ineligible for the study (ie, one participant in each condition had used One Drop before) who were excluded from all analyses, resulting in 95 participants for ITT analysis and 77 participants for PP analysis. Participants in the PP analysis used One Drop (app, meter, and/or coaching) at least once during the study period and provided a follow-up hemoglobin A<sub>1c</sub> blood specimen.
Digital Health History

All eligible participants self-reported current smartphone utilization. At baseline, all enrolled participants self-reported having previously used a blood glucose monitoring device (e.g., finger stick, continuous glucose monitor, flash device), but also reported that they had never used a diabetes app to manage their health or the new-to-market tracker used in the study. However, 61% (58/95) had used some type of wearable device to manage their health prior to the study. Prior experience with a wearable health device did not differ between groups ($\chi^2=0.77, P=.38$).

Among participants that reported on the ease of use or usability of One Drop at follow up, 98% (88/90) reported One Drop’s meter was easy to use, 83% (75/90) reported the app was easy to use, and 75% (67/89) reported in-app coaching was easy to use. The usability of One Drop was comparable between groups ($P=.49$ for the meter, $P=.48$ for the app, and $P=.40$ for in-app coaching). For participants in the One Drop and activity tracker condition, 95% (40/42) reported the activity tracker was easy to use.

Digital Engagement and Attrition

Among participants that reported on their utilization of One Drop at follow up, 98% (88/90) reported using One Drop’s meter, 80% (72/90) reported using the app, and 38% (34/89) reported using in-app coaching half the time or more during the trial to check blood glucose, manage diabetes, or get help with diabetes, respectively. Self-reported use of One Drop during the trial was comparable between groups ($P=.99$ for the meter, $P=.66$ for the app, and $P=.11$ for in-app coaching).

According to objectively collected One Drop user data, 92% (87/95) of all participants used two or more parts of One Drop’s 3-part solution during the study. No participant used only one part. One Drop utilization was comparable between groups ($\chi^2=0.45, P=.80$).

Among participants in the One Drop and activity tracker condition, 100% (42/42) reported using the tracker half the time or more during the study, 90% (38/42) of whom used it always or almost always during that time.

Additionally, 88% (84/95) of all participants completed the study. Study completion did not differ by condition assignment ($\chi^2=0.04, P=.83$).

Hypoglycemic Events

The Mann-Whitney U test suggested a trending difference in the number of hypoglycemic events experienced during the study period between the One Drop and activity tracker group (n=42) and the One Drop only group (n=47). The One Drop and activity tracker group (1.64, SD 3.05) tended to report fewer hypoglycemic events during the study period compared to the One Drop only group (2.98, SD 4.92) ($P=.08$).
ITT Analysis

Descriptive statistics were used to summarize the sample characteristics in the ITT analysis (N=95). The sample was about 40 years old on average, and the majority were female, Caucasian/White race, had at least some college education, an annual household income ≥US $50,000, and were overweight or obese. The sample had received a T1D diagnosis about 20 years ago on average with an average baseline hemoglobin A1c of 8.41% (Table 1).

Twenty pooled ANCOVA models were used to test statistical assumptions on 20 sets of imputed data (N=95; One Drop and activity tracker n=46, One Drop only n=49). Both the homogeneity of regression slopes ($F_{\text{pooled}}=1.06$, $P_{\text{pooled}}<.42$) and homogeneity of variance ($F_{\text{pooled}}=2.93$, $P_{\text{pooled}}<.11$) assumptions were met. Twenty pooled ANCOVA models without the interaction term on 20 sets of imputed data revealed a significant main effect for baseline hemoglobin A1c ($F_{\text{pooled}}=227.99$, $P<.001$) and a significant main effect for condition assignment ($F_{\text{pooled}}=10.28$, $P<.001$, $\eta^2=.10$, observed power=0.87). Follow-up hemoglobin A1c varied by group. After the 3-month study period, participants in the One Drop and activity tracker condition had a significantly lower hemoglobin A1c level (mean 7.9%, SD 0.60%, 95% CI 7.8-8.2) than participants in the One Drop only condition (mean 8.4%, SD 0.62%, 95% CI 8.2-8.5).
Table 1. Characteristics of intent-to-treat participants overall and by group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All Participants (N=95)</th>
<th>One Drop + tracker (n=46)</th>
<th>One Drop only (n=49)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.9 (10.7)</td>
<td>41.1 (9.7)</td>
<td>40.7 (11.6)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>69 (73)</td>
<td>34 (74)</td>
<td>35 (71)</td>
</tr>
<tr>
<td>Male</td>
<td>26 (27)</td>
<td>12 (26)</td>
<td>14 (29)</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian/White</td>
<td>84 (88)</td>
<td>43 (94)</td>
<td>41 (84)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>5 (5)</td>
<td>1 (2)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>African American/Black</td>
<td>3 (3)</td>
<td>1 (2)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>American Indian/Alaskan Native</td>
<td>2 (2)</td>
<td>0 (0)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Education years, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education years, mean (SD)</td>
<td>14.6 (2.2)</td>
<td>14.4 (2.2)</td>
<td>14.9 (2.1)</td>
</tr>
<tr>
<td><strong>Annual income (USD)b, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25,000</td>
<td>12 (13)</td>
<td>7 (15)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>25,000-50,000</td>
<td>26 (27)</td>
<td>13 (28)</td>
<td>13 (29)</td>
</tr>
<tr>
<td>50,000-100,000</td>
<td>35 (37)</td>
<td>21 (46)</td>
<td>14 (31)</td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>18 (19)</td>
<td>5 (11)</td>
<td>13 (29)</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health insurance, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>89 (94)</td>
<td>45 (98)</td>
<td>44 (90)</td>
</tr>
<tr>
<td>No</td>
<td>6 (6)</td>
<td>1 (2)</td>
<td>5 (10)</td>
</tr>
<tr>
<td><strong>BMI, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>30.1 (6.6)</td>
<td>30.6 (7.7)</td>
<td>29.6 (5.4)</td>
</tr>
<tr>
<td><strong>BMI category, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight, BMI&lt;18.5</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Normal weight, BMI 18.5-24.9</td>
<td>18 (19)</td>
<td>10 (22)</td>
<td>8 (168)</td>
</tr>
<tr>
<td>Overweight, BMI 25-29.9</td>
<td>32 (34)</td>
<td>12 (26)</td>
<td>20 (41)</td>
</tr>
<tr>
<td>Obese I, BMI 30-34.9</td>
<td>26 (27)</td>
<td>12 (26)</td>
<td>14 (29)</td>
</tr>
<tr>
<td>Obese II, BMI 35-39.9</td>
<td>9 (10)</td>
<td>5 (11)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Morbidly obese, BMI≥40</td>
<td>9 (10)</td>
<td>6 (13)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Hemoglobin A1c (%), mean (SD)</td>
<td>8.4 (1.2)</td>
<td>8.5 (1.9)</td>
<td>8.3 (1.9)</td>
</tr>
</tbody>
</table>

aN=91.

bGED: General Educational Development test.
PP Analysis
A single ANCOVA model was run on the complete data of participants who used One Drop during the study period and provided a 3-month hemoglobin A1c blood specimen (N=77; One Drop and activity tracker n=36, One Drop only n=41). Once again, the ANCOVA assumptions of homogeneity of regression slopes (F1=153.3, P<0.001) and homogeneity of variance (F1=5.36, P<0.02) were met.

An ANCOVA model without the interaction term revealed a significant main effect for baseline hemoglobin A1c (F1=153.3, P<0.001) and a significant main effect for condition assignment (F1=5.36, P<0.02, η²=.07, observed power=.63). Follow-up hemoglobin A1c varied by group. Participants who followed protocol during the 3-month study period had a significantly lower hemoglobin A1c level if they were in the One Drop and activity tracker condition (mean 7.9%, SD 0.59%, 95% CI 7.7-8.1) than if they were in the One Drop only condition (mean 8.2%, SD 0.58%, 95% CI 8.0-8.4).

Discussion
Principal Findings
This is the first randomized controlled trial evaluating One Drop with an activity tracker vs One Drop alone on the 3-month hemoglobin A1c of adults with T1D. Participants exposed to One Drop and the tracker for the 3-month study period had a significantly lower 3-month hemoglobin A1c compared to that of participants exposed to One Drop only during the same timeframe. Results were consistent in ITT analyses on imputed data and PP analyses on complete data (ie, among participants using all aspects of One Drop who also provided a follow-up hemoglobin A1c value). Moreover, there was a trend of fewer hypoglycemic events experienced during the study period among participants in the One Drop and activity tracker condition relative to those in the One Drop only condition.

Consistent with behavior change theories and their empirical validations [33,34], self-care improvements may have been a mechanism by which the 3-month hemoglobin A1c was better for participants in the One Drop and activity tracker condition than in the One Drop only condition. People tracking their activity experience small but significant improvements in spontaneous lifestyle activity and weight loss [35]. Additional research is needed to determine if using One Drop and an activity tracker improves physical activity, weight, and, in turn, hemoglobin A1c.

Using hardware and software to track self-care makes people aware of their activity but may not sufficiently engage and activate them [36]. Being female or overweight/obese has been associated with using an activity tracker [37]. The trial’s predominantly female (73%) and overweight/obese (80%) sample may have been uniquely engaged and activated by using an activity tracker with One Drop. Therefore, these results may not generalize to adults with T1D who are male or have a “normal” BMI.

Strengths and Limitations
There are study strengths and limitations to note. Prior One Drop studies have been limited by a single group, pre-post design, self-selection, and prior exposure to One Drop as an alternative explanation for the results. This trial’s randomized design addresses some of these limitations while highlighting the benefits of activity trackers for people with TID using One Drop.

This trial was “pragmatic” [38]. That is, the study procedures were conducted remotely in the context of participants’ everyday lives. Pragmatic trials maximize the applicability and generalizability of the findings but also make study data open to accuracy concerns. For instance, a person other than the participant might have completed the mail-in hemoglobin A1c test. A real-world trial also introduces more confounding variables. For example, participants may have used other wearable devices or health apps during the study period.

People with diabetes, payers, and manufacturers want to know what solutions to use, purchase, and to whom to market. A more controlled environment reduces alternative explanations for research findings and may have produced more internally valid results, but at the cost of less real-world application. A strength of this trial is that it was remotely conducted and therefore far-reaching. People of different race/ethnicities, social classes, and education levels participated from 43 out of the 50 states.

Participants came from across the United States but may not be representative of people with TID in the country. Additionally, results may not generalize to specific racial/ethnic minority groups unaccounted for or underrepresented in this study. People with TID in the United States are disproportionately non-Hispanic White (50%), followed by non-Hispanic Black (30%) and finally Hispanic (18%) and other race/ethnicities (5%) [39]. Our study sample was predominately non-Hispanic White (88%), but with much fewer non-Hispanic Black/Hispanic/Other (12%) racial/ethnic minority participants.

In addition to the study enrolling participants from all over the continental United States, recruitment, data collection, and analyses were also completed in only 6.4 months, saving time, money, and providing just-in-time results to decision makers. It generally takes 17 years to turn 14% of research findings into benefits for patients [40]. This trial strongly challenges how long it takes to conduct a randomized controlled trial and translate results into the real world.

Although the pragmatic and remote study design allowed for recruitment, data collection, and participation to occur in the context of everyday life, making it more convenient than trials requiring study visits at clinical trial sites, remoteness also meant relying on self-reported screening data, and medication and medical history. As a strength, engagement with One Drop (ie, protocol adherence) was objectively determined in real time. In addition, the primary outcome, hemoglobin A1c, was conveniently measured at home, but was processed at a central lab (ie, lab assays are the gold standard).

Principal Findings
This is the first randomized controlled trial evaluating One Drop with an activity tracker vs One Drop alone on the 3-month hemoglobin A1c of adults with T1D. Participants exposed to One Drop and the tracker for the 3-month study period had a significantly lower 3-month hemoglobin A1c compared to that of participants exposed to One Drop only during the same timeframe. Results were consistent in ITT analyses on imputed data and PP analyses on complete data (ie, among participants using all aspects of One Drop who also provided a follow-up hemoglobin A1c value). Moreover, there was a trend of fewer hypoglycemic events experienced during the study period among participants in the One Drop and activity tracker condition relative to those in the One Drop only condition.

Consistent with behavior change theories and their empirical validations [33,34], self-care improvements may have been a mechanism by which the 3-month hemoglobin A1c was better for participants in the One Drop and activity tracker condition than in the One Drop only condition. People tracking their activity experience small but significant improvements in spontaneous lifestyle activity and weight loss [35]. Additional research is needed to determine if using One Drop and an activity tracker improves physical activity, weight, and, in turn, hemoglobin A1c.

Using hardware and software to track self-care makes people aware of their activity but may not sufficiently engage and activate them [36]. Being female or overweight/obese has been associated with using an activity tracker [37]. The trial’s predominantly female (73%) and overweight/obese (80%) sample may have been uniquely engaged and activated by using an activity tracker with One Drop. Therefore, these results may not generalize to adults with T1D who are male or have a “normal” BMI.

Strengths and Limitations
There are study strengths and limitations to note. Prior One Drop studies have been limited by a single group, pre-post design, self-selection, and prior exposure to One Drop as an alternative explanation for the results. This trial’s randomized design addresses some of these limitations while highlighting the benefits of activity trackers for people with TID using One Drop.

This trial was “pragmatic” [38]. That is, the study procedures were conducted remotely in the context of participants’ everyday lives. Pragmatic trials maximize the applicability and generalizability of the findings but also make study data open to accuracy concerns. For instance, a person other than the participant might have completed the mail-in hemoglobin A1c test. A real-world trial also introduces more confounding variables. For example, participants may have used other wearable devices or health apps during the study period.

People with diabetes, payers, and manufacturers want to know what solutions to use, purchase, and to whom to market. A more controlled environment reduces alternative explanations for research findings and may have produced more internally valid results, but at the cost of less real-world application. A strength of this trial is that it was remotely conducted and therefore far-reaching. People of different race/ethnicities, social classes, and education levels participated from 43 out of the 50 states.

Participants came from across the United States but may not be representative of people with TID in the country. Additionally, results may not generalize to specific racial/ethnic minority groups unaccounted for or underrepresented in this study. People with T1D in the United States are disproportionately non-Hispanic White (50%), followed by non-Hispanic Black (30%) and finally Hispanic (18%) and other race/ethnicities (5%) [39]. Our study sample was predominately non-Hispanic White (88%), but with much fewer non-Hispanic Black/Hispanic/Other (12%) racial/ethnic minority participants.

In addition to the study enrolling participants from all over the continental United States, recruitment, data collection, and analyses were also completed in only 6.4 months, saving time, money, and providing just-in-time results to decision makers. It generally takes 17 years to turn 14% of research findings into benefits for patients [40]. This trial strongly challenges how long it takes to conduct a randomized controlled trial and translate results into the real world.

Although the pragmatic and remote study design allowed for recruitment, data collection, and participation to occur in the context of everyday life, making it more convenient than trials requiring study visits at clinical trial sites, remoteness also meant relying on self-reported screening data, and medication and medical history. As a strength, engagement with One Drop (ie, protocol adherence) was objectively determined in real time. In addition, the primary outcome, hemoglobin A1c, was conveniently measured at home, but was processed at a central lab (ie, lab assays are the gold standard).
Implications and Future Research

Better integration is the future of diabetes care. The closed-loop community highlights the desire for integrated tools (ie, people are hacking their insulin pumps and continuous glucose monitors to create their own artificial pancreas [41]). Results from this trial suggest that One Drop and an activity tracker may work better together than alone in helping people with T1D manage their health. To better understand the additive value of One Drop with and without an activity tracker among adults with T1D, future research should include four study arms (control, activity tracker only, One Drop only, One Drop and activity tracker) and randomize to condition. The current study was underpowered (N=95) to be a four-arm trial. Data integration and control are key drivers of the initial and sustained use of consumer health technologies [36,42]. One Drop’s app is both integrated with activity trackers and allows users to have control over how they track their data and share it with their One Drop coach or a health care provider. Control, customization, and integration may influence longer-term use and benefit, and should be explored in future research.
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Abstract

Background: The role of mobile health care (mHealth) in glycemic control has been investigated, but its impact on self-management skills and its psychological aspects have not been studied.

Objective: We evaluated the efficacy of mHealth-based diabetes self-management education and the effect of voluntary participation on its effects.

Methods: This study was a randomized controlled open-label trial conducted for 6 months at Kangbuk Samsung Hospital. Participants in the control group (n=31) maintained their previous diabetes management strategies. Participants in the intervention group (n=41) additionally received mHealth-based diabetes self-management education through a mobile app and regular individualized feedback from health care professionals. The primary outcome was change in glycated hemoglobin (HbA₁c) level over 6 months between the 2 groups (intervention versus control) and within each group (at 6 months versus baseline). The secondary outcomes were changes in body mass index, blood pressure, lipid profile, and questionnaire scores (the Korean version of the Summary of Diabetes Self-Care Activities Questionnaire, an Audit of Diabetes Dependent Quality of Life, the Appraisal of Diabetes Scale, and Problem Areas in Diabetes) over 6 months between groups and within each group.

Results: A total of 66 participants completed this study. HbA₁c (P=.04), total cholesterol level (P=.04), and Problem Areas in Diabetes scores (P=.02) significantly decreased; total diet (P=.03) and self-monitoring of blood glucose level scores (P=.01), based on the Summary of Diabetes Self-Care Activities Questionnaire, markedly increased within the intervention group. These significant changes were observed in self-motivated participants who were recruited voluntarily via advertisements.

Conclusions: mHealth-based diabetes self-management education was effective at improving glycemic control and diabetes self-management skills and lowering diabetes-related distress in voluntary participants.

Trial Registration: ClinicalTrials.gov NCT03468283; http://clinicaltrials.gov/ct2/show/NCT03468283

(JMIR Mhealth Uhealth 2020;8(9):e19153) doi:10.2196/19153
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Introduction

Lifestyle management, including diabetes self-management education, nutrition therapy, and physical activity, is a fundamental aspect of the successful management of diabetes [1,2]. Previous studies [1] have demonstrated that diabetes self-management education improves self-management, diabetes knowledge, satisfaction and quality of life, and glycemic control, and also reduces health care costs. However, only a small number of individuals eligible for diabetes self-management education receive it [3], and poor adherence has been reported [4]. Given that barriers to adherence might include patient factors, a patient-centered approach that would improve self-motivation could be useful.

Mobile health care (mHealth)–based diabetes self-management education has been regarded as an innovative option for diabetes self-management education, in that it may help to overcome time and location barriers and provide real-time individualized medical treatments [5-9]. The effectiveness of mHealth in diabetes management has been demonstrated in a few studies [6,10-13]. However, these previous studies [6,10-13] have mainly focused on the role of self-management education in glycemic control; the impact of mHealth on self-management skills and its psychological aspects have not been studied.

Therefore, we conducted this study to evaluate whether implementing mHealth-based diabetes self-management education could improve diabetes self-management and glycemic control and enhance patient quality of life. In addition, we aimed to investigate the importance of voluntary engagement in mHealth-based diabetes self-management education.

Methods

Study Participants

Patients with type 2 diabetes from an outpatient clinic at Kangbuk Samsung Hospital were invited to participate via advertisement in Kangbuk Samsung Hospital or via recommendation by their physician between June 2012 and July 2012 (Multimedia Appendix 1). Inclusion criteria were as follows: age ≥19 years; Android smartphone users; no changes in diabetes medication for at least 6 months; and HbA1c levels ≥6.5% within the last 3 months. We recruited a total of 140 individuals (70 individuals for each group), such that the sample size afforded 80% power at a significance level of α=0.05 with a 10% dropout rate, considering a mean difference in HbA1c level of –0.50 based on prior research [5] investigating similar interventions. However, because many participants were excluded because they had an iPhone rather than an Android-based phone or had changed medications within 6 months, only 73 individuals were initially found to be eligible. Among these 73 individuals, 1 participant was excluded. Exclusion criteria were having a serious concomitant disease other than diabetes; a history of malignancy, myocardial infarction, cerebral infarction, or organ transplantation; being pregnant or planning for pregnancy within 6 months; planning to participate in other clinical studies; or illiteracy. Finally, 72 individuals were enrolled in this study.

All participants provided written informed consent before study procedures began. This study was reviewed and approved by the institutional review board of Kangbuk Samsung Hospital (KBS12089) and was carried out in accordance with the Helsinki Declaration. The trial was registered on February 26, 2018 with clinicaltrials.gov (NCT03468283). The CONSORT checklist [14] is available in Multimedia Appendix 2.

Study Design and Details of the Intervention

This study was a randomized controlled open-label trial conducted from June 2012 to March 2013 at Kangbuk Samsung Hospital, Sungkyunkwan University, Seoul, Republic of Korea. Participants were randomly assigned to 1 of 2 groups: the intervention group or the control group. We used a computer-generated list of random numbers produced by a statistician with no clinical involvement in the trial to allocate the participants. Participants were allocated in the order in which they were registered.

Participants in the intervention group received mHealth-based diabetes self-management education, which consisted of the mobile app Healthynote (for Android; CVnet Co) and regular individualized feedback messages from health care professionals regarding their diabetes management. The intervention group uploaded the Healthynote app onto their own smartphone, were educated on how to use this service, and were provided a near field communication–enabled glucometer (CareSens N NFC; i-SENS Inc). They entered their medical information, such as self-monitored blood glucose level, dietary record, exercise, blood pressure, medication record, and body weight into the app and could check their data at any time by logging into the mobile app and could share it through social network services. The data entered in the app were automatically transmitted by wireless network to the server and stored on a secure website accessible only to providers. During the 6-month study period, participants in the intervention group received regular mobile messages from health care professionals, consisting of 2 endocrinologists and a nurse, via the mobile app once or twice a week. Messages contained general information about diabetes (eg, medications, diet, exercise, treatment goals), diabetes self-care behaviors based on recommendations from the American Diabetes Association [15] and the Korean Diabetes Association [16], encouragement, reminders if the patient had not used the app recently, and individualized advice based on their entered data. Participants could communicate bidirectionally with providers via app messages and call server administrators for technical problems. In the secure website for health care professionals, participant-generated health data were tracked and analyzed for trends and patterns. Using a function for sorting and filtering participants according to transmitted data, usage, and scheduled period, providers sent messages.

Participants in the control group maintained their previous diabetes management at Kangbuk Samsung Hospital. Providers were not involved with patient prescriptions. Among 7 endocrinologists at this center, 2 participated in this study as the principal investigator and co-investigator. Participants were recruited regardless of their endocrinologist. Providers telephoned participants in both groups to discuss research.
progress. Patients in the study did not have to make additional visits to the hospital beyond regular visits.

To evaluate the impact of self-motivation among our study participants, we divided the intervention group into 2 subgroups for analysis: a group of participants that voluntarily participated in the mobile diabetes self-management education program and joined after seeing an advertisement posted in the hospital (ie, the self-referred group, n=20) and a group who joined based on recommendation by their primary care physician (ie, the physician-referred group, n=19).

**Anthropometric and Laboratory Measurements**

At baseline, all participants completed a self-administered questionnaire regarding demographic characteristics, social history, and other medical conditions. BMI was calculated as weight in kilograms divided by the square of height in meters. Blood pressure was measured twice using a standardized sphygmomanometer after 5 minutes of rest, and the lower values were used.

Venous blood samples were collected in the morning (between 8 AM and 9 AM) after an overnight fast of more than 8 hours. Concentrations of plasma glucose (fasting plasma glucose) were determined using the hexokinase method; glycated hemoglobin (HbA1c) level was determined using turbidimetric inhibition immunoassay; and lipid levels were determined using an enzymatic method and a homogeneous enzymatic calorimetric test. Biochemical values were measured using the Cobas Modular 6000 analyzer series (Roche Diagnostics). Methodology was aligned with Diabetes Control and Complications Trial and National Glycohemoglobin Standardization Program standards [17]. The coefficients of variation were 1.94% and 2.2% for HbA1c, 9.57% and 5.39% for cholesterol, and 7.54% and 4.14% for triglyceride level, for normal and abnormal values, respectively.

These variables were tested both at baseline and at 6 months. In addition, blood pressure, weight, lipid profile, fasting plasma glucose level, and HbA1c level were also measured at 3 months.

**Questionnaires**

To assess diabetes self-management, the impact of diabetes on quality of life, diabetes awareness, emotional stress derived from diabetes, and treatment satisfaction, participants answered 5 self-administered questionnaires both at baseline and at 6 months. The Korean version of the Summary of Diabetes Self-Care Activities Questionnaire (SDSCA) [18,19], the Audit of Diabetes Dependent Quality of Life (ADDQOL) [20,21], the Problem Areas in Diabetes (PAID) questionnaire [24], and Diabetes Treatment Satisfaction Questionnaire status version (DTSQs) and change version (DTSQc) [25,26] were used.

**Statistical Analysis**

We conducted a per protocol analysis. The primary outcomes were (1) difference (between the intervention and control groups) in HbA1c levels at 6 months and (2) change (within each group) in HbA1c levels from baseline at 6 months.

Two-tailed independent t tests, paired t tests, and chi-square tests were used to examine differences between the groups.

The comparisons of secondary outcomes—BMI, systolic blood pressure, diastolic blood pressure, lipid levels, and SDSCA, ADDQOL, ADS, and PAID scores between the 2 groups and within each group—were performed using Wilcoxon signed-rank tests and paired t tests. We compared the DTSQ scores of the 2 groups without analyzing longitudinal differences.

Additionally, we repeated the above-mentioned analysis after dividing the participants into control, voluntary, and physician-referred groups.

We calculated ΔHbA1c by subtracting baseline HbA1c level from the HbA1c level measured at 6 months (lower ΔHbA1c indicated better glycemic control). We conducted multivariate linear regression analysis adjusted for age, sex, baseline BMI, systolic blood pressure, HbA1c, high-density lipoprotein cholesterol level, and low-density lipoprotein cholesterol level to assess the relationship between ΔHbA1c and the total frequency of self-monitoring of blood glucose level records, exercise records, diet records, medication records, and message reading rate for 6 months.

SPSS statistical software (version 22.0; IBM Corp) was used. A value of P<.05 was considered statistically significant. Bonferroni correction (for multiple comparisons) was used.

**Results**

**Study Execution and Baseline Characteristics of Participants**

Among 72 participants, 66 completed the study (Figure 1); 2 participants from the intervention group and 4 participants from the control group were lost to follow-up.

There were no differences in metabolic parameters at baseline (Multimedia Appendix 3). Diabetes self-management status, especially diet and self-monitored blood glucose level, was superior in the control group.
Changes in Metabolic Parameters and Questionnaire Scores

Although there was no significant difference between the control and intervention groups at 6 months (HbA1c; $P = .05$; total cholesterol $P = .24$), the intervention group showed statistical improvement in HbA1c ($P = .04$) and total cholesterol levels ($P = .04$) after 6 months (Multimedia Appendix 4). SDSCA scores, especially total diet ($P = .03$) and self-monitoring of blood glucose level ($P = .01$), which were markedly increased compared with baseline, and DTSQ (change) scores at 6 months, which were significantly higher than those of the control group ($P = .02$).

The PAID score significantly decreased during the study period in the intervention group, while there was no change in the control group.

As shown in Tables 1 and 2, the significant findings observed in the intervention group were concentrated in the self-referred group. Compared to baseline, HbA1c, total cholesterol levels, low-density lipoprotein cholesterol levels, total diet, and self-monitoring of blood glucose level on the SDSCA were only improved in the self-referred group. Compared to the physician-referred group, the self-referred group also had lower total cholesterol levels, triglyceride levels, exercise, and smoking scores on the SDSCA at 6 months.
Table 1. Changes in biochemical parameters over 6 months.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Control (n=27)</th>
<th>Intervention</th>
<th>All (n=39)</th>
<th>Physician-referred (n=19)</th>
<th>Self-referred (n=20)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt; (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>7.5 (1.1)</td>
<td>7.4 (0.8)</td>
<td>7.3 (0.7)</td>
<td>7.4 (0.9)</td>
<td>.65</td>
<td>.92 vs. .59</td>
</tr>
<tr>
<td>3 months</td>
<td>7.3 (0.7)</td>
<td>7.1 (0.9)</td>
<td>7.0 (0.7)</td>
<td>7.2 (1.0)</td>
<td>.54</td>
<td>.94 vs. .78</td>
</tr>
<tr>
<td>6 months</td>
<td>7.6 (0.9)</td>
<td>7.1 (0.8)</td>
<td>7.2 (0.7)</td>
<td>7.1 (1.0)</td>
<td>.13</td>
<td>.09 vs. .73</td>
</tr>
<tr>
<td>P value&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>.87</td>
<td>.04</td>
<td>.46</td>
<td>.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>25.5 (3.0)</td>
<td>26.8 (4.2)</td>
<td>27.3 (4)</td>
<td>26.3 (3.7)</td>
<td>.24</td>
<td>.76 vs. .44</td>
</tr>
<tr>
<td>6 months</td>
<td>25.7 (3.1)</td>
<td>27.0 (4.1)</td>
<td>27.7 (4.7)</td>
<td>26.3 (3.4)</td>
<td>.09</td>
<td>.50 vs. .31</td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.08</td>
<td>.19</td>
<td>.06</td>
<td>.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>120.5 (12.0)</td>
<td>121.1 (14.1)</td>
<td>123.6 (13.5)</td>
<td>118.7 (14.5)</td>
<td>.71</td>
<td>.89 vs. .28</td>
</tr>
<tr>
<td>6 months</td>
<td>120.2 (11.0)</td>
<td>124.4 (12.0)</td>
<td>128.3 (11.6)</td>
<td>120.7 (11.4)</td>
<td>.02</td>
<td>.89 vs. .05</td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.91</td>
<td>.07</td>
<td>.10</td>
<td>.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total cholesterol (mg/dL)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>150.2 (26.5)</td>
<td>148.7 (41.6)</td>
<td>156.2 (45.3)</td>
<td>141.5 (37.7)</td>
<td>.85</td>
<td>.70 vs. .29</td>
</tr>
<tr>
<td>6 months</td>
<td>149.5 (30.2)</td>
<td>139.8 (33.2)</td>
<td>153.4 (38.3)</td>
<td>128.4 (23.5)</td>
<td>.71</td>
<td>.01 vs. .02</td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.88</td>
<td>.04</td>
<td>.45</td>
<td>.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triglyceride level (mg/dL)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>148.2 (67.5)</td>
<td>151.0 (113.5)</td>
<td>182.6 (143.6)</td>
<td>121.1 (65.9)</td>
<td>.46</td>
<td>.61 vs. .11</td>
</tr>
<tr>
<td>6 months</td>
<td>216.9 (206.6)</td>
<td>177.9 (116.8)</td>
<td>234.8 (146.3)</td>
<td>129.6 (49.9)</td>
<td>.76</td>
<td>.07 vs. .01</td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.10</td>
<td>.20</td>
<td>.18</td>
<td>.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LDL C&lt;sup&gt;e&lt;/sup&gt; (mg/dL)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>76.4 (18.0)</td>
<td>77.5 (25.6)</td>
<td>76.0 (23.1)</td>
<td>79.0 (28.3)</td>
<td>.99</td>
<td>.93 vs. .73</td>
</tr>
<tr>
<td>6 months</td>
<td>76.1 (18.2)</td>
<td>70.9 (20.7)</td>
<td>74.7 (24.1)</td>
<td>67.6 (17.2)</td>
<td>.83</td>
<td>.11 vs. .30</td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.91</td>
<td>.08</td>
<td>.77</td>
<td>.02</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>An independent t test was used.

<sup>b</sup>HbA<sub>1c</sub>: glycated hemoglobin.

<sup>c</sup>A paired t test or Wilcoxon signed-rank test was used.

<sup>d</sup>P value is for comparison between baseline and 6 months.

<sup>e</sup>LDL C: low-density lipoprotein cholesterol.
Table 2. Changes in the 5 questionnaires over 6 months.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Control (n=27)</th>
<th>Intervention</th>
<th>Physician-referred (n=19)</th>
<th>Self-referred (n=20)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Physician-referred vs. control</th>
<th>Self-referred vs. control</th>
<th>Physician- vs. self-referred</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SDSCA&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total diet</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>14.3 (4.4)</td>
<td>10.8 (3.9)</td>
<td>11.6 (3.0)</td>
<td>10.0 (4.4)</td>
<td>.11</td>
<td>&lt;.001</td>
<td>.22</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>14.7 (5.2)</td>
<td>12.6 (5.3)</td>
<td>11.3 (3.3)</td>
<td>13.8 (6.5)</td>
<td>.01</td>
<td>.59</td>
<td>.15</td>
<td></td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.73</td>
<td>.03</td>
<td>.87</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Exercise</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>7.2 (3.8)</td>
<td>6.0 (3.5)</td>
<td>5.4 (3.3)</td>
<td>6.6 (3.7)</td>
<td>.27</td>
<td>.84</td>
<td>.33</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>6.2 (4.4)</td>
<td>5.2 (3.7)</td>
<td>3.8 (2.7)</td>
<td>6.5 (4.1)</td>
<td>.03</td>
<td>.84</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.45</td>
<td>.16</td>
<td>.21</td>
<td>.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-monitoring of blood glucose</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>7.1 (4.7)</td>
<td>4.1 (4.9)</td>
<td>3.8 (5.4)</td>
<td>4.4 (4.5)</td>
<td>.10</td>
<td>.19</td>
<td>.42</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>6.7 (4.5)</td>
<td>6.6 (4.7)</td>
<td>5.1 (4.2)</td>
<td>8.0 (4.8)</td>
<td>.23</td>
<td>.36</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.35</td>
<td>.01</td>
<td>.24</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Foot</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>4.1 (4.0)</td>
<td>3.8 (4.3)</td>
<td>3.2 (3.8)</td>
<td>4.3 (4.7)</td>
<td>.77</td>
<td>.98</td>
<td>.44</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>4.1 (4.0)</td>
<td>3.8 (4.3)</td>
<td>3.2 (3.8)</td>
<td>4.3 (4.7)</td>
<td>.46</td>
<td>.86</td>
<td>.43</td>
<td></td>
</tr>
<tr>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
<td>&gt;.999</td>
<td>.10</td>
<td>&gt;.999</td>
<td>&gt;.999</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>1.0 (2.2)</td>
<td>2.1 (3.2)</td>
<td>2.8 (3.5)</td>
<td>1.5 (2.9)</td>
<td>.10</td>
<td>.83</td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>1.7 (3.0)</td>
<td>2.1 (3.2)</td>
<td>3.2 (3.5)</td>
<td>1.1 (2.6)</td>
<td>.16</td>
<td>.41</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.10</td>
<td>.46</td>
<td>.18</td>
<td>.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ADDQOL&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>−3.3 (2.1)</td>
<td>−2.5 (1.5)</td>
<td>−2.7 (1.6)</td>
<td>−2.4 (1.6)</td>
<td>.54</td>
<td>.26</td>
<td>.59</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>−3.2 (1.7)</td>
<td>−2.8 (1.4)</td>
<td>−2.6 (1.4)</td>
<td>−2.9 (1.5)</td>
<td>.31</td>
<td>.59</td>
<td>.62</td>
<td></td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.58</td>
<td>.59</td>
<td>.67</td>
<td>.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ADS&lt;sup&gt;e&lt;/sup&gt; total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>15.5 (2.7)</td>
<td>15.8 (3.0)</td>
<td>15.7 (2.0)</td>
<td>15.9 (3.7)</td>
<td>.99</td>
<td>.91</td>
<td>.82</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>16.1 (2.4)</td>
<td>15.5 (3.2)</td>
<td>15.2 (2.7)</td>
<td>15.8 (3.6)</td>
<td>.24</td>
<td>.71</td>
<td>.58</td>
<td></td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.31</td>
<td>.48</td>
<td>.32</td>
<td>.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PAID&lt;sup&gt;f&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>50.6 (9.8)</td>
<td>49.8 (15.2)</td>
<td>49.9 (13.5)</td>
<td>49.8 (16.9)</td>
<td>.98</td>
<td>.98</td>
<td>.99</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>47.5 (12.6)</td>
<td>44.2 (15.2)</td>
<td>42.4 (14.8)</td>
<td>45.9 (15.7)</td>
<td>.22</td>
<td>.70</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>P value&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.30</td>
<td>.02</td>
<td>.09</td>
<td>.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>DTSQ&lt;sup&gt;g&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (DTSQs)</td>
<td>25.2 (4.7)</td>
<td>24.7 (6.1)</td>
<td>24.2 (6.5)</td>
<td>25.3 (5.8)</td>
<td>.80</td>
<td>.99</td>
<td>.59</td>
<td></td>
</tr>
<tr>
<td>6 months (DTSQc)</td>
<td>9.0 (4.6)</td>
<td>12.0 (4.7)</td>
<td>11.4 (4.6)</td>
<td>12.6 (4.9)</td>
<td>.10</td>
<td>.02</td>
<td>.47</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>An independent t test was used.

<sup>b</sup>SDSCA: Summary of Diabetes Self-Care Activities.
Association Between Record Usage and ΔHbA1c

During the 6-month study period, a mean of 8.0 (SD 7.1) records per week of self-monitored blood glucose level, a mean of 0.9 (SD 1.6) records per week of exercise, and a mean of 1.5 (SD 1.6) records per week of diet were uploaded, and the message reading rate was a mean 54.0% (SD 33.4%). Participants in the self-referred group used the mobile app more than those in the physician-referred group (Table 3). In multivariate linear regression analysis, the correlations of self-monitored blood glucose coefficient, exercise record, diet record, and message reading rate with ΔHbA1c were –0.002 (P < .001), –0.008 (P = .08), –0.005 (P = .07), and –0.005 (P = .10), respectively.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Physician-referred (n=19)</th>
<th>Self-referred (n=20)</th>
<th>P valuea</th>
<th>Standardized coefficient (β)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-monitoring of blood glucose level record (per week)</td>
<td>5.3 (5.0)</td>
<td>10.6 (8.0)</td>
<td>.02</td>
<td>–0.442</td>
<td>.01</td>
</tr>
<tr>
<td>Exercise record (per week)</td>
<td>0.4 (0.9)</td>
<td>1.4 (1.9)</td>
<td>.04</td>
<td>–0.308</td>
<td>.08</td>
</tr>
<tr>
<td>Diet record (per week)</td>
<td>1.3 (1.7)</td>
<td>1.7 (1.5)</td>
<td>.43</td>
<td>–0.312</td>
<td>.07</td>
</tr>
<tr>
<td>Message reading rate</td>
<td>46.9 (33.2)</td>
<td>61.1 (33.0)</td>
<td>.19</td>
<td>–0.273</td>
<td>.10</td>
</tr>
</tbody>
</table>

a An independent t test was used.

b Linear regression with adjustments for age, sex, and baseline BMI, systolic blood pressure, HbA1c level, high-density lipoprotein cholesterol level, and low-density lipoprotein cholesterol level.

Adverse Events

There were 4 adverse events (2 in the intervention group and 2 in the control group) during the study period: an episode of depression, hospital admission due to aggravation of glycemic control, herpes zoster, and a traffic accident. However, these 4 patients completed the study.

Discussion

This prospective study showed that mHealth-based diabetes self-management education helps to improve glycemic status and diabetes self-management skills, reduces diabetes-related distress, and provides higher user satisfaction, especially in voluntary participants. Although over 1100 diabetes-related smartphone apps are currently available [27], and prior studies [6,10–13,28,29] have emphasized their impact on HbA1c, there are limited data available on improving self-care skills or other clinical endpoints in patients with type 2 diabetes [30].

In other chronic diseases such as heart failure, chronic lung disease, or cardiovascular disease, mHealth technologies have demonstrated potential for facilitating adherence to chronic disease management [31], as well as improving lipid levels and weight control [32,33].

While mHealth-based diabetes self-management education provides helpful reminders and behavioral reinforcements for adherence to complex care regimens such as medications, blood glucose level checking, and secondary prevention testing [5], weekly health counseling via app messages provides regular contact with health professionals and could have strengthened self-management and behavior changes [34], in addition to offering emotional support and detailed reflection. The characteristics of this study were in line with the 4 key elements of technology-based diabetes management interventions for HbA1c decrement that were suggested by Greenwood et al [35]: (1) 2-way communication, (2) analysis of patient-generated health data, (3) tailored education, and (4) individualized feedback.

Most clinically meaningful changes observed in the intervention group were seen in the voluntary (active engagement) group (Tables 1 and 2). The proportion of primary care physicians who participated in this study as investigators in the self-referred group (2/20, 10%) was significantly lower (P < .001 from chi-square analysis) than that of the physician-referred group (13/19, 68.4%). This reflects a significantly higher level of self-motivation for diabetes management among participants within the self-referred group. These findings are in line with previous evidence that initial active engagement in self-monitoring with a telemonitoring device contributed to excellent glycemic improvement [36].

After a slight decrement in HbA1c levels over the first 3 months (Table 1), this improvement was maintained only in the self-referred group at 6 months, resulting in a significant decrement versus baseline (P = .04); this phenomenon is referred to as the Hawthorne effect [37]. Significance of the self-referred group (P = .04) was related to the impact of mHealth-based diabetes self-management education. This characteristic is important to understanding who uses apps and what keeps them engaged [38] and can be used to select participants for...
large-population mHealth services in the future. Advanced model cycling in intensive mHealth-based diabetes self-management education and a self-application period after selecting highly active individuals will be commercially applicable to managing more participants in the future. The degree of improvement in HbA1c was less than that seen for other mHealth models for diabetes [5,6,10-13]. However, as a higher baseline HbA1c level is correlated with a greater decrease in HbA1c in response to various antidiabetes management methods [39], a slight improvement in HbA1c level was predicted in this study, which had a mean baseline HbA1c level of 7.4% (SD 0.8%). In prior studies with a baseline HbA1c level <8.0%, the decrement in HbA1c was approximately 0.4% [6,10].

Frequent app use, especially frequent self-monitored blood glucose level, showed a notable positive impact in our study, as reported in previous studies [40]. Through the ease and accuracy of blood glucose level tracking for patients via a near field communication–enabled glucometer, participants were encouraged to perform more self-monitored blood glucose level. There was also a possible correlation between the number of exercise records and diet records with ΔHbA1c, although nonsignificance was indicated (P=.08 and P=.07, respectively; Table 3).

Despite the previously mentioned strengths of this study, several limitations should be considered. First, the number of participants was small, and the researchers were not blinded, given that this study was an open-label study. Second, unlike the selection of the intervention group, the stratification of physician-referred and self-referred groups could not be randomized. The physician-referred and self-referred groups might differ in terms of their familiarity with the use of digital equipment, as participant digital proficiency and comprehension of the mHealth-based diabetes self-management education were not considered at baseline or during the follow-up period. Third, we conducted per-protocol analysis, rather than intention-to-treat analysis. There were no data available after the baseline exam for the 2 participants who declined to participate in intervention group. Because we thought that mHealth-based diabetes self-management education was applied in those participants, we decided to exclude them from analysis. Fourth, this trial was registered at clinicaltrials.gov after the end of the study. Finally, although the real comparator between unmotivated and motivated groups would be among people who declined to participate in this study, we have no way of obtaining information about those patients.

In conclusion, this prospective study demonstrated that an mHealth-based diabetes self-management education that supports diabetes self-management through health counseling messages leads to improved glycemic status and diabetes self-management skills, reduced diabetes-related distress, and high user satisfaction. These positive impacts were predominantly observed in participants who engaged in this mobile app in a voluntary manner and in those who utilized the app more frequently.
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Abstract

Background: Advances in cancer management have been associated with an increased incidence of emergency presentations with disease- or treatment-related complications.

Objective: This study aimed to measure the ability of patients and members of their social network to complete checklists for complications of systemic treatment for cancer and examine the impact on patient-centered and health-economic outcomes.

Methods: A prospective interventional cohort study was performed to assess the impact of a smartphone app used by patients undergoing systemic cancer therapy and members of their network to monitor for common complications. The app was used by patients, a nominated “safety buddy,” and acute oncology services. The control group was made up of patients from the same institution. Measures were based on process (completion of checklists over 60 days), patient experience outcomes (Hospital Anxiety and Depression Scale and the General version of the Functional Assessment of Cancer Therapy at baseline, 1 month, and 2 months) and health-economic outcomes (usage of appointments in primary care and elective and unscheduled hospital admissions).

Results: At the conclusion of the study, 50 patients had completed 2882 checklists, and their 50 “safety buddies” had completed 318 checklists. Near daily usage was maintained over the 60-day study period. When compared to a cohort of 50 patients with matching disease profiles from the same institution, patients in the intervention group had comparable changes in Hospital Anxiety
and Depression Scale and General version of the Functional Assessment of Cancer Therapy. Patients in the Intervention Group required a third (32 vs 97 nights) of the hospital days with overnight stay compared to patients in the Control Group, though the difference was not significant. The question, “I feel safer with the checklist,” received a mean score of 4.27 (SD 0.87) on a Likert scale (1-5) for patients and 4.55 (SD 0.65) for family and friends.

Conclusions: Patients undergoing treatment for cancer and their close contacts can complete checklists for common complications of systemic treatments and take an active role in systems supporting their own safety. A larger sample size will be needed to assess the impact on clinical outcomes and health economics.

(JMIR Mhealth Uhealth 2020;8(9):e19225) doi:10.2196/19225
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Introduction

Advances in cancer management continue to improve patient outcomes but are also associated with an increase in emergency presentations with disease- or treatment-related complications [1]. The challenges of acute oncology presentations have led to an interest in developing optimal care models and support systems for meeting patients’ needs [2]. Cancer patients seeking emergency care generally have longer lengths of stay, higher admission rates, and higher mortality than non-cancer patients [3].

Individualized management of acute cancer presentations is important to ensure services can mirror routine cancer care [4]. There is an increasing number of acute cancer presentations that can be risk-assessed for care in an outpatient ambulatory setting utilizing technology to support clinicians and patients. Complications of cancer and its treatments are predictable (fever, diarrhea, skin reactions, and drug-specific effects) and, in part, preventable.

Patients, friends, family, and other carers are often able to identify deviations from a patient’s normal status as a first step to facilitate calls for help. Peer support has been used in other settings to improve clinical care and safety, allowing families and friends to look after vulnerable patients, including those discharged after a stroke [5]. Mobile health apps for patients with cancer have the potential to track deterioration [6], support education, and recovery [7-9].

Modular redundancy is the duplication of critical components of a system to increase the reliability of performance in the design of technology [10] or clinical services [11]. Checklists allow redundancy by allowing multiple users to verify safety and are widely used in health care [12-15]. The United Kingdom Oncology Nursing Society (UKONS) has developed checklists for symptom-driven telephone triage [16].

Patients are competent to carry out surveillance and management of chronic conditions, as demonstrated by people with diabetes checking their blood sugars, people with asthma monitoring their peak flows, and people with heart failure recording their weight. Patients admitted to the hospital as medical emergencies can assist in the recording of key safety-critical information [17]. Information about cancer improves compliance, especially if it is tailored to individual needs and context-specific [4].

The study aimed to test the feasibility of a smartphone-based checklist that allows redundant access to safety-critical processes for patients, members of their immediate social network, and health care professionals to stimulate patients and carers to seek medical assistance when necessary while providing reassurance when appropriate.

Methods

Study Design

The trial was designed as a prospective interventional cohort study.

Participants

Oncology patients attending outpatient clinics at the Ysbyty Gwynedd, North Wales, were invited to take part in the study. Patients were eligible if they had a known malignancy and were receiving treatment for cancer, including chemotherapy, radiotherapy, immunotherapy, or best supportive care. Patients were eligible for enrollment during the entirety of their treatment course.

Patients were excluded from the trial if they were receiving end of life care or lacked a smartphone to access the app. There were 50 app licenses available for the trial, and 100 patients were recruited. Patients who did not want to use the smartphone app and patients recruited after all the licenses had been distributed were recruited into a control group to provide indicative data on service usage in patients not using the app.

All participants, including controls, gave written informed consent.

Smartphone App

The content of the app was coproduced in four focus group events. Focus groups consisted of 15 patient representatives, clinicians, and health-service researchers. Checklists were based on the UKONS 24-hour triage tool [16], the UKONS Oncology/Hematology risk assessment tool for Primary Healthcare Professionals [18], and a symptom assessment tool included in the Cancer Research UK Patient treatment record adapted from the UKONS 24-Hour Triage Tool [19]. UKONS tools classify symptoms and signs according to risk and urgency into green, amber, and red with linked actions for escalation from generic advice (green) to encouragement to seek a routine appointment or an urgent assessment (amber or red) (Figure 1).
Clinicians, patients, and researchers devised a hierarchy of safety-relevant symptoms in two iterations. Items were summarized in nine screens, and item rankings were decided by consensus. Checks were presented in order of priority, starting with the most urgent and life-threatening symptoms.

The system allows the addition of disease- or treatment-specific checks in the content management system. For this study, only a generic checklist was activated. Prototypes were tested against typical case studies. Symptoms that were “red flags” generated a recommendation to the patient to seek medical care. The app sent text reminders to patients once a day to complete the checklist.

Each patient was asked to invite one family member or friend to be their “Safety buddy.” Safety buddies also downloaded the checklist app to their smartphone. Safety buddies received push notifications if the patient did not complete the checklist within an agreed timeframe or if patients reported potentially serious symptoms (equivalent to red fields in the UKONS checklist): “You might want to call your friend/family member.” Safety buddies were then asked to complete the checklist on their phone with the patient (Figure 2).

A dashboard for the acute oncology team showed notifications and alerts that could be annotated by clinicians. Nurse specialists reviewed the reported symptoms once daily via an online dashboard and followed up with patients if the symptoms required further attention.
Use of the App
Patients were enrolled for 60 days. Patients and the friend or family member were encouraged to access the app to record symptoms at least once daily. It was emphasized to patients that nursing staff would not be monitoring the app constantly and, therefore, the onus was on them to seek medical care if urged to do so by the app. App users received a call after a week to check for technical difficulties in app usage.

Outcome Measures
The Hospital Anxiety and Depression Scale (HADS) [20] and the General version of the Functional Assessment of Cancer Therapy (FACT-G) [21] were completed at baseline, one month, and two months.

Health-economic outcomes consisted of the usage of appointments in primary care and elective and unscheduled hospital admissions.

Patient Feedback
Patients and carers were able to provide feedback within the application. They were asked to use a Likert scale with gradings from 1 (strongly disagree) to 5 (strongly agree).

Project Governance
The study was conducted according to the principles of the World Medical Association's Declaration of Helsinki 2013 [22]. A study board supervised the development, testing, and evaluation. The group met every three months to issue interim reports and to review risk logs and possible adverse events. Ethics approval was granted (REC reference: 18/WA/0213).

Results
Recruitment
Patients were recruited from January 24, 2019, to September 17, 2019. Of the 197 patients approached, 100 agreed to participate—50 in the control group and 50 in the intervention group. Of the 100 participants, 56 were female. Groups were matched for gender, type of cancer, and performance status, but patients in the control group were older (mean 59, SD 13 years vs mean 68 SD 13 years; \(P<.001\)) (Table 1).
Table 1. Participants, comorbidities, cancer type, performance status, and treatment.

<table>
<thead>
<tr>
<th>Item</th>
<th>Intervention</th>
<th>Control</th>
<th>P value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>59 (13)</td>
<td>68 (13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender female, n (%)</td>
<td>27 (54)</td>
<td>29 (58)</td>
<td>.69</td>
</tr>
<tr>
<td>Comorbidities, n (^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>2</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Cancer type, n (%)</td>
<td></td>
<td></td>
<td>.36</td>
</tr>
<tr>
<td>Breast</td>
<td>12 (24)</td>
<td>11 (22)</td>
<td></td>
</tr>
<tr>
<td>Bowel</td>
<td>13 (26)</td>
<td>9 (18)</td>
<td></td>
</tr>
<tr>
<td>Lung</td>
<td>6 (12)</td>
<td>15 (30)</td>
<td></td>
</tr>
<tr>
<td>Kidney</td>
<td>3 (6)</td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td>Rectal</td>
<td>3 (6)</td>
<td>2 (3)</td>
<td></td>
</tr>
<tr>
<td>Pancreatic</td>
<td>1 (2)</td>
<td>3 (6)</td>
<td></td>
</tr>
<tr>
<td>Prostate</td>
<td>2 (4)</td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td>Esophageus</td>
<td>2 (4)</td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td>Testicular</td>
<td>3 (6)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Ovarian</td>
<td>1 (2)</td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td>Rectal</td>
<td>3 (6)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Endometrial</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Gastric</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Leiomyosarcoma</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Mesothelioma</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Performance status, n</td>
<td></td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>0</td>
<td>20</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>22</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Treatment, n</td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>45</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>Radio- and chemotherapy</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Surgery and chemotherapy</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Best supportive care</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Chi-square test.
\(^b\)Not applicable.

**Checklist Utilization**

Checklists were used 2882 times by the 50 patients in the intervention group, a median of 62 times per patient with the number of uses ranging from 13 to 102 times over the study period. App use resulted in no alert being generated on 2715 occasions, indicating no or no significant symptoms. On 167 (5.8%) occasions, actions were advised. There were 130 green alerts, 28 amber alerts, and 9 red alerts.

Usage by patients was 284 times in the first week, 347 times in the second week, and 228 times in the ninth week of participation.

Of the 50 nominated friends and family members, 31 used the checklists in the app to support their patient partner for a total of 318 times. Usage generated no alert on 267 occasions; in 28 instances, contact of a health care professional was advised. There were 18 amber alerts, 9 red, and 1 major alert.
Friends and family members used the app 77 times in the first week, 67 times in the second week, and 16 times in the ninth week.

Symptoms flagged by the checklists were, in order of frequency, exhaustion (102), nausea (23), fever (14), chest pain (13), sore mouth (13), diarrhea (11), pain (8), constipation (5), skin and eye complaints (4), pins and needles (3), mental health issues (2), visual disturbances (1), and urinary symptoms (1).

Logs completed by the acute oncology team indicated 23 patient calls in response to checklist items. Calls covered a broad range of topics, including technical advice (2 calls), reassurance (8 calls), and advice to admit (4 calls).

**Clinical Outcomes**

Patients in the intervention group had 19 scheduled inpatient days, 40 unscheduled days in the hospital, and 32 unscheduled days in the hospital involving overnight stays. Patients in the control group had 2 scheduled inpatient days, 108 unscheduled days in the hospital, and 97 unscheduled days in the hospital involving overnight stays. There were 40 patients in the intervention group and 38 patients in the control group who spent no unscheduled time in the hospital. Patients in the intervention group required a third as many hospital days with overnight stay in comparison to the control group.

Patients and primary care practices requested information about appointments in primary care. In the first week after enrollment, patients in the intervention group saw their general practitioner 10 times, and patients from the control group 3 times. In the subsequent 3 weeks, patients from the intervention group saw a general practitioner 20 times, and patients in the control group saw a general practitioner 14 times. In the second month, patients from the intervention group saw a general practitioner 30 times, and patients from the control group had 15 visits.

**Anxiety and Depression**

Patient experience was captured by standardized questionnaires and informal feedback from inside the application. A HADS score of 11 or more indicates clinically significant anxiety or depression. At baseline, the average HADS score was 7.9 (SD 7.2) in the control group and 10.2 (SD 6.1) in the intervention group (Figure 3). HADS scores of 11 or greater were observed in 14 patients in the control group and 26 patients in the intervention group. After one month, participants with a HADS score >11 had declined to 13 in the control group and 20 in the intervention group. At two months, 11 control patients and 18 intervention patients fulfilled the same criteria.

![Figure 3. Hospital Anxiety & Depression Scale mean at baseline, one month, and at the end of the study period.](image)

Values for the FACT-G were not significantly different at baseline, one month, or two months. Over the full duration of the study, 6 patients in the control group and 10 patients in the intervention group improved by more than 10% over their baseline (Figures 4-6).
Figure 4. General version of the Functional Assessment of Cancer Therapy (FACT-G) overall means at baseline, one month, and at the end of the study period.

Figure 5. General version of the Functional Assessment of Cancer Therapy (FACT-G) Social and Family wellbeing subscore means at baseline, one month, and at the end of the study period.
Feedback From Patients, Friends, and Families

Structured feedback was submitted from within the application by 48 patients and 25 family members and friends (Table 2). Mean ratings on a Likert scale with values from 1 (strongly disagree) to 5 (strongly agree) to the question “I feel safer with the checklist” was 4.27 (SD 0.87) for patients and 4.55 (SD 0.65) for family members and friends. The question “The link to a health care professional is helpful” yielded mean ratings of 4.61 (SD 0.74) for patients and 4.75 (SD 1.35) for family members and friends.

Table 2. Structured feedback using Likert scales with values from 1 (strongly disagree) to 5 (strongly agree).

<table>
<thead>
<tr>
<th>Feedback question</th>
<th>Patients (all)</th>
<th>Family and friends (all)</th>
<th>Patients (all)</th>
<th>Last assessment</th>
<th>Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>The information in the app is helpful, mean</td>
<td>4.32</td>
<td>4.2</td>
<td>4.07</td>
<td>4.45</td>
<td>0.38</td>
</tr>
<tr>
<td>The link to a friend or relative is helpful, mean</td>
<td>4.48</td>
<td>4.41</td>
<td>4.42</td>
<td>4.27</td>
<td>-0.15</td>
</tr>
<tr>
<td>The link to a health care professional is helpful, mean</td>
<td>4.61</td>
<td>4.75</td>
<td>4.55</td>
<td>4.66</td>
<td>0.11</td>
</tr>
<tr>
<td>I feel safer with the checklist, mean</td>
<td>4.27</td>
<td>4.55</td>
<td>4.17</td>
<td>4.41</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

With the KeepMeSafe application, patients and their families and friends were able to use a smartphone app to work through a list of common complications of cancer and systemic therapies. We demonstrated the feasibility of assistance by members of the patients’ social network at times when patients felt unable to complete the checklist themselves. To our knowledge, this is the first time that patients and members of their social network have been deployed as redundant parts of a safety system.

Patients were only able to participate if they owned a smartphone. This limitation might exclude some patients, but the percentage of people actively using smartphones in the UK in 2019 was 82.9%, the highest in the world [23]. The limited size of our study and the fact that the intervention and control groups were not randomized or matched means that the study does not allow conclusions about clinical outcomes, effectiveness, or efficiency.

Patients experience higher levels of anxiety and depression than the general population [22] though consistent with other contemporaneous cohorts of people who have cancer in the UK [24].

In a review of the literature of clinical trials involving mobile health apps, we found 17 studies of between 12 and 2352 patients [25]. Smartphone apps or internet portals primarily collected data on clinical symptoms or activity data with some improvement in patient-reported outcome measures. The authors...
found limited evidence for effects on mortality or cancer-related morbidity, including complications and health-economic outcomes. Many studies did not report on app usage. Only a few studies have reported improvements in quality of life [26,27]. App for monitoring pain and linked to the ability to escalate to a clinician might lead to improved symptom control [28]. Recruitment rates of 50% in our study are comparable to other trials in this field [29].

We collected data of indicative health-service usage by reporting days spent in the hospital and appointments with primary care physicians. We observed trends towards increased usage of primary care appointments and decreased usage of hospital days for unscheduled admissions in the younger intervention group.

App usage was high and comparable with other high-quality applications [30]. Patients and their buddies reported satisfaction with the information in the app and its links to health care staff and reported feeling safer with the application. It is difficult to say that patients felt more empowered to reach out to health care staff (or that the app encouraged them to do so), given that the majority of contacts were initiated by nursing staff. At least eight of these contacts received telephone advice, however, and it might be inferred that having easy access to health care staff in this way reduced the burden on primary care services.

Limitations identified in the literature review were addressed by measuring app usage and validated clinical outcome measures and surrogates for health economic measures, albeit in a non-randomized single-center study. Many mobile health apps are designed for single diseases [31-33] or use generic metrics such as physical activity [34], with only a few applications reporting patient outcomes [35]. By using a content management system as the underlying architecture, we enabled agile, modular development for future expansion to rarer complications, tailoring to different cancers, individualized treatment regimes, and patient preferences. While this study was limited in scope to proof-of-concept, it has generated the methodology for larger trials powered to demonstrate improvements in patient-centric outcomes.

The study demonstrates that patients and those close to them can take an active part in a redundant safety system. Technology can facilitate laypersons to undertake some of the safety-critical screening functions that are normally undertaken by nurses based on the UKONS clinical checklists.

Real-time response to alerts would require 24/7 cover of staff who are familiar with diseases and treatment modalities. Scale-up of usage, including utilization for follow-up of patients with cancer, would require limited investment into the soft ware platform but reliable investment into the teams that support cancer services locally and nationally.

This application may be a useful tool in aiding patients to access early and appropriate acute cancer care. It may also have a role in supporting ambulatory outpatient management of presentations suitable for this model of care.

Future research will have to tease out the effect size in multiple settings. The number of friends and family members forming a safety network for patients may be relevant for the effect-size; several safety partners might support patients better than just a single partner.

Ways to strengthen ownership and activation of patients in future versions of the application might include incentives for usage or link to continuous monitoring with wearable sensors to supplement patient-reported symptoms with quantitative measures of risk [36].

The hypothesis of the checklist application that remains to be tested in larger trials is that usage of electronic checklists tailored to the needs of patients with cancer will improve reliability and timeliness of engagement with their multi-disciplinary team.

We hope to affect patients with cancer positively by first facilitating safer care: complications are, in large part, predictable. Checklists allow patients to be actively involved in the prevention of adverse events. Modular redundancy of safety-critical processes is a key mechanism to provide safe and stable systems in other industries [10]. The usage of checklists by multiple partners should ultimately lead to a testable reduction in preventable adverse outcomes. Lastly, we believe in the value of greater autonomy of patients through participation. Access to safety-critical information in a personalized and context-specific way is key for patient activation [37]. We fully expect that this will also improve resilience to acute complications [38].

Conclusions

We coproduced a checklist application for smartphones with cancer patients, their friends, and families and demonstrated proof of concept as a networked and scalable safety intervention. It is feasible to enable patients undergoing treatment for cancer to contribute to their own safety in recognizing complications of cancer and their therapy. To assess the impact on clinical outcomes requires larger randomized trials but utilizing such applications may form a key aspect of future acute cancer care.
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Abstract

Background: Indonesia is the only country in the Asia Pacific region where the incidence of HIV is still on the rise, and its prevalence is extremely high among the key populations such as men who have sex with men, transgender women, and people who inject/use drugs. Mobile health (mHealth) apps provide an innovative platform for delivering tailored HIV prevention and care among these populations more efficiently than possible through the direct face-to-face approach.

Objective: The aim of this study was to assess the role of a peer-customized mobile app based on the principle of self-learning for improving HIV prevention knowledge and access to health services among men who have sex with men, transgender women (known as Waria in Indonesia), and people who use drugs in Indonesia.

Methods: A prospective intervention cohort study was conducted among the key populations in five provinces of Indonesia (Jakarta, West Java, East Java, Special Region of Yogyakarta, and Bali). The data were evaluated using a pre-post assessment survey conducted on a sample of 200 unique users, including 50 men who have sex with men and transgender women each, and 100 people who use drugs, with a follow-up response rate of 98% and 70%, respectively. An mHealth app named RUMAH SELA was developed and implemented among the key populations.

Results: From baseline to the endpoint of the study, there was a significant increase in comprehensive HIV-related knowledge from 20% (10/49) to 60% (29/49), 22% (11/49) to 57% (28/49), and 49% (34/70) to 74% (52/70) among men who have sex with men (P=.004), transgender women (P<.001), and people who use drugs (P<.001), respectively. There was also a reduction in sexual activities without condom use from 22% (11/49) to 19% (9/49), 18% (9/49) to 12% (6/49), and 21% (15/70) to 10% (7/70) among men who have sex with men (P=.45), transgender women (P=.25), and people who use drugs (P<.001), respectively. There was an uptake of HIV testing by 31% (15/49) for men who have sex with men, 49% (24/49) for transgender women, and 26% (18/70) for people who use drugs after using the app. There was a reduction in injecting drugs with a used needle in drug users from 45/70 (78%) to 15/70 (26%). Measures of self-esteem increased among men who have sex with men (mean 26.4 vs mean 27.1), transgender women (mean 26.5 vs mean 27.8; P=.02), and people who use drugs (mean 24.0 vs mean 25.0). In addition, 27% (7/24) of men who have sex with men, 25% (4/15) of transgender women, and 11% (2/18) of drug users made an appointment for an HIV test through the app. The app was quite highly accepted by the key populations as nearly a quarter felt that they became more confident in discussing issues about sexuality, more than 80% found that the app provided sufficient knowledge about HIV, and more than half found the app user friendly.

Conclusions: This one-of-a-kind mHealth intervention with an mHealth app as a self-learning tool is effective in increasing HIV-related knowledge and behavior, and access to services with strong acceptability by the community. There is a need to scale up such interventions for efficacy testing in a larger population to provide evidence for national-level mHealth programs addressing HIV.
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Introduction

Indonesia, situated in the southeast Asia region, is witnessing an upward trend in HIV/AIDS prevalence [1]. Indonesia is the only country in which the HIV epidemic is still on the rise among the cluster of five high-burden countries (India, Myanmar, Nepal, Thailand, and Indonesia) of the southeast Asia region [2]. The national HIV prevalence in Indonesia (among people aged 15 years and above) is 0.3% in the age group 15-49 years [3]. The HIV epidemic in Indonesia is mostly concentrated among key populations, including sex workers, men who have sex with men (MSM), and transgender women (known as Waria in Indonesia), although the prevalence varies across provinces [4]. The epidemic is on the rise particularly among MSM and their sexual partners. The HIV prevalence among MSM in Indonesia is 12.8% and is 7.4% for transgender women [5]. Among people who inject drugs, there has been a substantial decline in HIV prevalence from 52.4% in 2007 to 28.8% in 2015, although the absolute numbers are still quite high [6].

In 2012, the Indonesian government responded to the growing HIV epidemic with the continuum of care known as Layanan Komprehensif Berkesinambungan, which aimed at integrating prevention, care, and treatment for all, and directed individuals toward immediate antiretroviral therapy (ART) after receiving an HIV diagnosis; however, the coverage of prevention services among key populations remained less than 55% and only 10-20% of people living with HIV were receiving ART at the end of 2016 [5,6]. Current evidence indicates that less than half of the key populations with HIV in the Asia-Pacific region, including Indonesia, are aware of their HIV status and only around a third are referred for treatment [5]. Therefore, there is a pressing need to fill these gaps and move toward innovative and cost-effective solutions to address the health care needs for these populations.

The accessibility and potential of mobile health (mHealth) or electronic health are rapidly growing, and is considered a promising approach to reach young and key populations (including MSM, transgender women, and sex workers) for addressing health care delivery gaps in the Asian region [7-10]. Indonesia ranks among the top 10 countries in the mobile connectivity index. The 3G and 4G coverage has reached over 90% and 80%, respectively, with more than half of the country’s adult population now using mobile internet [11]. Encouragingly, there is evidence that online or mobile-based interventions are effective in cisgender young people, and are emerging for sexual minority youth as well; however, there are limited evidence-based interventions using mobile-based apps designed specifically for gender and sexual minority young people. Further, gamification has been viewed as a promising approach to enhance participant interaction, increase behavior change learning opportunities, and improve intervention appeal for adolescents and youth [12].

The aim of this study was to assess the role of a peer-customized mobile app based on the principle of self-learning in increasing knowledge on HIV transmission, creating awareness about safe sex and HIV prevention, facilitating behavioral change, and fostering the uptake of HIV testing for improving access to health services among the key populations, particularly among MSM, transgender women, and people who use drugs (PWUD), in Indonesia.

Methods

Participants

Participants were recruited from five provinces of Indonesia: Jakarta, West Java, East Java, Special Region of Yogyakarta, and Bali. Respondents were recruited with the help of peer leaders, who are community leaders/outreach workers associated with the program implementation organization. Peer leaders listed the key populations from their networks and mapped areas with hotspots. To qualify for the intervention, there were certain inclusion criteria defined for enrolling the participants: (1) aged between 16 and 30 years (identified by the Indonesian government as young adults) [13]; (2) identify themselves as MSM, transgender woman, or PWUD, including the use of cocaine, methamphetamine, or ecstasy in the last 12 months or in the last 4 weeks; (3) mobile phone literate and own an Android phone. A total of 200 unique users (50 MSM, 50 transgender women, and 100 PWUD) were identified to be eligible for the study and provided written informed consent (assent for those younger than 18 years). Consent was obtained from the guardians/caretaker/outreach worker for providing services to the minor participants. For each province, six peer leaders were identified who were responsible for mapping the app users, conducting the study, and monitoring the use of the app during the study period.

Pre-Post Assessment

A baseline survey was carried out to assess the knowledge about HIV and sexual behavior of the participants in August 2017, followed by an endpoint survey conducted approximately 3 months into the intervention. Data collection was executed by the local Civil Society Organization based in Bandung with the help of peer leaders placed within the key population network (called Focus Muda) in Indonesia. A structured closed-ended questionnaire with special provisions to record open-ended responses wherever required was used in the data collection process. Consent and pre-post assessments were carried out in the local language (Bahasa). All procedures were approved by the Ethical Review Board at the Catholic University of Atmajaya in Jakarta, Indonesia.

Intervention

Development and Design of the mHealth App

For the mobile app to resonate with the Indonesian key populations, in-depth interviews were conducted with a separate
A comprehensive needs assessment to understand the knowledge and experience on HIV-related issues was conducted to determine the feasibility and acceptability of the app in the community. Each in-depth interview lasted for about 45 minutes and was conducted in Bahasa. All interviews were audio-recorded for subsequent transcription. We conducted content analysis on the interview responses, and the data were coded to extract relevant themes related to the knowledge and experience on HIV-related issues of sexual health, safe sex, and risky behaviors among the key populations in Indonesia, and to identify ideal designing modalities for acceptability of the mobile app in the community. The themes assessed were the availability of smartphones among the respondents and their networks, to understand barriers in accessing services, and to determine the features of the app to inform intervention content, structure, design, and app elements for a safe and secure mobile app.

**Community-Supported Design Process**

Following the formative assessment mentioned above, the app interface was designed. Six peer leaders among the 20 who were recruited from Focus Muda—a network of young people working on key population issues across Indonesia—designed the interface of the app in a workshop facilitated by MAMTA-Health Institute for Mother and Child, and the local implementing organization in Bandung. The peer leaders were identified according to preset criteria as community leaders/outreach workers. The main criteria were an association with the network partners, functional literacy and good communication skills, and experience of working with the targeted communities.

The mobile app design was created by peer leaders using a co-design approach [14]. A multistage design process was adopted to finalize the design and features of the app. Stage 1 involved initial assessment of the current situation related to the versions of Android phones under use by the study participants, and to screen resolutions, network connectivity issues, one-time password gateway integration, and related issues. Stage 2 involved having informal discussions with peers on the type of mobile apps regularly used, approximate time spent online, and top-rated features for providing a mobile experience. Stage 3 involved designing the user interface and online avatars for the various features proposed by the peers. Sketching and prototyping the app was then started, and the beta version of the app was tested by different constituencies, including the peers, project implementation team, and technical partners.

**Integrated Team of Health Care Providers**

A medical doctor with experience in sexually transmitted infections, HIV/AIDS treatment, and management was empaneled with the app. A young primary health care worker with extensive experience in providing HIV counseling and testing services was included within the referral options of the app. Prior approval and consent from the health care providers were obtained before they became involved in the project. The health care providers were given access to the app dashboard (ie, a protected site with a user ID and password) to view the questions asked by the users and respond appropriately within 12 hours. The users were not prescribed medicines online through this app, and the responses were restricted to addressing clarifications and doubts about any of their concerns, including signs and symptoms of HIV/AIDS and other sexually transmitted diseases such as hepatitis C, drug use and rehabilitation, and masturbation.

**App Content**

The content included information on the transmission, prevention, and treatment of sexually transmitted infections with a special focus on HIV/AIDS, myths and misconceptions regarding HIV/AIDS, correct condom use, the importance of HIV testing, and access and early linkage to HIV testing services. The app content was focused on these themes as evidence indicates the need to intervene early for increased awareness generation among these populations [15]. The content was provided in two languages, Bahasa and English, and was linked to the internet.

**Technical Platform**

The final Android-based mobile app was developed by a software development company based in India. The field test of the app was conducted for removal of any bugs and irrelevant content/features before distribution. The mobile app was distributed to each individual’s phone through a link, which was secured from the software development company. Registration of the app users, consent, password setting, risk assessment, home screen, ask a question, map of health facilities, request for test intimation, instant in-app “ask a question” facility, stigma information, feedback on the app experience, condom games, quiz, and prize were the key features built into the app. Some screenshots showing the interface of the key features of the app are shown in Figure 1.

The ask-a-question feature helped the users to send private messages to the health care providers empaneled with the app. The health care providers responded to the particular request within 12 hours. Based on the need of every participant, the link to health services was provided to each user through the built-in map of health facilities and the list of health facility resources. This helped the users to easily connect with the health facilities, particularly aimed at improving the linkage and effective utilization of health services. The administration of the app was peer-facilitated, and the participants were reached with a staggered approach. Focus Muda nominated 23 youth peer leaders to administer the mobile app.
Measures

Demographics
Demographic variables included age, gender, sexual orientation, relationship status, level of education, current employment, income, living situation, and drug abuse behavior.

HIV/AIDS Knowledge
We assessed the comprehensive knowledge on HIV, adopted and modified from Ankunda and Asimwe [16], which refers to the knowledge of reducing HIV risk by consistent use of condoms and being faithful to one uninfected sexual partner who has no other partners, and included a rejection of misconceptions of HIV transmission through a mosquito bite and sharing a meal with an HIV-infected person [16]. We considered the knowledge on the first two indicators, and then included the rejection of misconceptions of sharing utensils and clothes with an HIV-infected person and social kissing an HIV-infected person as comprehensive knowledge. This was assessed from baseline findings, which highlighted these myths and misconceptions to be prevalent in the studied key populations. Furthermore, Ankunda and Asimwe [16] used the knowledge on HIV transmission from an HIV-infected mother to a child as another set of assessment of comprehensive knowledge. During our analysis, we found that knowledge on this indicator was poor in the studied key populations. Therefore, this was adopted as the fifth indicator of comprehensive knowledge on HIV in the current study.

Sexual Behavior
To assess HIV risk behaviors, we asked participants about the number of times they had anal, vaginal, insertive, and receptive sexual intercourse, and whether they had sex with and without a condom with different partners (casual sex with a male or female, transgender male or female) during the last 3 months.

Recency of HIV Testing
We asked the participants “When did you last have an HIV test?” In addition, to assess the effect of the mHealth app on HIV testing, we asked the participants “Did you go for an HIV test after using the app?”

Self-Esteem
We adopted the 10-item Rosenberg Self-Esteem Scale to measure the self-esteem of the participants during the study [17]. The answers to negative items such as “At times, I think I am no good at all” were reverse scored. The scores ranged from 0 to 30 with higher scores indicating higher self-esteem. Cronbach α was .81 and .72 during the pre-post assessments, indicating strong reliability.

Mobile App Acceptability
We also assessed (1) the feasibility of using the mHealth app to receive information on sexual health and HIV (eg, “On what aspects did you receive knowledge through the app?”); (2) perceived impact of using the mHealth app (eg, “Has the app made any impact on your knowledge or behavior? If yes, how has the app made an impact?”); (3) quality of the medico-client
relationship (eg. “Did you send a chat message through the app to get health information? If yes, what kind of health and other information did you seek? Did you feel the response was satisfactory?” [with response options always, sometimes, never] “Did you send a request for booking an appointment for an HIV test with the doctor through the app?”); and (4) general perceptions about the features of the app (eg. “Which feature of the app was most useful in having an impact?” “How would you rate the ease of use of the app?”).

**Pre-Post Assessment**

Descriptive statistics were computed for demographic characteristics. We applied the McNemar test to assess the possible shift from the baseline to the endpoint for all outcomes. The shift is presented as a percentage point change. Statistical significance was considered at $P \leq 0.05$. All analyses were carried out using SPSS 22 (IBM Corp, Armonk, NY, USA).

**Results**

**Participation and Intervention Completion Rates**

A total of 200 unique users (50 MSM, 50 transgender women, and 100 PWUD) of the app were identified based on the eligibility criteria. Thirty-two participants from the MSM and transgender groups, and 30 from the PWUD group were lost to follow up. Therefore, the follow-up response rate was 98% in MSM and transgender women and was 70% in the PWUD. More than 90% of the dropouts among the PWUD group were injecting drug users.

**Sociodemographic Profile**

Table 1 summarizes the sociodemographic characteristics of the participants. The mean age was in the low to mid-20s for the three groups. The majority of the PWUD were males. The majority of the participants reported being single at the time of the study. More than half of the participants were educated up to a high school level. More than half of the MSM were working in private sectors, whereas about half of the transgender women were engaged in sex work, followed by singing and dancing. Nearly one-quarter of the PWUD were involved in sex work and over a quarter of the PWUD were working in the private sector. Nearly half of the MSM and about three-quarters of the PWUD reported living with family, whereas the majority of the transgender women lived alone.

The majority of the PWUD reported ever injecting drugs, with the majority indicating that they had injected drugs in the last month and have a history of sharing a needle.
Table 1. Sociodemographic characteristics of the participants (N=168).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Men who have sex with men (n=49)</th>
<th>Transgender women (n=49)</th>
<th>People who use drugs (n=70)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.6 (3.3)</td>
<td>25.6 (3.0)</td>
<td>23.7 (4.0)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>49 (100)</td>
<td>0</td>
<td>56 (80)</td>
</tr>
<tr>
<td>Female</td>
<td>0 (0)</td>
<td>0</td>
<td>14 (20)</td>
</tr>
<tr>
<td>Transgender</td>
<td>0 (0)</td>
<td>49 (100)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>49 (100)</td>
<td>45 (92)</td>
<td>56 (80)</td>
</tr>
<tr>
<td>Partnered</td>
<td>0 (0)</td>
<td>4 (8)</td>
<td>14 (20)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No education</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Elementary (grades 1-6)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Middle school (grades 7-9)</td>
<td>1 (2)</td>
<td>14 (29)</td>
<td>13 (19)</td>
</tr>
<tr>
<td>High school (grades 10-12)</td>
<td>34 (69)</td>
<td>31 (63)</td>
<td>47 (67)</td>
</tr>
<tr>
<td>Technical college/university</td>
<td>14 (29)</td>
<td>2 (4)</td>
<td>5 (7)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private job</td>
<td>34 (68)</td>
<td>9 (18)</td>
<td>18 (26)</td>
</tr>
<tr>
<td>Government job</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>3 (6)</td>
<td>6 (12)</td>
<td>13 (19)</td>
</tr>
<tr>
<td>Singing/Dancing</td>
<td>0 (0)</td>
<td>12 (24)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Sex work</td>
<td>1 (2)</td>
<td>26 (52)</td>
<td>20 (29)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>10 (20)</td>
<td>7 (14)</td>
<td>9 (1)</td>
</tr>
<tr>
<td><strong>Living situation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with parents/family</td>
<td>25 (51)</td>
<td>7 (14)</td>
<td>52 (74)</td>
</tr>
<tr>
<td>Living with male partner</td>
<td>6 (12)</td>
<td>2 (4)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Living alone</td>
<td>17 (35)</td>
<td>39 (80)</td>
<td>9 (13)</td>
</tr>
<tr>
<td>Living with friends/others</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>4 (6)</td>
</tr>
<tr>
<td><strong>Drug use, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever taken drugs</td>
<td>1 (2)</td>
<td>5 (10)</td>
<td>70 (100)</td>
</tr>
<tr>
<td>Ever injected drugs</td>
<td>0 (0)</td>
<td>2 (4)</td>
<td>58 (83)</td>
</tr>
<tr>
<td>Injected drugs in prior 1 month</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>48 (83)ª</td>
</tr>
<tr>
<td>History of needle exchange</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>41 (71)ª</td>
</tr>
</tbody>
</table>

ªProportion calculated among those who ever injected drugs.

Correct Knowledge on HIV

Modes of HIV Transmission

Table 2 shows the shift in correct knowledge about the modes of transmission of HIV/AIDS from baseline to the endpoint of the study among the three key populations. The majority of the participants were aware of sex with multiple partners, unprotected sex with an HIV-infected person, blood transfusion from an HIV-infected person, and sharing an HIV-infected needle/syringe as the modes of transmission at baseline. Use of the mobile app resulted in a significant increase in the knowledge about HIV transmission from a mother to child with a percentage point change of 16.4%, 36.7%, and 27.1% among the MSM, transgender women, and PWUD, respectively, from baseline to the endpoint.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Men who have sex with men (n=49)</th>
<th>Transgender women (n=49)</th>
<th>People who use drugs (n=70)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline, n (%)</td>
<td>Endpoint, n (%)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Modes of transmission</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having sex with multiple partners</td>
<td>47 (96)</td>
<td>49 (100)</td>
<td>.16</td>
</tr>
<tr>
<td>Having unprotected sex with an HIV-infected person</td>
<td>49 (100)</td>
<td>49 (100)</td>
<td>.32</td>
</tr>
<tr>
<td>Having blood transfusion from an HIV-infected person</td>
<td>49 (100)</td>
<td>49 (100)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Sharing HIV-infected syringes or needles</td>
<td>49 (100)</td>
<td>49 (100)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>From HIV-infected mother to her baby</td>
<td>40 (82)</td>
<td>48 (98)</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Myths and misconceptions about HIV transmission</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV can be contracted through mosquito bites</td>
<td>46 (94)</td>
<td>45 (92)</td>
<td>−2</td>
</tr>
<tr>
<td>HIV can be contracted by sharing utensils and clothes with an HIV-infected person</td>
<td>44 (90)</td>
<td>45 (92)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>HIV can be contracted by living and sharing a meal with an HIV-infected person</td>
<td>36 (92)</td>
<td>47 (96)</td>
<td>4</td>
</tr>
<tr>
<td>HIV can be contracted by kissing someone who is infected</td>
<td>39 (80)</td>
<td>42 (86)</td>
<td>6</td>
</tr>
<tr>
<td>HIV can be contracted by using public toilets/bathrooms</td>
<td>46 (94)</td>
<td>47 (96)</td>
<td>2</td>
</tr>
<tr>
<td><strong>Prevention of HIV</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using condoms during sexual contact</td>
<td>45 (92)</td>
<td>45 (92)</td>
<td>0</td>
</tr>
<tr>
<td>Having sex with only one faithful and uninfected partner</td>
<td>41 (84)</td>
<td>89.8</td>
<td>6</td>
</tr>
<tr>
<td>Taking injections using clean and unused syringes</td>
<td>36 (74)</td>
<td>37 (76)</td>
<td>2</td>
</tr>
<tr>
<td><strong>HIV treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heard of ART&lt;sup&gt;b&lt;/sup&gt; as a treatment of HIV</td>
<td>14 (40)</td>
<td>31 (78)</td>
<td>38</td>
</tr>
<tr>
<td>ART can help reduce viral load</td>
<td>30 (61)</td>
<td>35 (71)</td>
<td>10</td>
</tr>
</tbody>
</table>
**Myths and Misconceptions**

The increase in the awareness that HIV does not spread by sharing utensils and clothes was most significant among PWUD with a percentage point change of 14%. Over three-quarters of transgender women and PWUD reported that a person can contract HIV by kissing someone who is infected before the intervention. There was a significant change in the level of awareness with regard to this myth postintervention, with a percentage point change of 16% and 10% for transgender women and PWUD respectively reporting the correct information (Table 2).

**HIV Prevention**

Over three-quarters of the PWUD correctly reported that condom use can prevent HIV transmission before the intervention, and this knowledge further increased after the intervention with a percentage point change of 17% (Table 2).

**HIV Treatment**

Knowledge on ART as the basic line of treatment for HIV significantly increased among all groups postintervention by 38%, 57%, and 24% among MSM, transgender women, and PWUD, respectively (Table 2).

**Comprehensive HIV Knowledge**

There were significant shifts in comprehensive knowledge on HIV from 20% (10/49) to 60% (29/49), 22% (11/49) to 57% (28/49), 49% (34/70) to 74% (52/70) among MSM (percentage point change of 40%, \(P<.004\)), transgender women (percentage point change of 35%, \(P<.001\)), and PWUD (percentage point change of 25%, \(P<.001\)), respectively, representing a total change from 29% to 63% for all key populations.

**HIV-Related Risk Behaviors**

There was a reduction in the number of individuals who did not use a condom in their last sexual intercourse encounter postintervention in all three groups (with a maximum shift in the PWUD). Among PWUD who abused drugs in the form of injection, the number of individuals who reported injecting drugs with a used needle or syringe in the last month reduced by over 50% after the intervention (Table 3).

## Table 3. High-risk behaviors among key populations in the baseline and endpoint surveys.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Men who have sex with men (n=49)</th>
<th>Transgender women (n=49)</th>
<th>People who use drugs (n=70)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline, n (%)</td>
<td>Endpoint, n (%)</td>
<td>(P) value</td>
</tr>
<tr>
<td>Not using condoms at the last sexual intercourse</td>
<td>11 (22)</td>
<td>9 (19)</td>
<td>-.32</td>
</tr>
<tr>
<td>Injecting with a used needle or syringe in the past 3 months</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\(\*\) PP: point percentage.
\(\#\) N/A: not applicable.
\(\circ\) N=1 among transgender women who abused drugs in the form of injection; therefore, no statistics were computed.

**Access to HIV Testing Services**

There was a significant increase in the uptake of HIV testing after using the mHealth app from 79% (133/168) to 90% (151/168) before and after the intervention with a percentage point change of 11% (\(P<.035\)) for the three groups combined. The shift was the highest in the PWUD group, from 65% (46/70) before the intervention to 82% (57/70) after the intervention with a percentage point change of 17% (\(P<.001\)), followed by MSM (from 88% to 94%) and transgender women (96% to 98%).

Overall, 34% of the study participants reported that they went for an HIV test after using the app, 21% (35/168) of whom had made the appointment through the app. Almost half (24/49, 49%) of the transgender women, and 31% (15/49) and 26% (18/70) of the MSM and PWUD reported that they went for an HIV test after using the app. Of those who reported going for an HIV test after using the app, 27% (7/24) MSM, 25% (4/15) transgender women, and 11% (2/18) PWUD had made the appointment through the app.
Self-Esteem

There was a positive shift in self-esteem from baseline to the endpoint in all groups with a significant shift among the transgender women (Table 4).

Table 4. Self-esteem scores among the key populations in the baseline and the endpoint surveys.

<table>
<thead>
<tr>
<th>Population</th>
<th>Baseline, mean (SD)</th>
<th>Endpoint, mean (SD)</th>
<th>t value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men who have sex with men (n=49)</td>
<td>26.44 (3.66)</td>
<td>27.06 (3.41)</td>
<td>0.873</td>
<td>.39</td>
</tr>
<tr>
<td>Transgender women (n=49)</td>
<td>26.54 (2.83)</td>
<td>27.84 (2.38)</td>
<td>-2.468</td>
<td>.02</td>
</tr>
<tr>
<td>People who use drugs (n=70)</td>
<td>24.04 (5.45)</td>
<td>25.04 (3.58)</td>
<td>-1.324</td>
<td>.19</td>
</tr>
</tbody>
</table>

Acceptability of the App

The majority of the participants (36/39, 74% MSM; 41/49, 84% transgender women; and 47/70, 67% PWUD) stated that they liked the game and health facility map features of the app. Over one-quarter (13/49, 26%) MSM and transgender women each, and 16% (11/70) of the PWUD asked a question through the app to get health information. The most common type of information sought was knowledge about HIV. The majority of the participants (40/49, 82% MSM; 41/49, 84% transgender women; 59/70, 84% PWUD) felt that the app provided knowledge on HIV with respect to risk, safer sexual practices, and prevention and treatment of HIV. Nearly a quarter of the participants (11/49, 22% MSM; 10/49, 20% transgender women; 16/70, 23% PWUD) said that they became more confident in discussing issues on sexuality after using the app. Nearly half of the participants (28/49, 57% MSM; 15/49, 31% transgender women; 41/70, 59% PWUD) found the app neither difficult nor easy to use, while 33% (16/49) MSM and transgender women each, and 20% (14/70) PWUD found the app easy to use. Further, only 23% (39/168) of the total participants had used any other mobile app before RUMAH SELA.

Discussion

Principal Findings

This study tested the potential use of an mHealth app (RUMAH SELA) as a self-learning tool for HIV prevention, which was developed and designed internally, and customized for key populations (MSM, transgender women, and PWUD) in Indonesia with the support of peer leaders. This intervention shows potential promise for enhancing the spectrum of HIV knowledge, reduction in risky sexual behaviors, uptake of services, and improving self-esteem among these vulnerable and underserved groups.

The comparison of outcomes before and after the intervention showed marked improvement in HIV-related knowledge, testing, and behavioral outcomes (eg, condom use and not injecting drugs using syringes/shared needles among PWUD). There was a potential uptake of services after the intervention. This study showed that 34% of the participants took an HIV test after using the app. A significant reduction was observed in the number of individuals who did not use condoms in their last sexual intercourse encounter postintervention in all three groups. PWUD showed a marked reduction in injecting drugs using a shared needle after using the mHealth app. Similar intervention strategies such as internet-based, text messaging, and smartphone apps were also found to be successful in reducing substance abuse in studies conducted in upper-middle and high-income countries such as Romania, the United States, Germany, and Switzerland in 2017 [18,19].

We found that certain myths regarding the transmission of HIV through a mosquito bite, social kissing, and sharing common utensils/clothes/bathroom/meal with an infected person were prevalent among the key populations, with the spread of HIV through social kissing as the most prevalent myth believed. This mHealth intervention could successfully dispel these myths.

There was a 3%, 6%, and 11% reduction among MSM, transgender women, and PWUD, respectively, who did not use a condom in their last intercourse after the intervention, indicating the potential value of the mHealth app in enhancing safer sexual practices. The study findings are in line with other studies that have discerned the impact of mHealth interventions in improving the sexual and behavioral health of vulnerable and underserved populations [12,18,20,21].

Although assessment of mental health was not within the scope of the present intervention, we tried to assess the effect of the app on self-esteem of the participants. It is noteworthy that the use of the mHealth app in this intervention could help to raise the self-esteem of the participants. Self-esteem is a precursor to both physical and mental health. Further, it acts as a protective factor contributing to positive social behavior [22]. Improving the self-esteem of an underserved population may have a benefit by acting as a catalytic agent for behavior change and consequently contributing to increased seeking for HIV services, prevention, and care.

In addition to behavioral interventions, the combination of access to HIV services along with behavioral change is an important strategy for HIV prevention and care. Most existing mobile-based interventions are contextualized particularly to improve the medical adherence to ART for people living with HIV [13,23-25]. Few qualitative studies have emphasized the use of mHealth for promoting the uptake of HIV testing [16,26]. This study highlights the utility of an mHealth app designed on the principles of community engagement in not only creating awareness about safer sex and increasing knowledge about HIV prevention, transmission, and treatment, but also in improving the uptake of HIV services among young key populations. A change was also found in terms of users having learned about the location of health service providers and the self-assessment of risk for HIV. The features of the app that were deemed to have the most positive impact were the map of health service facilities, games, and the ability to share your story, aside from acknowledging the user-friendliness of the app as key aspects that highlighted app acceptability by the target population.
Strengths and Limitations

One of the strengths of this study is that it is a peer-customized mHealth app useful for HIV interventions based on a self-learning principle with minimal manual involvement. However, the findings of this study need to be considered in the context of certain limitations. The small sample size was one of the major limitations of this study; we assume that a larger sample could have provided more statistically meaningful inferences. The retention rate was 98% among MSM and transgender women but was only 70% among PWUD.

This study did not include any control group, which limits the validation of the intervention's efficacy in changing the sexual and behavioral health outcomes. Further, based on the formative results, Facebook, Twitter, Instagram, Lollipop, Grinder, and Hornet were listed as apps/social media platforms that the participants had already used. These apps could be other possible potential sources of information for these populations apart from the RUMAH SELA app. However, the longitudinal nature of the study did provide an opportunity to test the efficacy of the intervention. Another limitation of the study was that it was a short-term intervention with an endpoint assessment conducted after 3 months. An intervention conducted for a longer duration with periodic assessments may have yielded more informative results. Since the app was designed and customized for the key populations of Indonesia, its utility may not be generalized for a general population. Lastly, we could not assess the impact of the sociodemographic parameters on the intervention for the differential outcomes related to the utility of the app across the groups due to the small sample size and thus insufficient statistical power for inference. Nevertheless, the app was found to be fairly well accepted by users. Moreover, only less than a quarter of the study participants had used any other mobile app before RUMAH SELA, which supports to a certain degree that the shift in knowledge and health-seeking behaviors among the study participants was directly due to exposure to RUMAH SELA.

Conclusions

The RUMAH SELA mHealth app opens a window for enhancing knowledge on HIV and related behavioral outcomes among key populations with minimal external support and involvement, thereby offering a cost-effective and self-administered intervention package. This calls for larger intervention studies/trials, small-scale efforts, and pilot studies that must begin to scale with a rigorous design for future evaluation. These efforts will strengthen and provide evidence for program leaders, policymakers, and funders to develop influential population-based mHealth intervention strategies to combat HIV.
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Abstract

Background: Accurate dietary assessment is needed in studies that include analysis of nutritional intake. Image-based dietary assessment apps have gained in popularity for assessing diet, which may ease researcher and participant burden compared to traditional pen-to-paper methods. However, few studies report the validity of these apps for use in research. Keenoa is a smartphone image-based dietary assessment app that recognizes and identifies food items using artificial intelligence and permits real-time editing of food journals.

Objective: This study aimed to assess the relative validity of an image-based dietary assessment app — Keenoa — against a 3-day food diary (3DFD) and to test its usability in a sample of healthy Canadian adults.

Methods: We recruited 102 participants to complete two 3-day food records. For 2 weeks, on 2 non-consecutive days and 1 weekend day, in random order, participants completed a traditional pen-to-paper 3DFD and the Keenoa app. At the end of the study, participants completed the System Usability Scale. The nutrient analyses of the 3DFD and Keenoa data before (Keenoa-participant) and after they were reviewed by dietitians (Keenoa-dietitian) were analyzed using analysis of variance. Multiple tests, including the Pearson coefficient, cross-classification, kappa score, % difference, paired t test, and Bland-Altman test, were performed to analyze the validity of Keenoa (Keenoa-dietitian).

Results: The study was completed by 72 subjects. Most variables were significantly different between Keenoa-participant and Keenoa-dietitian ($P<.05$) except for energy, protein, carbohydrates, fiber, vitamin B1, vitamin B12, vitamin C, vitamin D, and potassium. Significant differences in total energy, protein, carbohydrates, % fat, saturated fatty acids, iron, and potassium were found between the 3DFD and Keenoa-dietitian data ($P<.05$). The Pearson correlation coefficients between the Keenoa-dietitian and 3DFD ranged from .04 to .51. Differences between the mean intakes assessed by the 3DFD and Keenoa-dietitian were within $10\%$ except for vitamin D (misclassification rate=33.8%). The majority of nutrients were within an acceptable range of agreement in the Bland-Altman analysis; no agreements were seen for total energy, protein, carbohydrates, % fat, saturated fatty acids, iron, potassium, and sodium ($P<.05$). According to the System Usability Scale, 34.2% of the participants preferred using Keenoa, while 9.6% preferred the 3DFD.

Conclusions: The Keenoa app provides acceptable relative validity for some nutrients compared to the 3DFD. However, the average intake of some nutrients, including energy, protein, carbohydrates, % fat, saturated fatty acids, and iron, differed from...
the average obtained using the 3DFD. These findings highlight the importance of verifying data entries of participants before proceeding with nutrient analysis. Overall, Keenoa showed better validity at the group level than the individual level, suggesting it can be used when focusing on the dietary intake of the general population. Further research is recommended with larger sample sizes and objective dietary assessment approaches.

**Introduction**

Assessment of dietary intake, in particular habitual dietary intake, remains a major challenge for researchers [1]. Limitations of dietary assessment have been well documented and vary by the method chosen. Research typically relies on traditional pen-and-paper methods to assess dietary intake: the 3-day food diary (3DFD), 24-h recall, or food frequency questionnaire (FFQ) [2]. However, researchers face many challenges when deciding which method is best [2]. Issues of participant burden, motivation and willingness to accurately report diet, and participant literacy and memory should be considered. Moreover, time to enter and analyze diet data, and therefore the availability of resources to correctly analyze dietary recalls, should be accounted for before commencing a study.

All methods of dietary assessment have their limitations [3]. For instance, a single 24-h recall only reflects the food consumed from a single random day and may be less representative of an estimated individual’s intake. However, two or more 24-h recalls or food records are needed to estimate usual dietary intake distributions [4]. A limitation of food records is that they can lead to reactivity bias [5]. FFQs may lead to over reporting of average dietary intakes and, similar to 24-h recalls, rely on the participant’s ability to correctly recall portion sizes and frequencies [5]. Further, the FFQ can be lengthy; therefore, time and ability to remain focused can be demanding for participants [6]. For these reasons, new methods of dietary assessment are needed to benefit participants and researchers.

With the development of technology, image-based dietary assessment records have increased in popularity. There are different technology-based methods of tracking diet, including taking pictures [7] or using digital food databases [2,7,8]. Relevant to this study, mobile photo meal apps engage the user to take a picture of their food item(s) using their mobile device before it is consumed and require the user to input the quantity and other pertinent details, as needed. Although mobile phone–based methods still rely on user input, an advantage of this method is that food entries are time-stamped, which identifies when food items were consumed [9]. The use of dietary assessment applications, such as those that use a mobile phone app, has shown an increase in participant satisfaction and preference compared with conventional methods (eg, 24-h recall, written food diary) [2]. Moreover, using mobile devices has the potential to reduce costs and diet data entry errors by researchers [7,10]. However, assessment of the validity of these apps against traditional methods of dietary assessment is needed to ensure participant satisfaction and therefore compliance to recording intakes.

Keenoa (Montreal, Quebec, Canada) is a smartphone image–based dietary assessment app that recognizes and identifies food items using artificial intelligence and permits editing of food journals in real time. Unique to other apps, Keenoa is accessed only by registered dietitians licensed to practice in Canada with the idea that dietitians are trained to identify food items that were missed or misidentified by the user. Therefore, the advantage of Keenoa is that dietitians can adjust the food items to generate accurate nutrient profiles of an individual’s dietary intake. Currently, the app is being used by practicing dietitians in Canada. From a researcher’s perspective, using Keenoa to assess dietary intakes would reduce systematic errors associated with data entry [5]. It is currently unknown if the app is appropriate for use in research.

This study aimed to assess the relative validity of Keenoa against the 3DFD and to test its usability in a sample of healthy Canadian adults.

**Methods**

**Participants and Recruitment**

From February to April 2019, we recruited 102 participants at the PERFORM Centre (Concordia University, Montreal, Quebec, Canada). Inclusion criteria included adults (>18 years of age) who owned a smartphone (Android or Apple) and would be able to download the Keenoa app without assistance. Exclusion criteria included individuals with a previously diagnosed disease affecting their dietary intake (ie, Type 1 or Type 2 diabetes, renal disease, inflammatory or immunity disorders); currently following a diet or weight-loss regime; who, as an adult, suffered from, had a history of, or was being treated for an eating disorder; or who have completed or are in the process of completing a nutrition or related degree (eg, a dietetics major). Finally, individuals who were not French or English speaking and who could not understand written English were also excluded. Compensation for completing the study included a detailed dietary assessment by a registered dietitian that was emailed to them. This study was approved by the University Human Research Ethics Committee of Concordia University, and written consent was obtained from all participants during their first visit at the PERFORM Centre.

**Procedure**

Each participant met with a trained researcher (VB, TC) at the PERFORM Centre. Participants completed a brief
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sociodemographic questionnaire with questions related to total family income, ethnicity, highest level of education, age, and sex. Body weight and height were measured using a balance scale and a wall-mounted height rod, respectively. BMI was calculated using the measured weight and height (kg/m²).

Using a computer-generated list, participants were randomly assigned to start either the Keenoa application or 3DFD for the first week and then switch methods of dietary assessment for the second week. Both 3DFD and Keenoa recordings needed to include 2 non-consecutive weekdays and 1 weekend day. Participants were highly encouraged to maintain their typical eating habits throughout the study.

Participants were provided a calendar to help them keep track of the specific days they should record their diet using the respective methods. A trained researcher also reviewed how to estimate portion sizes using the Dietitian’s of Canada Handy Guide to Servings Sizes [11].

3-Day Food Diary (3DFD)

All participants were provided a hard-copy, single-page printout of the standard 3DFD to record their diet. On the 3DFD, there were prompts for participants to record and estimate the details of all meals and snacks they consumed including portion size, cooking methods, and any add-ons (eg, cream, oil, butter, jam). If they had meals in restaurants, participants were told that the restaurant name and dishes needed to be recorded in detail as well. Participants were given the option to either mail the 3DFD with a prestamped posted envelope directed to the corresponding author or scan and email their 3DFD to the study email. All 3DFD were coded for confidentiality; those emailed were immediately printed, and the email was deleted to maintain confidentiality.

Keenoa App

Instructions on how to use the app were provided to the participant, and online tutorials were available from the company. In the case of this study, the researcher used the participant’s email to send an invitation to download the app on their smartphone, which, once downloaded, automatically connected the user to the study dietitian. Participants were asked to take pictures of the food items before they were consumed using their smartphone. Items could range from a single item (eg, an apple, French fries, a cup of coffee) to composite items (eg, a serving of lasagna, bowl of soup, or slice of pizza). If the app recognized the food item(s), it would display options for the users to choose from to correctly identify the food(s). Otherwise, participants could search and record the foods manually from a database that was linked to the Canadian Nutrient File (2015) [12]. The Canadian Nutrient File is a bilingual (English and French) food composition database that is managed by the Government of Canada that includes foods available only on the Canadian market.

Once the food item was identified, the app then prompted participants to estimate and enter the serving size. Using visual aids (ie, a tennis ball, picture of a measuring cup), the participant scrolled to the correct unit (ie, unit count, volume, or weight) and identified a number corresponding to the unit. If a participant did not consume the entire food item, they also had the option to record the information in text in the app. If a participant forgot to take a picture prior to consuming a food item or meal, they also had the option to manually enter foods and text in the app.

Once a meal was complete, the user finalized the day, at which point the image and corresponding information were immediately uploaded to the research dietitians’ private page. Food items’ nutrient values were automatically computed using nutrient information from the Canadian Nutrient File (2015) database. Once participants completed their 3 days using Keenoa, the nutrient analyses were exported to Excel and coded to maintain confidentiality.

Nutrient Analyses

All the 3DFD data were reviewed and recorded in the Food Processor software (ESHA Research version 11.1, Oak Brook, IL) by a trained researcher. The 3-day average nutrient intake content for each subject was computed by the software for total energy (kcal), fat (g), protein (g), carbohydrate (g), saturated fatty acids (g), cholesterol (g), dietary fiber (g), and micronutrients, including vitamin A (µg), vitamin B1 (mg), vitamin B2 (mg), vitamin B12 (µg), vitamin C (mg), vitamin D (µg), calcium (mg), iron (mg), magnesium (mg), phosphorous (mg), potassium (mg), and sodium (mg). All foods were entered into the software using the Canadian database, which uses the Canadian Nutrient File (2015) dataset [12]. Data were exported to Excel for statistical analysis.

The food records from Keenoa were also exported exactly as they were entered by the participant (Keenoa-participant). A research dietitian then reviewed each food record for missing items or misrecorded portion sizes as per the images (Keenoa-dietitian) and exported these data for analysis to Excel. The nutrition assessment and recommendations were sent to the participants by the research dietitian after the reports were corrected and reviewed by the dietitian. Similar to the Food Processor software (ESHA) and as mentioned, Keenoa also uses the Canadian Nutrient File (2015) database for diet analysis; the same nutrients were exported as for the 3DFD analysis.

Exit Survey

After completing both methods of dietary assessment, the participants were sent a link to complete an online survey. This English survey included the System Usability Scale (SUS) questionnaire [13] with 3 additional questions related to using the 3DFD method and Keenoa app. The SUS has been used in previous research to examine the user’s perspective of a mobile app [14,15]. This questionnaire includes 10 items and uses a 5-item rating scale. Specifically, this questionnaire surveys participants on different aspects of the Keenoa app (eg, adoption and complexity).

Statistical Analyses

The final analyses were restricted to those who completed both methods of diet recall (n=72), thereby excluding participants who withdrew (n=30). The characteristics of participants, as well as the results of the survey, are presented as percentages, means, and SD. Chi-square tests and Student’s t tests were performed to identify the differences in demographic and
socioeconomic characteristics between participants who completed the study and those who dropped out. The mean and SD of the nutrition intake of the Keenoa-participant data, Keenoa-dietitian data, 3DFD data, and percentage of energy present in the macronutrients (protein, carbohydrates, and fat) were calculated.

Repeated analyses of variance (ANOVA) with post hoc tests were used to compare the differences in nutrient consumption among the 3 groups. Percentage differences (% difference) between Keenoa-participant versus Keenoa-dietitian and Keenoa-dietitian versus 3DFD were also calculated.

As the purpose of using the Keenoa app is to analyze participants’ or clients’ dietary intake after adjustment by registered dietitians, 6 cross-classification analyses were performed (ie, Pearson coefficient, cross-classification, kappa score, % difference, t test, Bland-Altman test) to assess the validity of the Keenoa app (Keenoa-dietitian). Weighted Cohen kappa and cross-classification tests were performed to evaluate the interrater agreement between the diet data from Keenoa-dietitian and 3DFD. This was analyzed by calculating the chance of misclassification between the 2 methods (eg, a participant being classified in the first quartile by 3DFD but classified in the fourth quartile by Keenoa or vice versa). Pearson correlations and Bland-Altman tests were also used to test for associations between Keenoa-dietitian and 3DFD. Validity assessments were performed as suggested by Lombard and colleagues [16], which combines the results of the 6 tests mentioned. The result of each test was classified as “good,” “acceptable,” or “poor,” and the total number of poor outcomes was calculated. All analyses were performed in SPSS version 23 (IBM Inc, Armonk, NY) with P values <.05 considered statistically significant.

**Results**

We recruited 102 participants in this study; 6 individuals did not attend the baseline visit, while 21 participants did not complete the study protocol as directed (ie, using one of two methods on 3 non-consecutive days to record diet, did not complete full days of recording food items on Keenoa, or did not return their 3DFD as instructed.) Both 3DFD and Keenoa diet reports were completed per the study protocol by 75 participants. Due to outlying diet data that could not be edited by the system, 3 participants were excluded from the analysis. This study reports on women (n=47) and men (n=25) with a combined mean age of 38.5 years and a mean BMI of 27.0 kg/m² (SD 4.9 kg/m²; Table 1). Most participants (80.6%) held a university degree, and 62.5% of the participants had a family income of more than Can $30,000 per year. The sample population was 56.9% Caucasian, 19.4% Asian, and 23.6% other ethnicities, including Arab, African American, and Latin American. Only 2 participants (2.8%) reported having a vegan or vegetarian diet. There was no significant difference in characteristics in those who completed the study and those who withdrew.
Table 1. Participant demographic characteristics (n=72).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>38.5 (16.7)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>31 (43.1)</td>
</tr>
<tr>
<td>31-50</td>
<td>18 (25.0)</td>
</tr>
<tr>
<td>51-65</td>
<td>17 (23.6)</td>
</tr>
<tr>
<td>≥65</td>
<td>6 (8.3)</td>
</tr>
<tr>
<td>BMI (kg/m^2), mean (SD)</td>
<td>27.0 (4.9)</td>
</tr>
<tr>
<td>BMI (kg/m^2), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>24 (33.3)</td>
</tr>
<tr>
<td>25 to &lt;30</td>
<td>31 (43.1)</td>
</tr>
<tr>
<td>≥30</td>
<td>17 (23.6)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>47 (65.3)</td>
</tr>
<tr>
<td>Male</td>
<td>25 (34.7)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>College and below</td>
<td>12 (16.7)</td>
</tr>
<tr>
<td>University</td>
<td>58 (80.6)</td>
</tr>
<tr>
<td>Refused to answer</td>
<td>2 (2.8)</td>
</tr>
<tr>
<td>Family income (Can $), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;30 000</td>
<td>14 (19.4)</td>
</tr>
<tr>
<td>≥30 000</td>
<td>45 (62.5)</td>
</tr>
<tr>
<td>Refused to answer</td>
<td>13 (18.1)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>41 (56.9)</td>
</tr>
<tr>
<td>Asian</td>
<td>14 (19.4)</td>
</tr>
<tr>
<td>Other</td>
<td>17 (23.6)</td>
</tr>
<tr>
<td>Vegetarian or vegan diet, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2 (2.8)</td>
</tr>
<tr>
<td>No</td>
<td>70 (97.2)</td>
</tr>
</tbody>
</table>

The differences between Keenoa-participant, Keenoa-dietitian, and 3DFD data are presented in Table 2. The percentage mean intakes of protein ($P=.001$), carbohydrates ($P<.001$), and fat ($P<.001$) were significantly different between Keenoa-participant and Keenoa-dietitian data as were grams of fat ($P<.001$), saturated fatty acids ($P<.001$), cholesterol ($P<.001$), vitamin A ($P<.001$), vitamin B2 ($P<.001$), magnesium ($P=.009$), phosphorus ($P<.001$), iron ($P<.001$), and sodium ($P<.001$). The majority of nutrients from Keenoa-participant were under-recorded compared with Keenoa-dietitian, excluding % protein, carbohydrates, % carbohydrates, and calcium. Vitamin A showed the highest percentage difference (134.2%, data not shown), and the lowest percentage difference was observed for potassium (0.7%, data not shown).
Table 2. Differences between nutrients from Keenoa-participant, Keenoa-dietitian, and 3-day food diary (3DFD; n=72).

<table>
<thead>
<tr>
<th>Nutrients</th>
<th>Keenoa-participant, mean (SD)</th>
<th>Keenoa-dietitian, mean (SD)</th>
<th>3DFD, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (kcal)</td>
<td>1615.3 (1664.4)</td>
<td>1693.0 (593.2)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2006.3 (540.5)</td>
<td>.000</td>
</tr>
<tr>
<td>Protein (g)</td>
<td>65.0 (40.7)</td>
<td>68.8 (24.9)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>85.6 (26.0)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.000</td>
</tr>
<tr>
<td>% Protein</td>
<td>18.0 (5.4)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>16.5 (3.6)</td>
<td>17.4 (4.2)</td>
<td>.001</td>
</tr>
<tr>
<td>Carbohydrate (g)</td>
<td>225.5 (372.5)</td>
<td>181.8 (65.1)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>224.6 (71.8)</td>
<td>.000</td>
</tr>
<tr>
<td>% Carbohydrate</td>
<td>50.1 (12.6)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>43.5 (7.7)</td>
<td>45 (8.8)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.000</td>
</tr>
<tr>
<td>Fat (g)</td>
<td>52.6 (29.5)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>77.7 (32.6)</td>
<td>84.9 (28.9)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.000</td>
</tr>
<tr>
<td>% Fat</td>
<td>33.5 (9.0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>37.7 (7.4)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>40.8 (7.5)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.000</td>
</tr>
<tr>
<td>Saturated fatty acids (g)</td>
<td>17.5 (11.9)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>23.2 (10.6)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>27.7 (10.6)</td>
<td>.000</td>
</tr>
<tr>
<td>Cholesterol (g)</td>
<td>242.0 (190.8)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>283.8 (192.1)</td>
<td>328.3 (185.7)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.000</td>
</tr>
<tr>
<td>Dietary fiber (g)</td>
<td>20.1 (16.6)</td>
<td>20.6 (8.6)</td>
<td>22.2 (7.8)</td>
<td>.323</td>
</tr>
<tr>
<td>Vitamin A (μg)</td>
<td>216.5 (163.8)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>260.6 (142.0)</td>
<td>270.0 (170.0)</td>
<td>.001</td>
</tr>
<tr>
<td>Vitamin B1 (mg)</td>
<td>1.1 (0.6)</td>
<td>1.2 (0.5)</td>
<td>1.3 (0.6)</td>
<td>.084</td>
</tr>
<tr>
<td>Vitamin B2 (mg)</td>
<td>1.4 (0.7)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.6 (0.7)</td>
<td>1.7 (0.5)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.000</td>
</tr>
<tr>
<td>Vitamin B12 (μg)</td>
<td>2.8 (2.1)</td>
<td>2.9 (1.4)</td>
<td>3.8 (2.6)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.030</td>
</tr>
<tr>
<td>Vitamin C (mg)</td>
<td>244.1 (901.3)</td>
<td>98.3 (62.4)</td>
<td>112.6 (62.7)</td>
<td>.125</td>
</tr>
<tr>
<td>Vitamin D (μg)</td>
<td>3.1 (2.8)</td>
<td>3.2 (2.0)</td>
<td>3.5 (3.0)</td>
<td>.579</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>792.7 (1304.3)</td>
<td>691.8 (304.2)</td>
<td>889.4 (966.6)</td>
<td>.174</td>
</tr>
<tr>
<td>Iron (mg)</td>
<td>10.2 (5.0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>11.6 (4.4)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>13.3 (4.1)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.000</td>
</tr>
<tr>
<td>Magnesium (mg)</td>
<td>253.4 (146.0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>278.9 (133.4)</td>
<td>319.2 (328.5)</td>
<td>.025</td>
</tr>
<tr>
<td>Phosphorus (mg)</td>
<td>902.1 (422.0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1023.6 (357.5)</td>
<td>1108.2 (370.0)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.000</td>
</tr>
<tr>
<td>Potassium (mg)</td>
<td>2402.6 (2162.7)</td>
<td>2391.2 (910.7)</td>
<td>2553.1 (766.2)</td>
<td>.560</td>
</tr>
<tr>
<td>Sodium (mg)</td>
<td>1729.0 (1059.2)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2333.9 (1203.1)</td>
<td>2969.0 (1621.4)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.000</td>
</tr>
</tbody>
</table>

Results of the validity analysis of the Keenoa app (Keenoa-dietitian) are summarized in Table 3 and are based on the classification method by Lombard et al [16]. The highest numbers were observed for sodium and vitamin D (n=5), and the lowest numbers were observed for vitamin B1 and phosphorous (n=1). Pearson coefficient coefficients between Keenoa-dietitian and 3DFD ranged from .38 to .51 for macronutrients and .42 to .47 for micronutrients.

The nutrient intake between Keenoa-dietitian and 3DFD were significantly different for mean intakes of energy (P<.001), protein (P<.001), carbohydrates (P=.001), % fat (P=.041), saturated fatty acids (P<.001), iron (P=.045), and sodium (P<.001), with fat and cholesterol showing a statistical trend (P=.069 and P=.052, respectively).

---

<sup>a</sup>Post-hoc tests between Keenoa-dietitian and 3DFD with P<.05.
<sup>b</sup>Post-hoc tests between Keenoa-participant and 3DFD with P<.05.
<sup>c</sup>Post-hoc tests between Keenoa-participant and Keenoa-dietitian data with P<.05.
Table 3. Validity analysis of the Keenoa application (Keenoa-dietitian), based on criteria levels for good (G), acceptable (A), and poor (P) outcomes.

<table>
<thead>
<tr>
<th>Nutrients</th>
<th>Individual level</th>
<th>Group level</th>
<th>Total number of poor outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Association</td>
<td>Agreement</td>
<td>Agreement</td>
</tr>
<tr>
<td></td>
<td>Pearson coefficient</td>
<td>Cross-classification</td>
<td>Kappa score</td>
</tr>
<tr>
<td>Energy (kcal)</td>
<td>A</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>Protein (g)</td>
<td>G</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>% protein</td>
<td>A</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>Carbohydrate (g)</td>
<td>A</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>% carbohydrate</td>
<td>A</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>Fat (g)</td>
<td>A</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>% fat</td>
<td>A</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>SFA (g)</td>
<td>A</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>Cholesterol (g)</td>
<td>A</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>Dietary fiber (g)</td>
<td>A</td>
<td>P-G</td>
<td>A</td>
</tr>
<tr>
<td>Vitamin A (μg)</td>
<td>A</td>
<td>P-G</td>
<td>A</td>
</tr>
<tr>
<td>Vitamin B1 (mg)</td>
<td>A</td>
<td>P-G</td>
<td>A</td>
</tr>
<tr>
<td>Vitamin B2 (mg)</td>
<td>A</td>
<td>P-G</td>
<td>A</td>
</tr>
<tr>
<td>Vitamin B12 (μg)</td>
<td>P</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>Vitamin C (mg)</td>
<td>P</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>Vitamin D (μg)</td>
<td>P</td>
<td>P-P</td>
<td>P</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>P</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>Iron (mg)</td>
<td>A</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>Magnesium (mg)</td>
<td>P</td>
<td>P-G</td>
<td>A</td>
</tr>
<tr>
<td>Phosphorus (mg)</td>
<td>A</td>
<td>P-G</td>
<td>A</td>
</tr>
<tr>
<td>Potassium (mg)</td>
<td>P</td>
<td>P-G</td>
<td>A</td>
</tr>
<tr>
<td>Sodium (mg)</td>
<td>P</td>
<td>P-G</td>
<td>P</td>
</tr>
<tr>
<td>Total number of poor outcomes</td>
<td>7</td>
<td>22 (P), 1 (G)</td>
<td>16</td>
</tr>
<tr>
<td>Average N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aGood, $r > .05$; acceptable, $r = .20-.49$; poor, $r < .20$.
bGood, $\geq 50\%$ in the same quartile and $<10\%$ in the opposite quartile; poor, $<50\%$ in the same quartile and $\geq 10\%$ in the opposite quartile.
cGood, $\geq 0.61$; acceptable, $0.20-0.60$; poor, $<0.20$.
dGood, $0\%-10.9\%$; acceptable, $11.0\%-20.0\%$; poor, $>20.0\%$.
eGood, $P$ value $<0.05$; poor, $P$ value $\leq 0.05$.
fGood, $P$ value $<0.05$; poor, $P$ value $\leq 0.05$.
gSFA: saturated fatty acids.
hN/A: not applicable.

Cross-classification results revealed that the chance of misclassification was $<10\%$ for all nutrients, except for vitamin D (misclassification rate=33.8%). Weighted kappa scores ranged from 0.000 to 0.585, with an average of 0.143. Bland-Altman plots were used to compare the differences between mean intake of each nutrient between Keenoa-dietitian and 3DFD. The results showed that the majority of nutrients were in an acceptable range of agreement, with the exception of energy ($P<0.001$), protein ($P<0.001$), carbohydrates ($P<0.001$), % fat ($P<0.001$), saturated fatty acids ($P=0.001$), vitamin A ($P<0.001$), iron ($P=0.03$), and sodium ($P=0.005$).

Finally, results from the SUS showed that the mean overall score was 61.6 points (SD 19.1 points). Data were divided and analyzed by positive (questions with odd numbers) and negative (questions with even numbers) statements. The positive statement responses ranged from “neutral” to “agree,” while the negative statement responses ranged from “disagree” to “neutral.” The majority of participants believed that Keenoa
was easy to use (38/72, 52.8%) and reported they did not need the assistance of a technical person (54/72, 75.0%). There was no significant difference in acceptance between Keenoa and 3DFD (P=.28). However, 34.7% (25/72) of participants said that they would like to use Keenoa to track their diets, compared with only 9.7% (7/72) stating that they want to keep using 3DFD; 16.7% (12/72) would use both methods again, 27.8% (20/72) were not sure, and 11.1% (8/72) stated they would not use either method.

### Discussion

**Principal Findings**

This study assessed the use of an image-based app for assessment of dietary intake in healthy adults. Similar to other studies [8,16-20], the results from Keenoa-dietitian produced similar mean nutrient profiles for more than half of nutrients when compared to the 3DFD method. However, this study included relative validation; therefore, it is impossible to conclude that one method is closer to “true dietary intake” than the other, as true dietary intake is not known.

In this study, we found significant differences between Keenoa-participant and Keenoa-dietitian data for 12 of the 22 nutrients analyzed. This suggests that the adjustments made by the dietitian were necessary to obtain the most accurate assessment of the participant’s diet. Specifically, this study found that participant reports of dietary fat and protein (% difference: +31.9% and +46.9%, respectively) were lower, while the report of carbohydrates was higher (% difference: −24.7%), compared to the edited version by the dietitian. These results suggest that Keenoa is appropriate for dietitians in clinical settings; however, dietitians should review the food entries prior to generating final reports.

Despite the advantages of image-based diet-tracking apps, food identification from the user remains a challenge unless they are highly motivated to capture all food item details. An example of this lies in proper estimation of percentages of milk fat found in dairy products that is impossible to estimate from an image unless a picture of the milk carton is taken and recorded. Items that are not easily identifiable, such as milk fat from fluid milk, become problematic if diets are high in dairy-containing sauces or are included in sandwiches and other mixed-pasta dishes such as ravioli [19-22].

We speculate this to be the case in our study, as suggested by the lower reports of dietary fat and protein. Previous studies have tried to overcome this issue by inviting participants to review their image-based food diaries with a trained researcher [23,24]. However, these studies had significantly smaller sample sizes (ie, n=40 [23] and n=20 [24]) compared to our study’s baseline participant pool (n=102), for which the time and resources needed to do these types of reviews were limited.

Compared with 3DFD, the energy and nutrient intakes reported via the Keenoa app (Keenoa-dietitian) were all low (average % difference, 22.5%). The highest % difference was observed for vitamin A (222%). When we excluded vitamin A from the analysis, the average adjustment decreased to 13%. These results are similar to that of other studies. In pregnant women (n=60), Savard et al [20] found an average 12.2% difference when comparing 3DFD with another web-based dietary assessment tool (24-h recall for 3 days). Similar to their study, we also compared a traditional dietary record method to a new app-based method; therefore, a relatively higher % difference is acceptable [16]. Nevertheless, in this study, the majority of the tests (4/7) scored poorly on 10 of the 22 nutrients when comparing the 3DFD and Keenoa-dietitian, including energy, protein, carbohydrates, % fat, saturated fatty acids, and iron. To our knowledge, only a few research groups have performed such an in-depth analysis as seen with the Keenoa-dietitian data, and although our findings cannot speak to reliability, the average number of poor outcomes is similar but slightly higher than those found by Savard et al [20] and Lafrenière et al [22].

It is suggested that a good Pearson coefficient should equal or surpass .5 [25]. Analysis in our study showed a weak association between 3DFD and Keenoa-dietitian since all values were <.5, except for protein. However, a relatively better association of energy and macronutrients between the two methods was observed with coefficient values closer to .5. Similarly, others have shown correlation coefficients between the 3DFD and web-based 24-h recall ranging from .03 to .76 [20]. A comparable trend was found in another study comparing a 4-day food record to two web-based 24-h recalls among 93 university-affiliated adults; the correlation coefficients varied between .06 and .76 [26]. Conversely, Lafrenière et al [22] observed a positive relative validity outcome with a mean adjusted correlation of .52 in their web-based 24-h dietary recall validation study. Notably, this research required participants to weigh their food and provide food labels or recipes, which may promote more accurate results. It also has been argued that a larger sample size could lead to a weaker correlation [19], since a good correlation (r=.46 to r=.95) was found by Wang et al [27] when studying a sample of 20 participants.

In order to assess the validity of Keenoa, the total number of poor outcomes based on 7 methods for each nutrient was counted. Among the 22 variables, only vitamin D and sodium had 5 poor outcomes, reflecting poor validity. Specifically, the vitamin D findings are similar to those found by others [20], which may be due to the fact that the majority of the Canadian population do not consume high volumes of vitamin D–enriched foods such as fatty fish and fortified dairy products daily [28]. In this study, vitamin D was the only nutrient with a higher rate of misclassification in the cross-classification analysis. By contrast, the higher SD of sodium intake indicates significant variability in average sodium intake, which could contribute to its considerable number of poor outcomes. This is understandable since sodium intake could vary from day to day. The average weighted kappa score was 0.143, representing slightly higher agreement and reliability between the two assessment tools at the individual level. This average is similar to that found by Landis and Koch [29] but is lower in comparison to the findings of Savard et al [20] and Lafrenière et al [22] who obtained average weighted kappa scores of 0.32 and 0.33, respectively. Overall, the outcomes at the group level (paired t tests and Bland-Altman tests) were better than those at the individual level (Pearson coefficient, cross-classification, kappa score, and % difference). These findings are supported.
by those of Savard et al [20] and Lafrenière et al [22] who used the same validation tests. Therefore, the validity at the group level was stronger than at the individual level, implying that the Keenoa app is more robust at analyzing group level nutrient intakes or the general population’s dietary intake. However, it should be kept in mind that bias could still exist, and the data should be interpreted carefully [16].

In this study, the average SUS score was 61.6 points, suggesting the Keenoa app “was generally well accepted; however, system users experienced usability issues” [14,30]. This is in agreement with 53.4% of participants stating that the Keenoa app was easy to use. Our results indicated that participants felt Keenoa was easy to understand and would be accepted by the general population; however, inconsistencies were found in the app, and not all participants were willing to continue using Keenoa. Indeed, compared to a written food diary, taking photos is less resource intensive, which eases the burden on participants. In line with other studies [19,31], more participants preferred using the Keenoa app over the traditional pen-and-paper method (ie, 3DFD).

Image-based dietary assessment apps, especially the Keenoa app in this study, can simplify the diet assessment process in multiple ways. Most importantly, it significantly decreases the burden on both researchers and participants by easing much of the data entry process and therefore reduces the possibility of errors [7]. In addition, because the app can be accessed remotely, it benefits people who eat out and do not take a hard copy of the food record with them [32]. Another major strength of this app is that it is linked to the Canadian Nutrient File (2015) database, which significantly reduces the data entry workload for researchers. However, some errors were still found in both Keenoa and 3DFD exported data when generating the report, which we treated as outlier data and therefore excluded those participants from this study. Although it is common to find mistakes with a new app that are often resolved with time, data should still be audited carefully in order to ensure a valid output [33]. Canada’s population consists of people with different cultural backgrounds; hence, it is hard to include every food in the database. Also, estimation error is always a challenge for image-based assessment [17]; underestimation or overestimation has frequently been observed in multiple studies. Williamson et al [34] reported that estimation error was significantly decreased by employing three analysts; however, time and budget costs are a concern with this solution. Computer-aided estimation of portion sizes is an alternative direction. In the study by Fang et al [35], a machine was able to assess the portion size with a minimum range of error. Thus, estimation error may possibly be eliminated by more capable machine learning in the future.

“Technology generation” has always been a concern with the coming of new technologies [36]. Studies with younger populations were observed to have better overall outcomes and higher usability scores compared with our study [8,17,19,31,33,37]. Younger adults are more adaptable to new technologies, while elderly users are considered to have lower adoption speeds [38-40]. However, there was no significant difference found when age was included as a covariate in our research. Thus, future research is needed to expand the validity of image-based dietary assessment to all age groups, especially the elderly.

Limitations

Compared to other similar research [8,17,20,22], this study has relatively strong generalizability, since it included adults of different age groups, ethnicities, and both sexes. The diet data entry and analysis were all conducted by dietitians. However, this research has some limitations. First, our research has a relatively high dropout rate (27/102, 26.5%). One possible reason is that all participants only received a dietary report at the end of the study as compensation, which may have led to reduced willingness to cooperate. Future work may wish to assess self-efficacy or motivation to track dietary intake prior to commencing a study of a similar nature. However, the majority of participants who withdrew did not complete both methods, and the percentage of participants who failed to complete one of the two methods (ie, either 3DFD or Keenoa) was similar. This means that the dropout rate was more likely due to time or interest and was not related to the use of the Keenoa app itself. Second, the majority (58/72, 80.6%) of participants who completed the study held at least a university degree, which may have impacted their proficiency in using the mobile app [41]. In addition, one may argue that using the same 3-day dietary record for both methods would give a better estimation of validity. However, such an approach would lead to a higher workload for participants, and therefore, increase the drop-out rate and worsen compliance. Besides, nutrient intakes were reported by the participants in both methods. The use of unbiased reference measures, such as nutrition biomarkers or feeding studies, would have been the preferred method of validation against Keenoa; however, these are expensive. The possibility of systematic bias should be addressed when analyzing dietary intake based on images, and although 7 methods were used to assess the validity of Keenoa, we cannot eliminate the potential bias when interpreting the data. Finally, portion sizes of mixed items and sauces were challenging to estimate based on images, which might have contributed to the possibility of underestimating or overestimating the nutrient intake [19].

Conclusion

This study assessed the relative validity of Keenoa, an image-based mobile app, against a 3DFD in healthy adults. Our results suggest that the Keenoa app has the potential to provide accurate dietary assessment information to dietitians in a more cost-efficient and time-efficient way. Furthermore, it was well-accepted by users compared with traditional methods. However, the prediction for energy, protein, carbohydrates, % fat, saturated fatty acids, and iron intake remains questionable and should be interpreted with caution. Compared to 3DFDs, Keenoa resulted in better validity at the group level than at the individual level; thereby, it may be more effective in analyzing the dietary intake of the general population. However, a study with greater representation of older adults is needed. While participants found Keenoa easier to use compared to 3DFD, further research is needed in understanding how the app can be improved from the user perspective.
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Abstract

Background: The Tailored Diet and Activity (ToDAy) study aims to build on the campaign by adding a digital intervention with the potential to provide wide-reaching, cost-effective weight management support.

Objective: The ToDAy study aims to build a tailored intervention using mobile technology to improve diet and physical activity behaviours in adults with overweight and obesity. The main objectives were to identify behavior change techniques for diet and physical activity (PA) change for weight loss and explore preferences for digital intervention features that would be effective in changing diet and PA behaviors.

Methods: This qualitative study uses the principles of a person-based approach to intervention development; the behavioral intervention technology framework; and the capability, opportunity, motivation, and behavior (COM-B) framework. Focus groups and telephone interviews were conducted with 56 adults in Western Australia. Open-ended questions and example intervention features were used to explore the usability and acceptability of the self-monitoring tools, knowledge about effective weight-loss strategies, and acceptability of tailored feedback. Findings from the focus groups and interviews were analyzed using thematic analysis.

Results: Qualitative findings revealed an awareness of key public health messages but a lack of confidence in how to perform these behaviors to help manage their weight. A total of 4 major themes were identified and mapped to the domains of the COM-B framework: (1) misinformation, (2) environmental support, (3) social norms, and (4) confidence.

Conclusions: This study explores users’ capability, opportunity, and motivation to perform the target behaviors for weight loss. The findings suggested that a digital weight management intervention using a mobile food record and activity trackers to inform tailored feedback may be acceptable and feasible. Participants expressed a preference for simple expert advice, digital self-monitoring tools, and visual feedback.
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Introduction

Background
Excess weight has overtaken smoking as the leading cause of noncommunicable disease in Australia, with 7 out of 10 males and almost 6 out of 10 females living with overweight or obesity [1]. The causes of this are multifaceted [2] but, at a personal level, poor diet and inactivity are major contributors. In Australia, excessive intake of alcohol, sugar-sweetened beverages (SSBs), and discretionary foods (foods considered to be of little nutritional value; often high in saturated fats, added sugar, and salt; and alcohol or junk foods) are observed across all age groups [3]. Mass media campaigns, targeting healthy weight, positively influence knowledge and awareness with modest impacts on behavior [4-7]. LiveLighter is a Western Australian public health education and social marketing campaign that aims to encourage people to eat well, be physically active, and maintain a healthy weight. The campaign engages with the community through paid and unpaid social media, web-based and printed resources, and retailers. Campaign messages include graphic images of toxic fat, followed by messages with single actions to reduce the risk of weight gain, for example, by avoiding SSBs or junk food [8]. The advertisements also direct people to a campaign website where there is an option to enroll on the web to access a meal planner, recipes, and weight-monitoring tools and to receive update emails. The Tailored Diet and Activity (ToDAY) study aims to build a digital intervention that provides individualized tailored feedback on dietary and activity behaviors.

In Australia, the evaluation of the LiveLighter mass media campaign targeting sugary drinks indicates a high campaign recall and modest reductions in SSBs [4,9-11].

However, >60% of adults in Australia do not usually consume SSBs and may disregard the campaign, even if they stand to benefit from some of the other elements. A growing body of evidence supports the notion that information is best tailored specifically to the unique characteristics and behaviors of an individual [12-17], with significant effects reported for nutrition and PA.

Australian clinical guidelines for weight management recommend a multidisciplinary team of health professionals using specific behavior change techniques (BCTs) applied for a minimum of 12 months [18]. High attrition rates, low availability of trained health professionals, and logistical issues are among the commonly reported barriers to putting this into practice [19]. Digital interventions that combine clinical and tailored content with the reach of mass media could be a cost-effective solution [20].

Developing Digital Interventions
The process of developing a digital intervention requires integrating the behavior change theory with intervention features that are engaging and acceptable to the target group. Evidence from other digital behaviour change interventions suggests an iterative and multidisciplinary approach that includes a qualitative investigation with the end user before implementation [14,21,22]. Specifically, the person-centered approach recommends using qualitative research to explore and test intervention features with the target group [23]. This allows researchers to adapt the intervention features based on the preferences and needs of the user. A BCT is the active ingredient or intervention component that changes the desired behavior [24]. For example, BCT 2.3 is self-monitoring of behavior, the most commonly used BCT in effective diet and PA interventions [25]. Evidence suggests that self-monitoring works through behavioral regulation; for example, dietary self-monitoring increases the awareness of food choice, portion sizes, and improving diet quality [25,26,27]. Exploring digital interventions for weight management that combine the reach of mass media campaigns with tailored and clinical support could be a cost-effective and practical approach.

Focus groups and interviews are commonly used to generate discussion and explore participants’ experiences as well as their needs, knowledge, and preferences [28,29]. However, weight stigma inhibits participation and the willingness to share personal beliefs [29,30]. One strategy to address this is to show participants hypothetical scenarios and ask them to provide advice for weight loss [28,29]. Another strategy to address this is to use hypothetical scenarios where information about a person’s PA levels or images of their meals is shown and participants are asked to provide advice on weight loss. To date, this unique approach has not been undertaken in this population.

Although men are more likely to be living with excess weight and experience health-related illnesses, they are less likely to participate in lifestyle interventions, making up only about 20% of participants [31]. Studies aiming to reduce this gender imbalance have reported that self-monitoring technology, including mobile apps and wearable devices, are great incentives to engage men in weight management [32,33]. To date, few weight management studies have included the views and experiences of men aged >25 years [34]. This study aims to address this shortcoming by purposely sampling an equal number of male and female participants.

This study aims to describe the qualitative study and iterative process used to develop ToDAY, a digital, tailored, weight management intervention. A full description of the aims of the 12-month intervention and the protocol has been published elsewhere [35]. The objectives of this study were to (1) identify BCTs for dietary and PA changes concerning weight loss and (2) explore preferences for digital intervention features that would be effective in changing diet and PA behaviors.

Methods

Study Design
The methodological approach used in this research was a general inductive, qualitative approach [36]. The Consolidated Criteria for Reporting Qualitative Research for interviews and focus groups were used to ensure rigor in the presentation of the findings [37]. ToDAY will incorporate learnings from an earlier trial where a mobile food recording app (mFR) was successfully used to assess dietary intake and provide tailored feedback on fruit, vegetable, and junk food intake in young adults [38,39].
Open-ended questions and example intervention features were used to explore the usability and acceptability of the self-monitoring tools, knowledge about effective weight loss strategies, and acceptability of the tailored feedback.

We used an iterative intervention development process applying the behavioral intervention technology (BIT) theory [40,41] and the person-based approach [23]. An overview of the 3 stages of intervention development is provided below.

Stage 1
To derive the measurable and clinically significant behavioral changes that could be expected from the intervention, we reviewed the recent literature and evidence-based guidelines from the Australian scientific authoritative bodies. These included the National Health and Medical Research Council’s clinical guidelines for weight management [18], the Australian Dietary Guidelines [42], and the Australian government’s PA guidelines [43]. We determined the clinically significant target behaviors for the intervention as follows:

Dietary:
1. Daily dietary energy reduction of 2000 kJ.
2. Avoiding or limiting energy-dense nutrient-poor (EDNP) foods, SSBs, and alcohol.
3. Eating less at meals or additional snacks (except fruits and vegetables).
4. Eating less often [18,42].

PA:
1. Daily step count $\geq 10,000$.
2. $\geq 30$ active minutes (spent in moderate-to-vigorous PA).
3. $\geq 250$ steps per hour [43].

Weight loss:
1. 5% reduction in body weight [18].

Target behaviors: The ToDAy study investigated whether a digital, tailored intervention can improve diet and PA behaviors in adults with overweight or obesity. A total of 16 health professionals with expertise in dietetics, PA, health promotion, and community engagement were consulted in a series of 5 workshops and meetings to explore the target behaviors needed to achieve the clinical aims and where, when, why, and who they occur with [45].

Stage 2
The research team developed a user-friendly script for the focus groups and interviews with a male and female consumer representative [46]. Focus groups and interviews were conducted with volunteers to explore the acceptability of the selected BCTs and their preferences for digital intervention features. The findings of these focus groups are presented in this paper.

Stage 3
Target behaviors were mapped to possible intervention features by the research team with reference to previous research [47,48] and following guidelines for developing complex behavior change interventions [49,50]. Focus groups and interviews were followed by a review of intervention features by the research team. This was repeated in a cyclical manner to allow continued user involvement in the design and development of the final intervention.

Approval for the study was granted by the Curtin Human Research Ethics Committee (HR E2016-0271). All participants agreed to an audio recording of their focus group or interview and provided informed consent. All data were collected between October and November 2016 in Western Australia (spring).

Theoretical Frameworks
Several guidelines exist for the development and assessment of evidence-based apps and web-based interventions [50-52]. As this intervention uses a combination of digital tools, that is, an mFR, a wearable PA tracker, text messages, and emails, a combination of theoretical approaches and guidelines was drawn upon. The BIT framework was used to identify the technology and procedures for delivering clinical aims and BCTs (objective 2) [40]. The models help to identify clinical aims and link these with suitable intervention features for testing with the user (Table 1).

The capability, opportunity, motivation, and behavior (COM-B) model was then used to guide the selection of intervention features and strategies such as self-monitoring, goal setting, motivation enhancement, and feedback on performance (objective 1) [45]. The COM-B model aims to specify behavioral targets and support psychological theories when developing interventions [45]. The COM-B model states that 3 factors are needed to change behavior: capability (C), opportunity (O), and motivation (M). According to this model, performing a behavior (B) first requires individuals to be capable (C) or have physical and mental abilities (eg, nutrition knowledge, cooking skills). Following this is opportunity, which includes both practical and social aspects (eg, access to healthy food that is culturally acceptable and within social norms). Finally, motivation includes automatic drivers like habits as well as beliefs, plans, and impulses. Table 1 illustrates the steps in the development process—why, how, what, and where? The what includes the BCT and associated taxonomy number to identify each BCT from the Behavior Change Technique Taxonomy v1 (BCTTv1) [53].
Table 1. Relationship among clinical aims, behavior change techniques, and intervention features (technology).

<table>
<thead>
<tr>
<th>Clinical aim or population health focus</th>
<th>How: Action</th>
<th>What: behavior change techniques ( ^a ) [53]</th>
<th>Where: potential intervention features tested in qualitative research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduce BMI by 5% ( ^{[18]} )</td>
<td>Reduce energy intake by 2000 kJ per day and increase PA(^b) (10,000 steps)</td>
<td>Provide information on the consequences (5.1), goal setting (behavior and outcome; 1.1, 1.3), and review of behavior goals (1.5)</td>
<td>Tailored feedback, weight tracker, PA tracker</td>
</tr>
<tr>
<td>Reduce EDNP(^c) foods ( ^{[42]} )</td>
<td>Increase awareness of EDNP intake</td>
<td>Goal setting (behavior and outcome; 1.1, 1.3), review of behavior goals (1.5), provide feedback on behavior (2.2), and social comparison (6.2)</td>
<td>Mobile food record; tailored feedback and tailored education; app alerts, eg, Have you had any snacks today?</td>
</tr>
<tr>
<td>Reduce SSBs(^d) ( ^{[42]} )</td>
<td>Increase awareness of energy in SSBs and intake</td>
<td>Self-monitoring of behavior (2.3), goal setting (1.1), barrier identification, provide feedback on behavior (2.2), and social comparison (6.2)</td>
<td>Mobile food record tailored feedback and tailored education</td>
</tr>
<tr>
<td>Increase fruit and vegetable consumption ( ^{[42]} )</td>
<td>Increase awareness of current intake</td>
<td>Self-monitoring of behavior (2.3), discrepancy between current behavior and recommendations (1.6), action planning (1.4), problem solving (1.2), and instruction on how to perform behavior (4.1)</td>
<td>Mobile food record tailored feedback and tailored education</td>
</tr>
<tr>
<td>Reduce alcohol intake ( ^{[54]} )</td>
<td>Increase awareness of current intake</td>
<td>Information on health consequences (5.1), motivational interviewing, and self-monitoring of behavior (2.3)</td>
<td>App alerts, eg, How confident are you about having an alcohol-free dinner tomorrow night?</td>
</tr>
</tbody>
</table>

\( ^a \)Behavior change technique and associated taxonomy from the Behavior Change Technique Taxonomy v1 (BCTTv1) [53].  
\( ^b \)PA: physical activity.  
\( ^c \)EDNP: energy-dense nutrient-poor.  
\( ^d \)SSBs: sugar-sweetened beverages.

**Recruitment**

Recruitment was specific and purposeful [55], aiming for a similar number of males and females and including people with overweight or obesity who had some experience of the LiveLighter campaign [8]. A single recruitment email was sent to 20,000 adults who had registered with the LiveLighter website in October 2016. The email was sent to the entire mailing list of LiveLighter members, inviting them to take part in the study by clicking on a study web link where participants completed web-based consent and screening. The website was closed after 2 days as 245 respondents had completed the screening questionnaire. The respondents who met the criteria were sent further details on how to participate in a focus group or interview. There were 145 eligible participants, who were >18 years and had a BMI over 25 kg/m\(^2\). The time, date, and location of the focus groups were sent to the eligible participants to allow them to choose the most convenient time. As 85% of the sample were women, additional recruitment strategies were employed to encourage male participants, such as offering a one-to-one telephone call and men-only focus groups. When these additional approaches were not successful, a workplace with a high proportion of males was contacted and an onsite focus group was arranged, with 14 men in attendance.

**Script Development**

The topics covered in the focus groups and interviews were informed by the literature as important features for weight loss interventions and included self-monitoring of diet and PA behavior, feedback on performance, reducing intake of discretionary food drink and alcohol, reducing sedentary time, and increasing steps per day. The script was pilot tested with researchers at Curtin University and 2 consumer representatives where feedback on clarity was provided. Focus groups were conducted in community settings, community centers, place of work, and Cancer Council WA meeting rooms. For each session, the script was accompanied by a visual presentation of example images and draft intervention features. Multimedia Appendix 1 contains the basic script used for focus groups and interviews. A semistructured focus group and interview guide with open-ended questions were developed, which allowed an iterative, person-centered data collection process [23,56]. As a result, a variation of the script was used in each session. For example, “the last group suggested the dietary feedback include their food images so they can see where the junk food came from. What do you think of this idea? Have a look at this example. Is there anything you would change?”

**User Preferences**

Preferences for digital intervention features explored willingness to use the digital self-monitoring tools as well as the frequency and duration of self-monitoring. Preferences for digital feedback explored the format, frequency, length, and content of the tailored diet and PA feedback. With regard to digital content to address the target behaviors, participants were asked to suggest helpful advice and potential barriers to changes for a particular behavior, for example, “What feedback could we send to help this person lose weight?” and “What sort of things do you think might get in the way?”

**Self-Monitoring Tools**

The usability and acceptability of the self-monitoring tools were explored. First, participants were given an opportunity to use the mFR [57-59]. This image-based dietary assessment tool uses the integrated camera in a smartphone to capture images of food and beverages. The images are automatically uploaded...
to a server for dietary analysis by the research dietitian and used to inform the tailored dietary feedback. The usability and acceptability of the mFR to monitor dietary intake and a wearable device to monitor PA were explored.

**Behavior Change Beliefs Regarding Weight Loss**

Participants were given examples of a scenario and asked to provide advice to a hypothetical person to help them lose weight. For example, “people in this study will use an app on their phone to take pictures of their food and drink. Imagine we received this picture from a man wanting to lose weight, what advice should we give him?” (Figure 1). Participants, who were interviewed on the phone, were emailed this information and the images in advance.

**Acceptability of the Feedback Messages**

The acceptability of feedback messages, including the length, content, and tone, was explored. Example feedback on diet and PA behavior were shown to participants with questions to explore their understanding and acceptability of the feedback. For example, Figure 2 shows an example of PA feedback where participants were asked to “imagine we sent a person this feedback. How do think they might feel about receiving this feedback? Is there any other information you would add?”

After each focus group, new ideas were discussed with the research team (qualitative researcher, dietitian, exercise physiologist, and health psychologist) and potential digital intervention features were developed. The script was adapted after each session using an iterative process to incorporate participant ideas and feedback, which were then explored in the subsequent sessions. Figure 3 provides an example of how intervention features evolved using feedback from participants.
Figure 3. Example images showing how new ideas on how to provide dietary feedback were incorporated using an iterative process based on feedback from the previous focus group and interviews.

**Data Collection**

All interviews were conducted over telephone by author 1, a dietitian (CS; female) who has qualitative research experience [60], with guidance from AB, an established qualitative researcher [61,62]. Participants in the interview completed a consent form and a demographics questionnaire on the web. The focus group participants completed a consent form and a demographic questionnaire on arrival. JH facilitated the male-only group, with CS as a cofacilitator. CS facilitated all other groups, with 1 assistant moderator. Before the interviews and focus groups, participants had no relationship with the researchers and knew the study was about helping to develop a digital weight management intervention.

All focus groups and interviews started with an overview of the proposed ToDAY intervention, where participants monitor their PA with a wearable tracker and record their food and beverage intake with the mFR app. This information was used to provide feedback to help them lose weight. The first activity was a chance to employ the mFR used to capture images of food and beverage intake [57,58]. The facilitator demonstrated how to use the app to take pictures of plastic food models. Participants were then given an opportunity to use the mFR on a mobile device. This exercise served as an icebreaker as well as capturing the questions and comments of participants using the app. This was followed by open-ended questions to start the discussion.

Focus groups and interviews lasted between 34 and 78 min and were conducted until reaching a saturation of ideas. At the end of each focus group, the facilitator summarized the main ideas or themes that participants had raised in that group and gained agreement from participants.

**Data Analysis**

All audio recordings were professionally transcribed verbatim and reviewed for accuracy by the first author and managed in NVivo. As this study used scripts that evolved between groups, the analysis used a thematic analysis to analyze and code data through the lens of the COM-B model [49]. Qualitative data were analyzed in 3 stages. Following the process of thematic analysis, first was familiarization through reading each transcript, highlighting key points, and discussing the findings with the cofacilitators [63]. The first author led the analysis and developed themes aligning with capability, opportunity, and motivation. The cofacilitators for the focus groups then independently reviewed the scripts. Finally, any discrepancies were reviewed and discussed by the first author. The quotes were then aligned to the final themes [64].

**Results**

**Participant Characteristics**

Table 2 provides an overview of the characteristics of the participants. A total of 56 adults (32 female and 24 male) from Western Australia participated in 6 telephone interviews and 6 focus groups (average of 5 per group). Of these, over one-third had a BMI>30. Half were employed full time (52%), and most were aged between 25 and 40 years (61%). All participants owned a smartphone (iPhone or Android) and had some experience using apps.

Feedback from focus groups and interviews provided important insights into the acceptability and comprehension of tailored feedback messages. For example, feedback suggesting healthier alternatives to junk food was rejected as these options may not be available and could not be tailored to the individual’s preferences.
Table 2. Characteristics of interview participants (N=56).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>25-40</td>
<td>34 (61)</td>
</tr>
<tr>
<td>41-65</td>
<td>17 (30)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>5 (9)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>24 (43)</td>
</tr>
<tr>
<td>Female</td>
<td>32 (57)</td>
</tr>
<tr>
<td><strong>BMI (kg/m(^2))</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>10 (18)</td>
</tr>
<tr>
<td>25-30</td>
<td>23 (41)</td>
</tr>
<tr>
<td>&gt;30</td>
<td>23 (41)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Australian</td>
<td>47 (84)</td>
</tr>
<tr>
<td>Indigenous Australian</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Asian</td>
<td>4 (7)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Employed full time or part time</td>
<td>39 (70)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>8 (14)</td>
</tr>
<tr>
<td>Retired</td>
<td>9 (16)</td>
</tr>
<tr>
<td><strong>Household income Aus $ (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;$50,000 (&lt;$35,695)</td>
<td>21 (38)</td>
</tr>
<tr>
<td>$50,000-$150,000 ($35,695-$107,085)</td>
<td>22 (40)</td>
</tr>
<tr>
<td>&gt;$150,000 (&gt;107,085)</td>
<td>13 (22)</td>
</tr>
</tbody>
</table>

Qualitative Analysis
Emerging qualitative themes and subthemes were mapped to the COM-B domains. This helped to identify that participants needed support in all 3 areas of capability, opportunity, and motivation.

**Capability: Misinformation**
Capability refers to knowledge and skills related to behavior [45]. Participants’ knowledge of weight loss behaviors was examined by asking them to provide dietary advice to a hypothetical client based on a picture of their food and drink. Responses were themed as misinformation when they provided inaccurate information or nutrition advice. The majority of the discussion focused on giving misinformation as dietary advice. This revealed their knowledge and beliefs about which behaviors are best for weight management. For instance, 2 main examples were discussed. First, potatoes were considered fattening and second, excess alcohol was not a major contributor to weight gain. There was a focus on individual food being responsible for weight gain rather than a holistic view of the total diet.

**Carbohydrates Cause Weight Gain**
Participants were shown an extra-large roast dinner with large meat portions, 3 small potatoes, 3 serves of vegetables, and 6 bottles of beers and asked, “What advice would you give this person to help them lose weight?” All groups commented on the potatoes, only later mentioning the large serve of meat and 6 bottles of beer:

*It’s not a healthy meal if it’s got a potato.* [Female, FG2]  
*Cut down on the carbs, only 2 potatoes.* [Male FG3]  

**Alcohol Consumption Does Not Cause Weight Gain**
The discussion did eventually focus on reducing the 6 bottles of beer, but there were a number of misinformed views about alcohol situations where 6 beers would be OK. For example, if it was a low-carb beer, consumed with fresh lemon, watching football, consumed over the course of an afternoon, the participant has eaten well during the preceding week or has a physical job that would work off excess energy. Some participants were dismissive of the kilojoule content of alcoholic drinks but aware that alcohol may lead to choosing discretionary foods:

*So the kebab or the burger is a lot more appealing after a few drinks than it may be if say, while sober.* [Male, PI 1]
It’s not the beer itself that’s the problem, it’s the food you have with it. [Female, FG2]

Opportunity: Environmental Support and Social Norms

The opportunity component of COM-B relates to physical opportunities, such as the environment and availability as well as social opportunities, including social influences. Both emerged as important themes in the data.

Lack of Environmental Support

Environmental factors were discussed as the main barriers to avoiding junk food. One group, in particular, expressed frustration at the density of fast food outlets and the promotion of very low-cost meals that would appeal to children and those on a low income:

When I first came in 1982 there was hardly any fast food places. Now you’ve got 8 or 9 different ones all down the road from each other. Kids have got 2 dollars where are they going to go? For a $2 burger. [Male, FG 5]

Participants expressed that the social marketing campaigns and interventions for individuals were futile without addressing the food environment:

...that goes back to the government again because the government has put no restrictions on how much fast food can be in local vicinities. If you look at where they are, it’s not in the high-class areas it’s in the low socio-economic suburbs. [Male, FG 5]

Unhealthy Food Is Everywhere

Many participants thought that most food options purchased outside the home were not healthy and the serving sizes were too large. Some mentioned added fat, sugar, and salt. Others noted that savory meals often come with chips and sweets are served with cream or ice cream:

When you buy food out... It all tends to be fattening. [Female, FG 2]

Most groups brought up opportunistic eating as a key facilitator of eating discretionary food. Events such as at sporting occasions, bake sales, and sausage sizzles were given as common examples:

You can’t buy a healthier option at a sausage sizzle, they only have sausage, white bread, and sauce. [Male, FG 4]

Social Norms

There has been some discussion about the difficulty of social opportunities. Most participants agreed that the expectations of consuming junk food at social occasions were problematic. When eating out, both men and women agreed that it is not socially acceptable for men to ask for healthy options or modification to their order. Regarding swapping chips for vegetables, a man said:

It’s not seen to be manly to be seen like, eating vegetables. [Male, FG 3]

If it comes with chips, I’ll eat chips. [Male, FG 4]

When discussing ways to reduce alcohol consumption, participants suggested practical methods, such as alternate alcohol with sugar-free soft drinks or choosing a low-strength beer. However, there was an overwhelming consensus that these suggestions were unrealistic and not socially acceptable for men:

...might be difficult if you’re down at the club or in the pub with the guys and then you really get the Mickey taken out of you [Male, FG4]

You could suggest having water for every other drink, but who is going to listen to that? [Male, FG 5]

Motivation

The main theme that emerged from the motivation domain of COM-B was confidence.

Confidence

Participants were uncertain about their knowledge or beliefs about food, PA, or weight management. Some of this was linked to the perception that the guidelines from professionals were always changing. There was a sense of complacency about the need to or the importance of achieving health recommendations:

What would have been recognized as a healthy meal years ago, these days it’s not a healthy meal because it’s got potato; carbs. [Male, PI 3]

Already Doing Enough

In relation to PA, most adults felt they were already active with daily activities, including looking after children, gardening, housework, and those in nonsedentary employment (eg, nurse, carpenter, and plumber). Motivation to engage in PA was limited by the belief that their lives were already active and busy:

... A mother of 3, busy all day, being told to go for a 45-minute walk. They can’t otherwise they would have done it. [Female FG 2]

Concerning eating, most agreed that there was a place for junk foods, namely takeaways, confectionery, and desserts. Making healthy food choices was said to be important, especially for those with health problems like diabetes and high blood pressure. There was a variety of beliefs about how often people should make healthy food choices. Some used broad terms, such as sometimes or not too often. Others believed that healthy eating and being active were part of the working week and not applicable on the weekend:

I mean you can eat healthy but every now and again you can always have take away. But not every week or every day. If you know what I mean? [Female FG 1]

During the week it’s structured. You’ve got, you know, time to get to work and your lunch break at work or whatever and then, you know, you come home and it’s dinner time and then that’s that. Then your weekends are your time to just flop. It’s like a treat. Weekends are your time to relax and enjoy life I guess. [Female, PI 2]
Reality of Change
When the group was shown potential feedback to address alcohol intake, there was general agreement that changing would be difficult or even impossible. Specifically, several people thought that any feedback to reduce alcohol intake would be futile:

You could tell him to stop at four beers, but by then he won’t know what he’s doing. [Male, FG 5]

Ambivalence
There was a conflict in the expectations of the interventions. Some felt that feedback should tell them the negative consequences of their poor health choices:

In three years at that rate, your liver is going to look like this. [Male, FG 5]

However, feeling judged or reprimanded was cited as a barrier to keeping people engaged and honest about self-reporting. Participants wanted a specific example of food they could swap rather than a general avoid this or chose a healthier option. At the same time, they said specific advice would be unrealistic:

All well and good to suggest a healthy option but you can’t get your chicken parmigiana grilled with a baked potato at my local, it comes deep-fried with chips. [Female, FG 3]

These comments reflect the ambivalence about eating junk food outside the home; something they want help to avoid because it is expensive, is unhealthy, and leads to overeating but something they do because it is convenient and enjoyable.

Functions and Features of the Intervention
Results from the focus groups and interviews informed the selection of user preferences, intervention functions, and acceptability of the intervention. Table 3 shows the results on the acceptability of digital tools proposed for self-monitoring diet and PA. Participants found the mFR app to be intuitive and convenient in comparison with other digital tools or paper-based methods. All participants shared experiences of using a pedometer and saw the option for a wearable PA tracker as an incentive to join the study. Feedback on the clinical aims highlighted gaps in their understanding of the guidelines for diet and PA. Participants agreed that personalized feedback would promote health-enhancing habits by enhancing confidence and motivation.

The focus groups and interview data were reviewed for 3 intervention functions expected to mediate a behavior change, for example, education, modeling behavior, and persuasive communication.

1. Education (to increase knowledge on how to identify EDNP food and on PA guidelines)
2. Modeling behavior (annotating food and beverage images by feedback on intake)
3. Persuasive communication (images and motivation enhancement using positive reinforcement in tailored communications)
Table 3. Understanding user perspectives and experiences of participants on the clinical aims using the mobile food record app and their experiences or views about using a physical activity monitor.

<table>
<thead>
<tr>
<th>Clinical aims and examples of questions or activity</th>
<th>Participant quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self-monitor diet</strong></td>
<td></td>
</tr>
<tr>
<td>Practice using the mobile food record app</td>
<td>“It’s really intuitive and easy; better than the apps where you need to find the food”</td>
</tr>
<tr>
<td>How easy/difficult would it be to use to capture all your food and drink for 4 days?</td>
<td>“I wouldn’t use it if I was at the club with the guys. I wouldn’t use it at work (nurse)”</td>
</tr>
<tr>
<td><strong>Self-monitor physical activity</strong></td>
<td></td>
</tr>
<tr>
<td>Have you ever used an activity tracker? Prompt for wearable device, pedometer, mobile app</td>
<td>“I used to use a watch that tracked steps and heart rate, it was good at first then all the alerts got annoying”</td>
</tr>
<tr>
<td>Any advice or support that helped?</td>
<td>“Yeah it’s good to see that you’ve done like ten thousand steps in a day”</td>
</tr>
<tr>
<td><strong>Increase fruit and vegetable consumption</strong></td>
<td></td>
</tr>
<tr>
<td>How much fruit and vegetables are recommended each day?</td>
<td>“2 fruit and 5 veg but I’m not sure if it has to be 5 different types”</td>
</tr>
<tr>
<td>What advice would you give this person to help them lose weight? (Shown example meal)</td>
<td>“your vegetables are supposed to be half your plate so many people don’t know that”</td>
</tr>
<tr>
<td>What type of feedback could we send to help this person to get them to eat more vegetables?</td>
<td>“If someone sends you a picture, send it back saying ‘that’s at least one serve of your five today’”</td>
</tr>
<tr>
<td>What sort of things might get in the way?</td>
<td>“No one eats that much veg, it’s impossible”</td>
</tr>
<tr>
<td><strong>Reduce EDNP</strong></td>
<td></td>
</tr>
<tr>
<td>What advice would you give this person, to help them lose weight?</td>
<td>“because you’ve eaten this you have to run ten kilometers to work it off, sort of thing”</td>
</tr>
<tr>
<td>What sort of things might get in the way?</td>
<td>“…you go to Bunnings (national hardware chain with fundraising barbecues) you’re going to get your sausage, there’s no other options”</td>
</tr>
<tr>
<td><strong>Reduce intake of alcohol</strong></td>
<td></td>
</tr>
<tr>
<td>What advice would you give this person, to help them lose weight?</td>
<td>“Would be much better if he switched to a lighter beer, like only 4%”</td>
</tr>
<tr>
<td>What sort of things might get in the way?</td>
<td>“If you’re out, say watching sport in the afternoon, everyone else is drinking it would be hard to have water”</td>
</tr>
<tr>
<td><strong>Increase active minutes/decrease sedentary behavior</strong></td>
<td></td>
</tr>
<tr>
<td>How much physical activity is recommended each day?</td>
<td>“The adverts tell you half an hour a day and ten thousand steps. You can’t do ten thousand steps in half an hour, it doesn’t make sense”</td>
</tr>
<tr>
<td>Any ideas of how we could support them to do this?</td>
<td>“Show it like your bank account where you can track it and see where it’s going”</td>
</tr>
<tr>
<td>What might make it easier/difficult?</td>
<td>“It needs to be friendly and informative and helpful”</td>
</tr>
</tbody>
</table>

*EDNP: energy-dense nutrient-poor.

Table 4 summarizes the stages of applying COM-B to the focus groups and interview data to identify nutrition, PA, and weight management intervention functions and features.

New ideas from participants were explored for feasibility and consistency with evidence-based diet and PA guidelines [42,43]. Rejected ideas included individual assessment of vitamin and mineral status and details on how much weight could be lost with a specific number of steps, as this was not consistent with evidence-based advice. Accepted ideas were the inclusion of participant food and beverage images from the mFR into the tailored dietary feedback. For PA, accepted ideas included using graphs for self-comparison of PA levels throughout the study, positive re-enforcement to acknowledge improvements in activity, and regular goal setting. There was a strong preference for visual feedback for both diet and PA. This was not feasible with text messages; therefore, feedback was primarily provided by email. Digital intervention features may continue to develop during the intervention and include aspects that were not originally mapped in this development phase [40].
feedback such as identifying sources of EDNP foods and providing suggestions for change.

Motivation to change eating habits and reduce alcohol intake was hindered by beliefs, and government guidelines on alcohol were considered unrealistic, a view found previously [69]. Similarly, participants were aware of the recommendations to eat 2 serves of fruit and 5 serves of vegetables, but did not believe this was necessary [70]. This seems to be compounded by limited or inaccurate knowledge of serving sizes and energy content of foods [71].

Ambivalence appeared to be a strong theme, with participants describing their competing desires. Although most participants admitted to actively try to restrict their intake of junk food, they also revealed that junk foods were associated with happiness and time off. Similarly, eating out was viewed as a major barrier to weight management because of excess portion sizes and lack of healthy options. However, it was also described as a compulsory, normal part of our culture. These views are supported by a previous study, which highlighted that people felt pressured to eat junk food to participate socially and avoid criticism from their peers [72]. In addition, behavioral science has identified that our habits are the salient drivers of behavior, rather than motivation or intention to change [73]. This suggests that interventions should focus on developing habitual changes and creating healthy options as the default choice [73].

Social factors appear to be both motivators and barriers to healthy eating. Although most people agree that eating a healthy diet is what should be done, the social context of eating was associated with alcohol and junk food. Qualitative studies with Australian men aged 18 to 25 years reported that healthy eating was seen as incongruent with the masculine stereotype [44].

Discussion

Principal Findings

This study reveals a lack of knowledge and confidence about evidence-based weight management behaviors and susceptibility to misinformation about nutrition. The results also suggest that the BCTs of self-monitoring and feedback on performance are well suited to this group. This paper follows previous examples of combining theory and the experience of users and experts to develop digital interventions [47]. Our findings explored factors affecting weight management behavior, all of which could be mapped to the COM-B model. Participants expressed concerns about their capability; misinformation and opportunities; availability of alternatives and motivation or plans to change their behavior [45,47].

The capability theme was most notable, with lack of knowledge and misinformation being most prevalent. Despite awareness and positive attitudes toward the LiveLighter campaign, participants were still unaware of how to implement the messages from the campaign into their own lives. Several researchers have identified this as nutrition literacy, the ability to interpret and use nutrition information [65-67]. Misinformation about effective dietary strategies to manage their weight was evident; the energy content of alcohol was underestimated and potatoes were described as fattening. This highlights the need for more tailored and specific information that addresses participants’ ability to understand and implement new behaviors. A recent review recommends interventions provide actionable feedback and information on where and when to perform the new behavior [68]. For example, using the mFR to assess a meal image (Figure 1) and then providing actionable

Table 4. Summary of stages of applying capability, opportunity, motivation, and behavior framework to the focus groups and interview data to identify nutrition, physical activity, and weight management intervention functions and features.

<table>
<thead>
<tr>
<th>COM-Ba and themes</th>
<th>User preferences</th>
<th>Intervention functions</th>
<th>Intervention features</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Capability: psychological</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Misinformation</td>
<td>Simple expert advice; links to further information</td>
<td>Education; tailored feedback on performance</td>
<td>Mobile food record; dietary goals</td>
</tr>
<tr>
<td><strong>Capability: physical</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environmental support</td>
<td>Dietary self-monitoring tools is easy, quick, and</td>
<td>Training: how to use the mobile food record app</td>
<td>Mobile food record</td>
</tr>
<tr>
<td></td>
<td>visually appealing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environmental support</td>
<td>PA monitor is easy to use and is visually appealing</td>
<td>Training: how to use the Fitbit charge 2</td>
<td>Fitbit Charge 2; tailored movement</td>
</tr>
<tr>
<td><strong>Opportunity: physical</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environmental support</td>
<td>Feedback provides visual information, basis their</td>
<td>Education: link to Australian guidelines for diet and PAb</td>
<td>Tailored dietary feedback</td>
</tr>
<tr>
<td></td>
<td>food choice</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Opportunity: social</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social norms</td>
<td>Feedback is nonjudgmental, supportive tone</td>
<td>Supportive and friendly tone</td>
<td>Tailored feedback, tailored education</td>
</tr>
<tr>
<td><strong>Motivation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confidence</td>
<td>Goals for diet, PA, and weight change are realistic</td>
<td>Modelling; personalized examples of how to improve</td>
<td>Tailored feedback; Fitbit Charge 2;</td>
</tr>
<tr>
<td></td>
<td>goals</td>
<td>their current behavior</td>
<td>tailored movement goals</td>
</tr>
</tbody>
</table>

aCOM-B: capability, opportunity, motivation, and behavior.
bPA: physical activity.
Our study confirmed that this view also exists among older men and women.

**Strengths and Limitations**

A major strength of the study was the large sample of participants living with overweight and obesity and the inclusion of male and female participants. Although men are more likely to have a poor diet, carry excess weight, and experience weight-related disease, they are underrepresented in weight loss interventions. As a result, this study sought to recruit male participants to ensure that their views and preferences were represented in the development of the intervention. The transcripts were coded by gender. However, no apparent differences in preferences or views were found between men and women. Further studies with this cohort would benefit from exploring specific gender differences in the experience of weight loss behaviors and gender preferences for digital intervention features.

This research explored digital technology on several platforms, including the mFR app, wearable PA trackers, email, and text messaging. This made it difficult to apply a single framework exclusively for each of these elements to the intervention. As a result, Australian guidelines for weight management, diet, and physical activity informed target behaviors, rather than a theory-based process such as the behavior change wheel, intervention mapping, or the Integrate Design Assess and Share framework [45,74,75].

The use of self-reported height and weight measures was a limitation of the study and may have led to inaccuracies in the reported BMI. At screening, volunteers were excluded if their BMI was <25. However, when asked at the focus groups to self-report their height and weight, 10 participants reported a BMI of <25. Therefore, the views expressed in these focus groups may not entirely reflect those living with overweight and obesity. Study participants primarily registered on the web via the LiveLighter website and were likely to already have an interest in digital weight management. Their preferences may differ from those who have not previously attempted to seek weight loss information online.

A limitation of the study is that the predetermined intention to develop a scalable digital behavior change intervention could have limited the themes that emerged from the data. The purpose of this focus group study was to explore which intervention features would be acceptable and feasible to assist participants’ behavior change. The study explored potential barriers and benefits of using technology, rather than the wider context of the lived experience of participants in relation to their weight issues, such as social support. This is a limitation of the study, and further in-depth research is needed to explore this issue. The strength of this research is that it explored participants’ opinions on a variety of relatively accessible technological devices to gauge their suitability for intervention. Theoretically, these PA trackers are effective and ideal for hard-to-reach groups. Although they provide objective feedback, little is known about users’ experiences or preferences regarding the use of these tools for self-monitoring purposes. Another limitation was that the discussion regarding social support was limited to identifying the desired frequency of researcher contact. This script focused specifically on the supportive features of the intervention and did not explore other social support as they were outside the scope of the study. A further limitation was that the pace at which this intervention was developed and evaluated was protracted in comparison with commercial interventions [76]. Recent industry and academic partnerships have demonstrated the potential to produce high-quality digital interventions at a commercial pace [77].

**Future Directions**

Dichotomous thinking about food and activity can impede efforts to make healthy lifestyle changes [78]. A more flexible and nonjudgmental approach can lead to better behavior change and reduce dietary restraint when supporting the psychological well-being of participants [39,79]. This intervention aims to adopt this flexible and nonjudgmental tone. The effectiveness of these strategies will be evaluated in a randomized controlled trial and exit interviews. Future studies will assess the relationship between behavior change and intervention features, consistent with guidelines for developing digital health interventions [49].

**Conclusions**

The ToDAy study was developed using a person-centered approach and behavior change theory. Focus groups and interviews were undertaken to explore user capability, opportunity, and motivation to perform the targeted behaviors for weight loss. The study revealed a lack of knowledge, confidence, and susceptibility to misinformation about evidence-based weight management behaviors. The findings suggest that a digital weight management intervention using mobile food records and activity trackers to inform tailored feedback may be an acceptable, feasible, and engaging strategy.
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Abstract

Background: Australia and New Zealand have the highest skin cancer incidence rates worldwide, and sun exposure is the main risk factor for developing skin cancer. Sun exposure during childhood and adolescence is a critical factor in developing skin cancer later in life.

Objective: This study aims to test the effectiveness of wearable UV sensors to increase sun protection habits (SPH) and prevent sunburn in adolescents.

Methods: During the weeklong school leavers outdoor festival (November 2019) at the Gold Coast, Australia, registered attendees aged 15-19 years were recruited into the field study. Participants were provided with a wearable UV sensor and free sunscreen. The primary outcome was sun exposure practices using the SPH index. Secondary outcomes were self-reported sunburns, sunscreen use, and satisfaction with the wearable UV sensor.

Results: A total of 663 participants were enrolled in the study, and complete data were available for 188 participants (188/663, 28.4% response rate). Participants provided with a wearable UV sensor significantly improved their use of sunglasses (P=0.004) and sunscreen use both on the face (P<.001) and on other parts of the body (P=0.005). However, the use of long-sleeve shirts (P<.001) and the use of a hat (P<.001) decreased. During the study period, 31.4% (59/188) of the participants reported receiving one or more sunburns. Satisfaction with the wearable UV sensor was high, with 73.4% (138/188) of participants reporting the UV sensor was helpful to remind them to use sun protection.

Conclusions: Devices that target health behaviors when outdoors, such as wearable UV sensors, may improve use of sunscreen and sunglasses in adolescents.

(JMIR Mhealth Uhealth 2020;8(9):e21243) doi:10.2196/21243
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Introduction

Skin cancer is Australia’s national cancer and was estimated to account for more cases diagnosed than all other cancers combined and costing over US $580 million to treat each year [1-3]. Melanoma is the deadliest form of skin cancer and the most commonly diagnosed cancer in young adults aged 15-29 years in Australia [4]. Sunlight or ultraviolet radiation (UVR) is the main risk factor for skin cancer. Childhood and adolescence are critical periods during which exposure to UVR contributes to skin cancer in later life [5]. The amount of sun exposure received during this period is high, with half of our
total lifetime sun exposure received within the first 20 years [6]. Sunburn remains highly prevalent in Australia in the younger age groups, and as little as one severe sunburn in childhood can double the risk of developing a melanoma before the age of 40 years [6,7]. Australian adolescents continue to report high-risk behaviors such as spending long periods of time in the sun and positive views of tanning [8]. These findings are concerning and highlight the importance of preventative strategies during adolescence or young adult years, which may have a substantial impact on health outcomes later in life [9].

Daily sunscreen use at the population level has been shown to prevent keratinocyte cancers and melanoma deaths and to reduce health care costs [10]. Although adolescents have been reported to be knowledgeable about the risks of UVR and skin cancer, this knowledge does not always equate with the use of sunscreen or other sun protection practices [11,12]. Since the 1980s, mass media campaigns have been circulated in Australia, the most well-known being Slip, Slop, Slap, to raise awareness of the importance of sun protection [13]. To further motivate this hard-to-reach adolescent population, recent strategies have included social media campaigns, and positive impacts have been reported for the Sun Mum, Dear Melanoma, and Pretty Shady campaigns [14,15]. Technology including apps [16-18], UVR monitors or dosimeters [19], and UV detection stickers [20] can target people at the actual point of behavior as a cue to action [21]. The mobile phone app, Solar Cell, provided personalized time until sunburn information to over 600 US residents, aged >18 years, which led to a significant increase in sun protection behaviors [16]. Our research showed that young adults carrying a UVR dosimeter, which alarmed when UVR threshold levels were reached, reduced their time unprotected and exposed to UVR on weekends [19].

Outdoor festivals and mass gatherings of adolescents may pose certain health risks [22]. School leaver festivals are common events across Australia and are often referred to as schoolies celebrations to mark the graduation of students from the secondary education system. The Gold Coast school leavers festival is ticketed and incorporates free outdoor music concerts and beach activities in a high UVR environment and has been operating for over 10 years with between 16,000 and 18,000 registered attendees each year [23]. During festivals, some youth may engage in risky health behaviors, such as alcohol consumption or using illicit drugs [24]. Sunburn is also common at outdoor festivals in Australia when people are exposed to UVR during peak hours for long periods of time, and low adherence to the use of sun protective clothing is frequently observed [25]. An observational study reported that 14% of event attendees wore long-sleeve shirts, 56% wore hats, and 83% wore sunglasses [25]. In Australia, festival and event organizers are responsible for providing a safe environment for all attendees and staff [26]. Implementation of harm minimization strategies, including effective preplanning and resource provisions, is necessary to produce a safe environment. At the school leavers festival on the Gold Coast, all attendees must wear a wristband to gain entry to events. The addition of a sun safety prompt to this wristband could provide tailored health information to each user as a call to action, with feedback provided when it has the most potential to be beneficial during UVR exposure [21].

This research describes the development of a wearable UV sensor and presents the findings of a field study testing if the device could improve sun protection behaviors and reduce sunburn among adolescents at a weekend long school leavers festival.

### Methods

#### Field Study Participants and Setting

Participants in the field study were attending the weeklong school leavers outdoor festival at the Surfers Paradise beach on the Gold Coast (latitude 28°S, 153°E) during November 16-22, 2019 (spring) in Australia.

The field study was approved by the Human Research Ethics Committee of the Queensland University of Technology (QUT; #19000000435) and prospectively registered with the Australian and New Zealand clinical trials register (ACTRN12619000976189).

#### Wearable UV Sensor Development

The wearable UV sensor was developed by the researchers for the school leavers outdoor festival in collaboration with the event organizers. The UV sensor was fitted to the event wristband and was developed to change color when exposed to sunlight. The UV sensor component was developed using a UV-responsive photochromic dye and molded into a silicon slider to fit over the existing wristband fabric. The event wristband is designed not to be removed once worn, and the fabric material has a locking mechanism that requires the wristband to be cut for removal. On the UV sensor, the slogan be safe and watch your mates was added as a reminder to avoid risky situations during the festival. The measurement accuracy of the silicon slider was determined using a UV intensity meter (Solar Light Co, Model PMA2100) fitted with a digital sensor (Solar Light Co, model PMA2101). Prototype and safety testing were undertaken in Brisbane (latitude 27°S, 153°E) during May (autumn) in Australia (Multimedia Appendix 1).

#### Field Study Recruitment and Treatment Regimen

At the start of the outdoor festival, school leavers attended a registration event where participants were recruited, completed a baseline questionnaire, and were provided with their choice of a free tube of sunscreen (Cancer Council SPF 50+, 75 mL or 110 mL) for use during the festival. All individuals attending the school leavers outdoor festival were provided with the wearable UV sensor regardless of their participation in the study. The wearable UV sensor was required to be worn by the festival attendees as a wristband for the duration of the festival to gain entry to the festival events. During the registration process, event staff secure the wristband to the attendees’ wrist. If the wristband is removed during the festival, participants are required to obtain a replacement wristband to gain entry to events. Posters displayed at the registration event described how the wearable UV sensors functioned (Multimedia Appendix 1). A follow-up web-based survey was emailed 7 days after the participant attended the outdoor festival, which asked about
their sun protection behaviors during the festival (November 17-22, 2019). The follow-up survey did not collect sun protection behavior data for the first day of the festival, when participants enrolled in the study and collected their intervention device. Data collection was managed using REDCap electronic data capture tools hosted at the QUT, and surveys are shown in Multimedia Appendix 2 [27]. Participants received an initial email initiation to complete the follow-up survey on the web, followed by two reminders.

Weather Measurements During the Field Study

UVR data were recorded using a UV-Biometer model 501 (Solar Light Co), and data were displayed using the UV index scale. The standard erythemal dose (SED) was also calculated using daily summaries and hourly observations recorded at 10 AM and at noon. The UVR data were captured by the Australian Radiation Protection and Nuclear Safety Agency detector (Gold Coast, latitude 28°S, 153°E).

The proportion of cloud cover in the sky above the Surfers Paradise beach was recorded twice a day in the morning between 8 AM and 10 AM and in the afternoon between 2 PM and 4 PM. Images of the sky above the beach were captured using a fixed camera maintained by Coastalwatch [28]. The proportion of cloud cover in each image was counted using ImageJ software [29], as described previously [20]. All field trial image analysis and quantification procedures were performed blind to the image ID.

Temperature data were recorded in degrees Celsius, and data were reported for the daily minimum and maximum as well as observations at 9 AM and 3 PM each day. The temperature data were captured by the Bureau of Meteorology weather station (040764; Gold Coast Seaway, latitude 28°S, 153°E).

Outcome Measures

The primary outcome measure was the sun protection habits (SPH) index described by Glanz et al [30] and updated by Heckman et al [31] for young adults, which queries the frequency of 7 sun protective habits that are used when outdoors using a 4-point Likert scale (1=never or rarely, 2=sometimes, 3=usually, and 4=always), which are averaged to derive the score, including wearing a shirt with sleeves, wearing a hat, wearing sunglasses, wearing sunscreen with a sun protection factor (SPF) 15 or higher on the face, wearing sunscreen with an SPF 15 or higher on other parts of the body, staying in the shade, and limiting time in the sun during midday hours. Secondary outcomes were self-reported, including the number of sunburns; sunburn intensity (mild, moderate, or severe) and location of sunburn; sunscreen use, including the frequency of daily application; and satisfaction with the wearable UV sensor. In the follow-up survey, participants completed an open-answer question on their comments or suggestions about the study.

Statistical Analysis

The Pearson chi-squared and/or Fisher exact test was used to detect the statistical significance in the difference between the groups who completed the follow-up survey and those who did not. For the participants who completed the follow-up survey, the Wilcoxon matched-pairs signed-rank test was used to examine the differences in sun protection behaviors at baseline and at follow-up. Changes in SPH were measured, and participants were grouped by comparing an individual’s baseline value with their follow-up value and allocating them to either the improved, decreased, or no change groups. Analyses were performed using SAS statistical software package (SAS Institute).

Inductive thematic analysis was used to group open-ended answers into themes by 2 researchers (CH and DA).

Results

Wearable UV Sensor Observational Testing

The wearable UV sensor comprises a UV-responsive photochromic dye that is white when not in sunlight and turns purple in sunlight, indicating that sun protection is required (Figure 1). The threshold for the color change was tested using a graded series of UVR intensities. The color change was observed in part shade when the UVR level was low, 0.21 uW/cm², and no color change was observed when the indicator was in full shade, 0.0 uW/cm². When the sensor was placed in the sun (UVR=5.27 uW/cm²), the sensor immediately changed color to purple (Multimedia Appendix 1). The photochromic dye in the wearable UV sensor was shown to be responsive to low-level UVR intensity, demonstrating that it was an adequate indicator for use in the field study.

Figure 1. Wearable UV sensor. The wearable UV sensor is white (left image) which indicates no UV exposure. The UV indicator is purple (right image) demonstrating exposure to UV radiation.
Field Study Participant Characteristics

During the first day of the festival, 663 volunteers were enrolled and completed the baseline survey. The evaluation survey was completed by 188 (28.4%) participants (Table 1; Figure 2). There were demographic differences between those who completed the study (n=188) and those who did not (n=475), with females and people with brown hair more likely to complete the study (Table 1).

Of the 188 participants who completed the study, most participants had very fair or fair skin (114/188, 60.6%), were women (145/188, 77.1%), and their age ranged from 15 to 19 years (Table 1).

Figure 2. During recruitment participants completed either a written or web-based baseline survey, and some email addresses were not completed correctly; invalid email address = email bounced back and the follow-up survey was not received by the participant.
Table 1. Field study participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline (n=663)</th>
<th>No evaluation; (n=475)</th>
<th>Evaluation (n=188)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), range</td>
<td>15-19</td>
<td>17-19</td>
<td>15-18</td>
<td>.12</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>Female</td>
<td>452 (68.2)</td>
<td>307 (64.6)</td>
<td>145 (77.1)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>208 (31.4)</td>
<td>165 (34.7)</td>
<td>43 (22.9)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (0.5)</td>
<td>3 (0.6)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Skin color, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>Very fair or fair</td>
<td>379 (57.2)</td>
<td>265 (55.8)</td>
<td>114 (60.6)</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>186 (28.1)</td>
<td>139 (74.0)</td>
<td>47 (25.0)</td>
<td></td>
</tr>
<tr>
<td>Olive or brown</td>
<td>97 (14.6)</td>
<td>71 (15.0)</td>
<td>26 (13.8)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
<td>1 (0.5)</td>
<td></td>
</tr>
<tr>
<td>Hair color, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.008</td>
</tr>
<tr>
<td>Red (including auburn)</td>
<td>54 (8.1)</td>
<td>40 (8.4)</td>
<td>14 (7.4)</td>
<td></td>
</tr>
<tr>
<td>Fair or blonde (including white)</td>
<td>154 (23.2)</td>
<td>126 (26.5)</td>
<td>28 (14.9)</td>
<td></td>
</tr>
<tr>
<td>Light brown, mouse brown, or dark brown</td>
<td>418 (63.1)</td>
<td>282 (59.4)</td>
<td>136 (72.3)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>36 (5.4)</td>
<td>27 (5.7)</td>
<td>9 (4.8)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
<td>1 (0.5)</td>
<td></td>
</tr>
<tr>
<td>Skin burn in strong summer sun for 30 min without protection?, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>My skin would not burn at all</td>
<td>99 (14.9)</td>
<td>78 (16.4)</td>
<td>21 (11.2)</td>
<td></td>
</tr>
<tr>
<td>My skin would burn lightly</td>
<td>286 (43.1)</td>
<td>203 (42.7)</td>
<td>83 (44.2)</td>
<td></td>
</tr>
<tr>
<td>My skin would burn moderately</td>
<td>228 (34.4)</td>
<td>163 (33.4)</td>
<td>65 (34.6)</td>
<td></td>
</tr>
<tr>
<td>My skin would burn severely</td>
<td>49 (7.4)</td>
<td>31 (6.5)</td>
<td>18 (9.6)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
<td>1 (0.5)</td>
<td></td>
</tr>
<tr>
<td>Skin tan in strong sun without protection?, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>My skin would not tan</td>
<td>122 (18.4)</td>
<td>79 (16.6)</td>
<td>43 (22.9)</td>
<td></td>
</tr>
<tr>
<td>My skin would tan lightly</td>
<td>224 (33.8)</td>
<td>164 (34.5)</td>
<td>60 (31.9)</td>
<td></td>
</tr>
<tr>
<td>My skin would tan moderately</td>
<td>233 (35.1)</td>
<td>175 (36.8)</td>
<td>58 (30.9)</td>
<td></td>
</tr>
<tr>
<td>My skin would tan deeply</td>
<td>84 (12.7)</td>
<td>57 (12.0)</td>
<td>27 (14.4)</td>
<td></td>
</tr>
<tr>
<td>Have you made an attempt to get a suntan in the last 12 months?, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.49</td>
</tr>
<tr>
<td>Yes</td>
<td>435 (65.6)</td>
<td>317 (66.7)</td>
<td>118 (62.8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>227 (34.2)</td>
<td>157 (33.1)</td>
<td>70 (37.2)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.2)</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>During the past 12 months, how many times did you get sunburnt?, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>Never</td>
<td>43 (6.5)</td>
<td>34 (7.2)</td>
<td>9 (4.8)</td>
<td></td>
</tr>
<tr>
<td>Once</td>
<td>138 (20.8)</td>
<td>102 (21.5)</td>
<td>36 (19.1)</td>
<td></td>
</tr>
<tr>
<td>2-5 times</td>
<td>349 (52.6)</td>
<td>239 (50.3)</td>
<td>110 (58.5)</td>
<td></td>
</tr>
<tr>
<td>26 times</td>
<td>97 (14.6)</td>
<td>71 (15.0)</td>
<td>26 (13.8)</td>
<td></td>
</tr>
<tr>
<td>Do not know or unsure</td>
<td>36 (5.5)</td>
<td>29 (6.1)</td>
<td>7 (3.7)</td>
<td></td>
</tr>
</tbody>
</table>

Sun Protection Items Brought to the Festival by Participants

Sun protection items were common among all participants (n=663), with 76.6% (508/663) bringing a hat, 76.0% (504/663) bringing sunglasses, and 66.0% (438/663) bringing sunscreen, whereas only 41.6% (276/663) brought a long-sleeve shirt and 12.2% (81/663) brought a beach umbrella (Multimedia Appendix 2).
Weather Conditions During the Field Study

The UVR exposure level was consistently high, requiring sun protection each day during the weeklong outdoor festival with daily SEDs ranging from 36 SEDs to 54 SEDs (Table 2). The UV index level was >3 for over 6 hours each day of the festival, the cloud cover was consistently clear throughout the week, and there was no rainfall recorded (Table 2). The average daily maximum temperature was 28°C (range 26.1-30.1) during the field study (Table 2).

Table 2. Weather conditions during the field study.

<table>
<thead>
<tr>
<th>Date</th>
<th>Start of day when UVIa &gt;3, AM</th>
<th>End of day when UVI &lt;3, PM</th>
<th>Temperature, °C</th>
<th>UV dailyb dose</th>
<th>UV 10-11 AMc dose</th>
<th>UV noon-1 PM24 dose</th>
<th>Cloud cover</th>
<th>Rain (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>November 16, 2019</td>
<td>8</td>
<td>3</td>
<td>21.5</td>
<td>29.1</td>
<td>25.7</td>
<td>23.9</td>
<td>Nil</td>
<td>0</td>
</tr>
<tr>
<td>November 17, 2019</td>
<td>8</td>
<td>2</td>
<td>19.9</td>
<td>27.8</td>
<td>25.4</td>
<td>23.9</td>
<td>Nil</td>
<td>0</td>
</tr>
<tr>
<td>November 18, 2019</td>
<td>8:30</td>
<td>3:30</td>
<td>19.5</td>
<td>26.1</td>
<td>23.5</td>
<td>23.9</td>
<td>Nil</td>
<td>0</td>
</tr>
<tr>
<td>November 19, 2019</td>
<td>8:30</td>
<td>2:30</td>
<td>17.7</td>
<td>29.2</td>
<td>25.0</td>
<td>25.6</td>
<td>Nil</td>
<td>0</td>
</tr>
<tr>
<td>November 20, 2019</td>
<td>8:30</td>
<td>2:30</td>
<td>22.1</td>
<td>29.5</td>
<td>27.0</td>
<td>26.9</td>
<td>Nil</td>
<td>0</td>
</tr>
<tr>
<td>November 21, 2019</td>
<td>8:30</td>
<td>3</td>
<td>21.7</td>
<td>27.4</td>
<td>25.7</td>
<td>25.3</td>
<td>Nil</td>
<td>0</td>
</tr>
<tr>
<td>November 22, 2019</td>
<td>8:30</td>
<td>3</td>
<td>19.9</td>
<td>27.0</td>
<td>24.8</td>
<td>25.5</td>
<td>Nil</td>
<td>0</td>
</tr>
</tbody>
</table>

aUVI: ultraviolet index.
bDaily dose calculated from 6 AM-4 PM.
cMorning dose calculated from 10 AM-11 AM.
dMidday dose calculated from noon-1 PM.
eSEDs: standard erythemal dose.

SPH Index

At baseline (n=188), the mean SPH index value was 2.31 (SE 0.04) and did not change at follow-up (+0.03; Table 3). Some individual SPH items improved significantly at follow-up compared with baseline, including use of sunglasses (+0.21; P=.004), sunscreen use on the face (+0.36; P<.001), and sunscreen use on the body (+0.22; P=.005). The use of long-sleeve shirts (~0.31; P<.001) and use of a hat (~0.30; P<.001) both decreased significantly at follow-up.

Over 41.4% (78/188) of participants improved their Likert scale level from baseline for their use of sunscreen applied to the face, whereas 17.0% (32/188) of the participants decreased their usage and 41.5% (78/188) of the participants had no change at follow-up. Sunscreen applied to the body also improved, with 38.3% (72/188) of participants improving their Likert scale score, whereas 20.7% (39/188) of the participants decreased their usage and 40.9% (77/188) of the participants had no change at follow-up.
Table 3. Sun protection habits index.

<table>
<thead>
<tr>
<th>Items</th>
<th>Baseline (n=188), mean (SE)</th>
<th>Follow-up (n=188), mean (SE)</th>
<th>Change</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SPHb index (below items combined)</strong></td>
<td>2.31 (0.04)</td>
<td>2.34 (0.03)</td>
<td>+0.03</td>
<td>No change</td>
</tr>
<tr>
<td>Wear a shirt with long sleeves</td>
<td>1.66 (0.05)</td>
<td>1.35 (0.05)</td>
<td>−0.31</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wear sunglasses</td>
<td>2.30 (0.07)</td>
<td>2.51 (0.08)</td>
<td>+0.21</td>
<td>.004</td>
</tr>
<tr>
<td>Stay in the shade</td>
<td>2.50 (0.03)</td>
<td>2.60 (0.05)</td>
<td>+0.10</td>
<td>.31</td>
</tr>
<tr>
<td>Limit your time in the sun during midday hours</td>
<td>2.40 (0.06)</td>
<td>2.30 (0.06)</td>
<td>−0.10</td>
<td>.48</td>
</tr>
<tr>
<td>Wear a hat</td>
<td>2.41 (0.07)</td>
<td>2.11 (0.07)</td>
<td>−0.30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wear sunscreen with an SPFc ≥15 on your face</td>
<td>2.46 (0.06)</td>
<td>2.82 (0.07)</td>
<td>+0.36</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wear sunscreen with an SPFc ≥15 on other parts of your body</td>
<td>2.43 (0.06)</td>
<td>2.65 (0.06)</td>
<td>+0.22</td>
<td>.005</td>
</tr>
</tbody>
</table>

aWilcoxon matched-pairs signed rank test.
bSPH: sun protection habits. 1=never or rarely, 2=sometimes, 3=usually, and 4=always.
cSPF: sun protection factor.

Sunburn, Sunscreen Usage, and Time Outdoors

The baseline survey included a question about sunburns during the week before the festival, and 36.7% (69/188) of the participants reported one or more sunburns. During the festival, 31.4% (59/188) of the participants reported being sunburnt (Table 4). During the 12 months before the festival, over 91.4% (172/188) of the participants reported one or more sunburns (Table 1).

During the outdoor festival, sunburns were most commonly reported on the shoulders (36/109, 33.0%), followed by the head or face (27/109, 24.8%), neck (19/109, 17.4%), and legs (10/109, 9.2%; Table 4). The majority of sunburns reported were of mild intensity (71/109, 65.1%), followed by moderate (32/109, 29.4%) and severe (4/109, 3.7%; Table 4).

Participants who reported seeking a deliberate suntan in the previous year were more likely to report a sunburn during the outdoor festival (75% vs 57%; P=.02; Multimedia Appendix 2). Participants who reported a sunburn were also more likely to have not worn the wearable UV sensor (9% vs 2%; P=.05; Multimedia Appendix 2).

Sunscreen use was commonly reported in the follow-up survey, with 88.3% (166/188) of participants applying sunscreen one or more times during the day at the outdoor festival (Table 4). Most participants who reported being sunburned also reported applying sunscreen (51/59, 86%), and just under half of those sunburnt reported reapplying sunscreen two or more times per day (27/59, 46%).

Most participants (115/188, 61.2%) spent 2 hours outside each day of the festival; 30.8% (58/188) of the participants spent 1-2 hours outdoors and only 7.9% (15/188) spent ≤1 hour outdoors each day.
Table 4. Sunburn, sun tanning, and sunscreen use.

<table>
<thead>
<tr>
<th>Survey items</th>
<th>Baseline (N=188), n (%)</th>
<th>Follow-up (N=188), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did you experience any sunburn?(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>69 (36.7)</td>
<td>59 (31.4)</td>
</tr>
<tr>
<td>No</td>
<td>119 (63.3)</td>
<td>129 (68.6)</td>
</tr>
<tr>
<td>Total number of sunburn events(^b)</td>
<td>142</td>
<td>109</td>
</tr>
<tr>
<td>Location of sunburns</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body locations below combined</td>
<td>142 (100)</td>
<td>109 (100)</td>
</tr>
<tr>
<td>Head or face</td>
<td>50 (35.2)</td>
<td>27 (24.8)</td>
</tr>
<tr>
<td>Neck</td>
<td>20 (14.5)</td>
<td>19 (17.4)</td>
</tr>
<tr>
<td>Shoulders</td>
<td>30 (21.1)</td>
<td>36 (33.0)</td>
</tr>
<tr>
<td>Back</td>
<td>10 (7.1)</td>
<td>4 (3.7)</td>
</tr>
<tr>
<td>Chest</td>
<td>1 (0.7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Arms</td>
<td>14 (9.9)</td>
<td>6 (3.7)</td>
</tr>
<tr>
<td>Hands</td>
<td>3 (2.1)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Legs</td>
<td>7 (4.9)</td>
<td>10 (9.2)</td>
</tr>
<tr>
<td>Feet</td>
<td>7 (4.9)</td>
<td>5 (4.6)</td>
</tr>
<tr>
<td>Buttocks</td>
<td>0 (0)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Intensity of sunburns</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild (pink to light redness)</td>
<td>64 (45.1)</td>
<td>71 (65.1)</td>
</tr>
<tr>
<td>Moderate (red skin)</td>
<td>66 (46.6)</td>
<td>32 (29.4)</td>
</tr>
<tr>
<td>Severe (deep redness, blisters may develop)</td>
<td>5 (3.5)</td>
<td>4 (3.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>7 (4.9)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Have you tried to get a suntan during the festival?</td>
<td>N/A(^c)</td>
<td>97 (51.6)</td>
</tr>
<tr>
<td>No</td>
<td>N/A</td>
<td>91 (48.4)</td>
</tr>
<tr>
<td>Number of sunscreen applications per day during the festival</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>N/A</td>
<td>22 (11.7)</td>
</tr>
<tr>
<td>1</td>
<td>N/A</td>
<td>86 (45.7)</td>
</tr>
<tr>
<td>≥2</td>
<td>N/A</td>
<td>80 (42.6)</td>
</tr>
</tbody>
</table>

\(^a\)Baseline data collection: During the past week, how many times did you get sunburnt? Follow-up data collection: “We would like to know if you experienced any sunburn during November 17th to November 22nd 2019?”

\(^b\)Incidence of sunburnt body areas. Participants may have received multiple sunburn events.

\(^c\)N/A: not applicable.

Satisfaction With the Wearable UV Sensor

Adherence to the intervention device was high, with 95.7% (180/188) of the participants wearing the wearable UV sensor during the outdoor festival (Multimedia Appendix 2). Over 73.4% (138/188) of the participants found the wearable UV sensor helpful to remind them to apply sunscreen, whereas 16.5% (31/188) reported that it was not helpful and 10.1% (19/188) were unsure. Over 83.5% (157/188) of the participants would like to have this product included on wristbands for future daytime outdoor festivals. On a scale from 1 (not at all satisfied) to 10 (extremely satisfied), participants’ mean satisfaction score was high at 8.1 (range 2-10; Multimedia Appendix 2).

Open-ended questions were completed by 50.0% (94/188) of the participants. The themes discussed included helpful, reinforced behaviors, recommendations for improvements, lack of awareness, enjoyment, and lack of impact and appearance. A participant commented that the wristband and embedded UV sensor was fashionable “I thought it was a cool item that wasn’t overly apparent, so it went with the things you were wearing.” The description of each theme along with example comments from participants are shown in Multimedia Appendix 2.
Discussion

Principal Findings

In this study, we developed a wearable sun safety device and investigated the impact of the device to improve adolescents’ use of sun protection behaviors at an outdoor festival. We found that participants with a wearable UV sensor improved their use of individual SPH items, including use of sunscreen and sunglasses. There was no improvement in the combined SPH index as a result of participants decreasing their use of long-sleeve shirts, along with the use of a hat. There was no significant change in the use of shade or time spent outdoors, which is not surprising given the outdoor festival context. Only under one-third of the participants experienced a sunburn during the outdoor festival, with the shoulders most commonly sunburnt. Our results indicate that participants who had a history of deliberate sun tanning were significantly more likely to receive a sunburn during the outdoor festival. Participants reported high satisfaction rates, with most participants reporting that they would like to have the wearable UV sensor available at future outdoor events.

Sun protection is a multifaceted behavior in adolescents, involving a wide range of factors. In this field study, participants who exhibited high-risk behaviors, such as deliberate tanning, were more likely to receive a sunburn. A previous study of 4150 adolescents aged 14-17 years showed this association between adolescent sunburn and a positive attitude toward tanning as well as high rates of tanning, with 48% reporting they liked to tan [32]. The desire for tanned skin has been reported as a significant barrier to using sun protection in adolescents, with a tan associated with providing a sense of confidence, achievement, attractiveness, and the ability to fit in with their peers [8].

A photoaging app, called Sunface, which predicts the effects of sun damage to the face (such as wrinkles or aging) was tested in adolescents and was found to be effective in changing tanning and sun safe behaviors [33]. During 2010-2014, the nationwide campaign The dark side of tanning targeted young Australians’ attitudes toward tanning and was shown to be effective at reducing positive attitudes toward tanning [34]. In Australia’s nationwide sun protection telephone survey, 60% of adolescents reported a preference to tan in 2003, which dropped to 38% in 2013, and remained unchanged in 2019 [35]. A review of interventions to reduce tanning has shown that many programs are designed to increase knowledge of the risks of tanning and that there is the potential to formulate new programs to incorporate relevant addiction science techniques, including the use of brief motivational and cognitive behavioral-based interventions [36].

Another key barrier to sun protection reported by adolescents is forgetting to protect their skin [41,42]. This may explain why adolescents have good sun protection knowledge but still report high rates of sunburn. To reduce the impact of forgetfulness, interventions that act as a reminder to target behaviors at the actual point of need are required [21]. The wearable UV sensor developed in this study, which changes color in the sun notifying the user that sun protection is required, is an example of a real-time, wearable prompt for sun safety. Other technologies such as UV detection stickers have been shown to be useful prompts for the re-application of sunscreen. Our research previously tested UV detection stickers in 428 adults during an outdoor sporting event with the aim of improving the re-application of sunscreen. We found that participants provided with a UV detection sticker were more likely to re-apply sunscreen than controls (80% vs 68%; P=.04); however, the stickers did not reduce sunburn rates [20]. The wearable UV sensors tested in this study notified the user when they were exposed to UVR, whereas UV detection stickers prompt the user when their sunscreen required re-application. These ecological momentary interventions are examples of reminders to influence behaviors within an environmental context, as tailoring the content of health messages based on individual characteristics can improve willingness to change [21].

Strengths and Limitations

The strengths of this study include recruiting a large sample of adolescents who wore a UV sensor for 1 week in a high UV setting. This target group is typically difficult to reach in public health research, and the findings of this study could be applied as long-sleeve shirts or hats did not improve during the festival, whereas the use of sunglasses did. The use of long-sleeved shirts may not be considered fashionable or practical in hot environments, and hat hair after using a hat, which can negatively alter a hairstyle, has previously been cited as a barrier to hat use in adolescents [8]. To effectively target sun protection behavior in youth culture, further interventions may need to focus on changing adolescents’ perceptions of what is healthy and fashionable [38].

A key priority for skin cancer prevention technology should be to understand the factors that reduce the incidence of sunburn. In our study, 31% of the participants reported one or more sunburns during the festival, which is similar to previous estimates showing 26% of Australian adolescents aged 12-17 years reported being sunburnt on summer weekends [39]. Many participants in this study reporting sunburns also reported wearing and reapplying sunscreen, suggesting sunscreen was not applied sufficiently to provide adequate UV protection. The reasons that people may receive an unintended sunburn after sunscreen use has been explored using qualitative interviews, which showed adults overestimated the amount of time they could safely be exposed to the sun and not reapplying sunscreen often enough, especially during water-based activities [40]. This study was based on a beach environment that may involve swimming, and this requires more frequent sunscreen applications. The wearable UV sensor was worn by almost all participants for the duration of the study, highlighting the robustness of the device.

Another key barrier to sun protection reported by adolescents is forgetting to protect their skin [41,42]. This may explain why adolescents have good sun protection knowledge but still report high rates of sunburn. To reduce the impact of forgetfulness, interventions that act as a reminder to target behaviors at the actual point of need are required [21]. The wearable UV sensor developed in this study, which changes color in the sun notifying the user that sun protection is required, is an example of a real-time, wearable prompt for sun safety. Other technologies such as UV detection stickers have been shown to be useful prompts for the re-application of sunscreen. Our research previously tested UV detection stickers in 428 adults during an outdoor sporting event with the aim of improving the re-application of sunscreen [20]. We found that participants provided with a UV detection sticker were more likely to re-apply sunscreen than controls (80% vs 68%; P=.04); however, the stickers did not reduce sunburn rates [20]. The wearable UV sensors tested in this study notified the user when they were exposed to UVR, whereas UV detection stickers prompt the user when their sunscreen required re-application. These ecological momentary interventions are examples of reminders to influence behaviors within an environmental context, as tailoring the content of health messages based on individual characteristics can improve willingness to change [21].
to other high UV environments such as sporting events or summer festivals. Limitations of this study include self-reported outcome measures, including wearable UV sensor compliance as well as the low response rate for the follow-up survey, and no datasets were collected on long-term sustained behavior change. The wearable UV sensor developed in this study was designed to not be removed once worn and was required to be viewed each day for festival entry. Only 4.3% (8/188) of the participants in our study reported removing the UV sensor wristband and not wearing it during the outdoor festival, and we did not collect further data on if they obtained a replacement band. The Hawthorne effect, where study participants alter their behavior because of being observed, could be a potential factor for the increase in sunscreen use [43]. The extent to which the provision of free sunscreen contributed to behavior change compared with wearing the UV sensor remains unknown. However, in Australia, legislation states that all people who are exposed to sunlight at outdoor events should be able to re-apply sunscreen every 2 hours. Guidelines further stipulate that if security measures prevent sunscreen from being brought inside the venue, event organizers have a duty of care to provide easy access within the venue. In Australia, it is common for sunscreen to be promoted and supplied by event organizers at outdoor mass gathering as standard care.

Participants who completed the study were mainly young females, and the results may not be generalizable to other subgroups of the population. However, adolescents are commonly underrepresented in prevention studies, spend long periods of time in the sun, and have higher rates of sunburn than adults [44]. Selection bias was a further limitation as participants were recruited at this event using a sequential, convenience sample, and we did not use a random sampling method.

Conclusions

This study developed and tested the effectiveness of a wearable UV sensor to improve sun protection and decrease sunburn in adolescents at an outdoor festival. Provision of a wearable UV sensor and free sunscreen improved use of sunglasses and sunscreen in participants. The wearable UV sensors did not reduce sunburn rates, and those who reported a history of suntanning were more likely to be sunburnt. The wearable UV sensor technology resonated with adolescent participants in this study with high satisfaction rates, and participants found them to be a helpful reminder for sun protection.
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Abstract

Background: Despite growing evidence supporting the vital benefits of physical activity (PA) for breast cancer survivors, the majority do not meet the recommended levels of activity. Mobile app–based PA coaching interventions might be a feasible strategy to facilitate adherence of breast cancer survivors to the PA guidelines. To engage these individuals, PA apps need to be specifically designed based on their needs and preferences and to provide targeted support and motivation. However, more information is needed to understand how these technologies can provide individual and relevant experiences that have the ability to increase PA adherence and retain the individual’s interest in the long term.

Objective: The aim of this study is to explore insights from breast cancer survivors on motivational and personalization strategies to be used in PA coaching apps and interventions.

Methods: A qualitative study was conducted, using individual semistructured interviews, with 14 breast cancer survivors. The moderator asked open-ended questions and made use of a slideshow presentation to elicit the participants’ perspectives on potential mobile app–based intervention features. Transcribed interviews were evaluated by 3 reviewers using thematic content analysis.

Results: Participants (mean age 53.3, SD 8.7 years) were White women. In total, 57% (8/14) of the participants did not adhere to the PA guidelines. In general, participants had access to and were interested in using technology. The identified themes included (1) barriers to PA, (2) psychological mediators of PA motivation, (3) needs and suggestions for reinforcing motivation support, (4) personalization aspects of the PA coaching experience, and (5) technology trustworthiness. Motivational determinants included perceived control, confidence and perceived growth, and connectedness. Participants were interested in having a straightforward app for monitoring and goal setting, which would include a prescribed activity program and schedule, and positive communication. Opinions varied in terms of social and game-like system possibilities. In addition, they expressed a desire for a highly personalized coaching experience based on as much information collected from them as possible (eg, disease stage, physical limitations, preferences) to provide individualized progress information, dynamic adjustment of the training plan, and context-aware activity suggestions (eg, based on weather and location). Participants also wanted the app to be validated or backed by professionals and were willing to share their data in exchange for a more personalized experience.

Conclusions: This work suggests the need to develop simple, guiding, encouraging, trustworthy, and personalized PA coaching apps. The findings are in line with behavioral and personalization theories and methods that can be used to inform intervention design decisions. This paper opens new possibilities for the design of personalized and motivating PA coaching app experiences for breast cancer survivors, which might ultimately facilitate the sustained adherence of these individuals to the recommended levels of activity.
Introduction

Background
Breast cancer affects a large and growing population of women globally and is the second leading cause of death among women [1,2]. Fortunately, owing to advancements in screening and treatment, survival rates are on a steady rise [3]. In their journey during and after treatment, breast cancer survivors often need personalized support and encouragement to take a proactive approach in the self-management of their health and quality of life [4]. Participating in physical activity (PA), such as walking or jogging, is recommended as part of that process providing vital benefits to survivors, which include prevention of cancer recurrence, decrease in side effects from treatment, and improvements in fitness, body size, and quality of life [4-6]. However, most breast cancer survivors do not meet the PA guidelines and recommendations, with reported estimations of <10% in some studies based on self-reported PA data [7,8].

The growing demand for cost-effective alternatives to help people reach their personal activity targets, paired with the advancements in mobile monitoring technologies, has increased interest in the research and development of mobile PA coaching apps and interventions [9-11]. These are aimed at motivating people to change their activity behavior by means of coaching elements, such as measuring the user’s daily PA and providing feedback, guidance, and incentives, to generate awareness on current behavior and ultimately stimulate users to achieve and maintain an active lifestyle [12]. At present, these systems have the potential to provide engaging real time coaching experiences for users, and as suggested in related studies, these systems may be a feasible strategy for motivating cancer survivors to adhere to the recommended levels of PA [13,14].

Although there has been an increase in the popularity of PA apps, the vast majority is targeted at the healthy active population [15]. These apps are generally not suitable for individuals who may struggle with disease-specific barriers [16] and may have particular coaching needs for PA, such as breast cancer survivors [14]. To increase the likelihood of mobile PA coaching interventions being accepted and benefitting breast cancer survivors, it is essential to understand their contextual characteristics, needs, and preferences as end users of the technology to inform system design [17]. A few studies have looked into the specific requirements of breast cancer survivors for technology-based PA coaching interventions [14,18,19]. However, there is more to understand about what can hold their interest and motivate them to increase their PA levels in the long term. Previous work highlights the importance of exploring behavioral theories of motivation and personalization aspects in the design of these systems [20].

Using methods from behavioral theory in tools that aim to increase PA is believed to increase the success of these technology-supported interventions [21]. To achieve this, the technology should include evidence-based techniques drawn from behavior change theories that directly address the special barriers and motivators for PA adherence among the target users. Previous studies suggest that theories such as the social cognitive theory (SCT), transtheoretical model (TTM), and self-determination theory (SDT) should be used in the design of PA interventions for breast cancer survivors [22,23]; however, there is more to learn in this direction and to have a better understanding of the practical implications of technology implementation [23,24]. Furthermore, it is generally believed that tailoring or personalizing any number of methods for creating communications individualized for their receivers is associated with an increase in the effectiveness of behavior change systems [25,26]. Personalization can contribute to capturing and holding the user’s interest, which is of utmost importance in systems that generally struggle with user abandonment [27-29]. Recent work in this area deals specifically with real time personalization of PA coaching apps and suggests a number of strategies (eg, user targeting, goal setting, adaptation) that can be used and combined for that purpose [12,20]. In line with this, previous studies with breast cancer survivors seem to suggest a preference for an app experience that is highly tailored to each user [14,24,30]. However, there is still very little evidence on which factors can be taken into account for the creation of individualized experiences for these individuals.

Objectives
To our knowledge, no study has thoroughly explored the perspectives of breast cancer survivors toward personalization and motivational aspects in PA coaching apps. Therefore, we conducted a qualitative research study with the goal of obtaining practical insights from breast cancer survivors on how a PA app may be accepted and provide personally relevant and engaging experiences to these individuals. These insights were applied to established constructs from theory on behavior change, SCT, and SDT and on personalized coaching to inform future app design.

Methods
Study Design
This study adopts a qualitative approach comprising semistructured interviews. The methods used were based, in part, on the qualitative work of Robertson et al [13] on mobile health (mHealth) PA intervention preferences in cancer survivors.

Individual face-to-face semistructured interview sessions were conducted to gather information on the patients’ experiences and perspectives about PA coaching apps, including their thoughts and experiences (eg, barriers and facilitators or motivators) about PA and the use of PA apps, and their insights on various coaching strategies and characteristics.
Theoretical Basis
To understand the determinants of PA among breast cancer survivors, we considered 2 theoretical approaches that address this issue of motivation: the SCT and the SDT. The SDT by Ryan and Deci [31] suggests that self-motivation evolves from the degree to which a person’s innate psychological or basic needs are met within their social context. The 3 psychological needs identified in the theory are competence, a person’s ability to interact effectively within their environment; autonomy, a person’s perceived control of their choices; and relatedness, sense of connectedness to others in the immediate environment [32]. The theory proposes that satisfying these needs may promote and facilitate motivation by developing more intrinsic motivations—performing tasks for inherent enjoyment, interest, and pleasure of accomplishing them—consequently leading to task persistence [31]. The SCT, as proposed by Bandura et al [33,34], establishes that a person with given beliefs, information, and needs functioning in given social and physical environments will engage in a behavior that will have a consequent outcome. The 2 primary determinants of behavior in SCT are expected outcomes: expectations about the outcomes resulting from engaging in behavior and self-efficacy, or efficacy, expectations (beliefs) about one’s ability to engage in or execute the behavior. Self-efficacy is widely recognized as one of the strongest determinants of PA participation [35]. Another core component of SCT is the sociostructural factor, which includes impediments and facilitators to performing the desired behavior.

Another aspect that has been associated with an increase in engagement and effectiveness of behavior change systems is personalization, which may help increase the intended effects of the communication provided by these technologies. In particular, the model of real-time personalization in PA coaching systems [12] defines 7 different personalization concepts that can be explored in these systems to provide unique and dynamic experiences to each user. They are feedback, presenting individuals with descriptive, comparative, and/or evaluative information about themselves; goal setting, presenting the user with short-term and long-term goals that can create a feeling of progress; user targeting, conveying, explicitly or implicitly, that the communication is designed specifically for the user; interhuman interaction, support for any form of interaction with other real human beings; adaptation, direct communication to individuals' status on key theoretical determinants of the behavior of interest; context awareness, providing relevant information and/or services to the user based on the user’s context (not including user characteristics) and needs or goals; and self-learning, the ability to update the internal model of the user over time by recording and learning from the various user interactions with the app.

Finally, gamification, the use of game design elements in nongame contexts [36], was also considered in the analysis of this study. Gamification has been broadly used in health and fitness apps, with studies suggesting its potential to create fun and engaging experiences for the users [37,38]. Gamification methods include points, rewards, competition, avatars, and themes.

Recruitment
The inclusion criteria for research participants were oncology patients with a history of breast cancer (stages I-III) that finished primary curative treatment (ie, surgery, radiotherapy, and chemotherapy), aged >18 years, own and use a mobile phone or smartphone, and have the ability to read and speak Spanish, with no known impairments or comorbidities, and no restrictions on PA.

The participants were recruited from the Oncology Clinic of the Oncoavanze group (in Seville, Spain) by placing a phone call to the eligible individuals identified in the Oncoavanze patient database. Recruitment was conducted until saturation of results was reached, which was considered when there was no new information (themes) arising from the qualitative data. This study was approved by the Biomedical Research and Ethics Committee of the Junta de Andalucía in Spain. Subjects’ agreement for participation was obtained through an informed consent process. All individuals who decided to participate had attended the interview sessions, and none of them dropped out of the study.

Data Collection
The study sessions took place in a private room at the Oncoavanze headquarters, where only the session facilitator and the participant were present. Data collection ran from July 12 to 27, 2018, and was conducted by the main investigator (FG), a biomedical engineer and PhD candidate trained in qualitative research methods. The sessions lasted 35-60 min.

Standardized Questionnaires and Demographics
At the beginning of the sessions, initial assessments were made to describe the participants’ characteristics. Structured questionnaires and scales were administered to collect data on demographics (questionnaire), satisfaction with life scale (SWLS; Spanish version of the SWLS [39]), technology use and interest (questionnaire based on a study by Robertson et al [13]), and PA (questionnaire: Spanish version of the International Physical Activity Questionnaire-Short Form, IPAQ-SF [40]). The IPAQ-SF results were also used to extrapolate the adherence of participants to the PA guidelines [41], a step done by GS.

Semistructured Interviews
During the interviews, FG provided trigger questions to the participants based on a semistructured interview guide and took field notes. The first part of the interview was a discussion in which the moderator asked open-ended questions, followed by conversational probes as appropriate. This part included questions about participants’ experiences with managing their health and PA, including barriers and facilitators, previous use of mobile apps, and perspectives toward a tailored PA app and related requirements (Multimedia Appendix 1). During the second part, after a general introduction about PA apps and personalization, the moderator used a slideshow presentation of possible app features (Multimedia Appendix 2) and asked participants to share their thoughts and opinions on the featured content. In an attempt to avoid obtaining insights biased by the example features shown, before showing each of them, the
moderator asked participants if they could contextualize the strategy being discussed with a real life example not necessarily related to PA or apps (eg, can you think of an example in your life where defining goals was important or useful to you?).

Two researchers, FG and OR, designed the interview guide following an iterative process (Multimedia Appendix 1). The questions and slideshow presentation were derived from the work of Robertson et al [13] and chosen to combine concepts of personalization in PA coaching apps [12,20] and behavioral theory [31,34] (eg, monitoring, goal setting, social connectedness, and context awareness) as well as practical questions (eg, participant perspectives and preferences). Given that the literature suggests that breast cancer survivors’ main and preferred form of exercise is walking, including activities of daily living [18,24], and to have a more comprehensive research in that direction, the features presented targeted specifically such types of aerobic activities. In addition, the slideshow presentation and explanations were designed assuming an audience with low technical knowledge.

Interviews were conducted in Spanish. All sessions were recorded with a digital audio recorder and transcribed verbatim. All transcribed data were deidentified and securely stored on password-protected computers. Participants’ quotes considered in the analysis were later translated to English for writing the Results section. It was not a literal translation owing to the amount of unique linguistic expressions used by the participants, which are characteristic of their region. Translated transcripts were validated linguistically and culturally through back-translation techniques and evaluated by bilingual translators.

Data Analysis

Data analysis was conducted by 3 independent reviewers (FG, OR, and ED) on the original Spanish transcripts, and consisted of both deductive and inductive approaches. FG is a PhD student trained in qualitative research methods, and both OR and ED are senior researchers with experience in qualitative research.

A preliminary coding frame was defined by 2 researchers (FG and OR) based on the main topics of interest assessed using the interview guide: barriers and facilitators on PA, insights on potential app functionalities and characteristics, and opinions on potential app functionalities and characteristics. This initial deductive phase allowed the coders to become familiar with the content and filter out irrelevant information.

After this initial step, the 2 coders (OR and ED) used an approach drawn from inductive methods, based on a thematic content analysis [42], and theoretically informed deductive methods. In the latter method, SCT [33,35,43] and SDT [31,44] constructs, personalized coaching strategies [12,20,25], and gamification mechanics [37] helped to identify internal and external motivational influences on participants’ PA adherence and PA app use. The analysis involved a comparison of the aforementioned theories with the raw data. This comparison enabled the researchers to code theoretically relevant constructs (eg, competence, relatedness) that then helped to identify themes associated with motivational determinants of PA adherence (eg, confidence and perceived growth, social connectedness), intervention characteristics (eg, activity monitoring and goal setting, interacting with other users), and how they can support motivation by influencing the motivational determinants.

At the end of each iteration, the themes and subthemes were reviewed and refined. Recurring themes and subthemes were consolidated and coded through an iterative process.

Preliminary findings were then reviewed by a third coder (FG), who reviewed it against the interview transcripts and field notes and proposed a final readjustment to the results. Any discrepancies during the coding process were resolved by consensus. Illustrative quotes for each subtheme were selected from the data set. Microsoft Excel version 16 was used to organize content within thematic categories.

Results

Participant Characteristics

Semistructured interviews were conducted with 14 patients with breast cancer. The age of the participants ranged from 43 to 69 years, with a mean of 52.8 (SD 8.8) years and a median of 50 (IQR 47.3-56.8) years. The number of years since diagnosis ranged from 1 to 11.5, with a mean of 4.25 (SD 2.8) years and a median of 3.9 (IQR 2.5-5.4) years. Participants were well educated and most were employed (11/14, 79%). The IPAQ-SF scores indicated that most participants had a moderate or high level of PA (12/14, 86%). When analyzing the IPAQ-SF answers in terms of the activity type and intensity, 8 participants reported only doing low-intensity activities (eg, light walks) and therefore did not adhere to the PA guidelines. In addition, 7 of the 14 participants reported spending 5 hours a day of sedentary behavior. The mean SWLS score was 17.6 (SD 4.2), indicating a neutral-to-good satisfaction with life. Most participants reported being very interested in technology, reported having ready access to technological devices, and have shown high usage of a variety of technology functionalities (Multimedia Appendix 3). However, some reported neutral self-reported skill with technology (5/14, 36%). More details are provided in Table 1.
Table 1. Participant characteristics (N=14).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>4 (29)</td>
</tr>
<tr>
<td>Married</td>
<td>10 (71)</td>
</tr>
<tr>
<td>Divorced</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Basic school</td>
<td>1 (7)</td>
</tr>
<tr>
<td>High school</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Higher education</td>
<td>2 (14)</td>
</tr>
<tr>
<td>University or college</td>
<td>9 (64)</td>
</tr>
<tr>
<td>Current employment status</td>
<td></td>
</tr>
<tr>
<td>Not working</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Employed</td>
<td>11 (79)</td>
</tr>
<tr>
<td>Receiving pharmacological treatment</td>
<td>10 (71)</td>
</tr>
<tr>
<td>Indication for PA&lt;sup&gt;a&lt;/sup&gt;</td>
<td>11 (79)</td>
</tr>
<tr>
<td>IPAQ-SF&lt;sup&gt;b&lt;/sup&gt; level</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Moderate</td>
<td>11 (79)</td>
</tr>
<tr>
<td>Low</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Adheres to PA guidelines (&gt;150 min per week=moderate activity or &gt;75 min per week=vigorous activity)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>6 (43)</td>
</tr>
<tr>
<td>Interest in technology</td>
<td></td>
</tr>
<tr>
<td>Agree or strongly agree</td>
<td>12 (86)</td>
</tr>
<tr>
<td>Neutral</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Disagree or strongly disagree</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Self-reported skill with technology</td>
<td></td>
</tr>
<tr>
<td>Agree or strongly agree</td>
<td>9 (64)</td>
</tr>
<tr>
<td>Neutral</td>
<td>5 (36)</td>
</tr>
<tr>
<td>Disagree or strongly disagree</td>
<td>0 (0)</td>
</tr>
<tr>
<td>“I like to experiment with new technology”</td>
<td></td>
</tr>
<tr>
<td>Agree or strongly agree</td>
<td>7 (50)</td>
</tr>
<tr>
<td>Neutral</td>
<td>5 (36)</td>
</tr>
<tr>
<td>Disagree or strongly disagree</td>
<td>2 (14)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PA: physical activity.  
<sup>b</sup>IPAQ-SF: International Physical Activity Questionnaire-Short Form.  
<sup>c</sup>On the basis of the IPAQ-SF answers.

**Themes**

The following themes were identified from the interview data. These include aspects related to PA adherence and design considerations for PA apps in breast cancer survivorship. The main themes identified were as follows: (1) barriers to PA, (2) psychological mediators of PA motivation, (3) needs and suggestions for reinforcing motivation support, (4) personalization aspects of the PA coaching experience, and (5) technology trustworthiness (Figure 1). Subthemes are introduced below within each of the main themes’ sections. A table with supporting quotation is provided in Multimedia Appendix 4.
**Barriers for PA**

Although participants seemed generally aware of the importance of PA, they often expressed the challenges and difficulties that prevent them from being more active. These included lack of time, physical limitations, emotional challenges, and lack of information. From the SCT perspective, these can be defined as sociostructural factors that can inhibit the performance of the behavior.

**Lack of Time**

Time management challenges were often raised across most participants. The 2 main reasons associated with these challenges were work schedule and being in charge of relatives:

*My daughters are still ten years old, and during the morning I work, I take them to school and I pick them up from school. So, when I don’t have to take them to school, I walk [to work]. […] At work, I am sitting most of the morning. And, in the afternoon, I combine their extracurricular activities [in own schedule], so I’m not very constant in maintaining physical activity.*

[P03, aged 48 years, moderate PA level, neutral skill with technology]

*We live so fast that we don’t know how to manage time, and [then] we say we don’t have time to do it. […] The barrier is time management because I’m in an important professional moment […] and on top of that I’m also a mum, so I choose [to leave aside] sports… I leave it [sports] as a last priority […].*

[P10, aged 39 years, moderate PA level, neutral skill with technology]

**Physical Limitations**

Many breast cancer survivors report experiencing side effects from the disease and treatment, particularly physical problems, which can limit the extent to which they participate in PA. Among the physical burdens reported by the participants were lymphedema, weight gain, changes in body image, muscular and joint pain, fatigue, and neuropathy:

*Because you know that due to the “remains” of the neuropathy, fatigue, tiredness, and muscular pains, either you move or everything [all the physical burdens] will be much worse… it will hurt more or you will be more tired.*

[P02, aged 50 years, moderate PA level, neutral skill with technology]

*I felt* many barriers associated with the lymphedema and weight [gained], when doing activity [exercise] with gym equipment. [P05, aged 43 years, moderate PA level, high skill with technology]

*[…] between what they put in you [referring to medication] and the volume of weight that you gain […] you get out of breath.*

[P08, aged 47 years, moderate PA level, high skill with technology]

**Emotional Challenges**

Some participants suggested that their emotions were also affected after treatment and that it could negatively influence their motivation to participate in PA. Such emotional instability was reflected in feeling more stressed and depressed. They often
suggested how common it was to have bad thoughts after the cancer:

We are people who stress easily and manage stress even worse now than before the disease. Also because of the medication we receive… it gives some emotional instability… [P02, aged 50 years, moderate PA level, neutral skill with technology]

For a while now I have stopped doing it [physical activity] because I was a little depressed and stressed. [P04, aged 48 years, moderate PA level, high skill with technology]

People start [saying] “Oh, I’m feeling bad, I’m feeling bad, I’m feeling bad…”, and in that way, you don’t recover. [P04, aged 48 years, moderate PA level, high skill with technology]

Lack of Information

Although most participants were advised to be more active by their health care professionals, they reported having unmet information needs on the type, amount, and duration of PA. It was also suggested that some doctors were outdated and recommended rest instead of PA:

[... the order of exercises or of stretching [... or, maybe, if something hurts, what exercises can be better for you, or what type of things you shouldn’t do. [P02, aged 50 years, moderate PA level, neutral skill with technology]

What makes me angry is that there are many doctors that are still very outdated and the first thing they tell you is to rest… that’s the easiest… and then people “rust”. [P04, aged 48 years, moderate PA level, high skill with technology]

[...] you often find yourself a bit disoriented [...]. [Talking about mastectomy] I found out much later, once I had already finished the treatment, about lymphedema… I did not know that I had to do some exercises. [P07, aged 56 years, moderate PA level, high skill with technology]

Psychological Mediators of PA Motivation

This theme presents the psychological mediators of behavior change associated with breast cancer survivors’ adherence to PA. These were analyzed through the lenses of the SDT and SCT approaches and included perceived control on behavior and goals, confidence and perceived growth, belief in PA outcomes, and social connectedness.

Perceived Control of Behavior and Goals

Perceived control is related to the concept of autonomy, as defined in the SDT, which is associated with the feeling of being the origin of one’s own behaviors and experiencing volition in action. Participants reported a willingness to play an active role in managing their health as it could positively influence their own and their loved ones’ lives. This can be associated with a sense of ownership and value alignment, which influence perceived autonomy:

It was me [the source of motivation]. Me, because I had to save my children… I was pregnant. [P04, aged 48 years, moderate PA level, high skill with technology]

I have been given an opportunity of being here, in life, again… and I have to make the most out of it, doing good for others and being happy. [P11, aged 69 years, moderate PA level, high skill with technology]

In addition, there seemed to be a need to self-regulate and feel in control of their PA experience. Participants highlighted several aspects related to acting in alignment with their own goals and choosing a personal PA strategy, which are characteristics of autonomy support:

The objective is to always have some group or activity to sign up to, always… be it pilates or aquagym. [...] not leaving it to when I feel like doing it, but to present myself with a concrete activity. The specific objective is general maintenance, controlling… I do it for my health [...] [P01, aged 57 years, low PA level, neutral skill with technology]

[...] Now I’m more interested in the subject of calories, due to the pill that I’m taking, anti-hormone, and all that. I want to have more control over it. [...] Setting goals and objectives is always important. [...] [P13, aged 47 years, moderate PA level, high skill with technology]

I think that in the end it’s you who sets your own targets and if you feel good with what you are doing then that’s all you need. [P07, aged 56 years, moderate PA level, high skill with technology]

Confidence and Perceived Growth

A person’s confidence in one’s own capacity to perform a behavior or a task is defined, according to SCT, as self-efficacy. It is often associated with the concept of competence of SDT, which is about the need for perceived capability and growth in performing the desired behavior. In the context of breast cancer survivors, the belief in their capacity to perform more PA seemed to be limited by their physical and psychological barriers and fears. Participants referred to their difficulties in starting, or restarting, to perform PA after treatment and how they needed to start slow. There was this general perception that they had lower physical capabilities than before treatment:

I went back to training and you want to start almost where you left off, and physically you are not in the same conditions, then it costs you a little, it’s like starting from scratch. [P05, aged 43 years, moderate PA level, high skill with technology]

In the beginning, when I finished the treatments, it was very difficult to do physical activity. [...] I had more fear than actual [self-] confidence [...]. [P02, aged 50 years, moderate PA level, neutral skill with technology]

Participants talked about the importance of feeling improvements, for example being progressively challenged, being successful in achieving defined goals, and feeling
improvements on their biological processes (eg, weight loss and heart rate). This is related to the concepts of growth and mastery of experience, from SCT and SDT, which involve exercising one’s capacities, acquiring new skills, or receiving constructive feedback. These, over time, are believed to increase confidence, autonomy, and satisfaction:

So, you realize how you are improving, because, of course throughout the time that you are burning calories, you are losing weight and you are improving your performance. [P04, aged 48 years, moderate PA level, high skill with technology]

[That] these objectives would vary if you have been accomplishing part of them... that they would be each time more complex and allowing you to overcome yourself. So, in this way, [...] you start feeling better because every time you can achieve more objectives, doing more stuff or goals. [P02, aged 50 years, moderate PA level, neutral skill with technology]

Some participants also suggested that their source of confidence was associated with their success in overcoming their disease or relapses. In this line, having positive and constructive thoughts was an important part of their process of acceptance and self-motivation after cancer. This is related to the idea of positive self-talk in SCT, which is believed to increase self-efficacy (confidence):

I think it motivated me psychologically that I could say “I did it [recovered] and I was capable of doing it”, and it was extremely complicated... [it was] a pretty hard road [process of recovery]. [P05, aged 43 years, moderate PA level, high skill with technology]

Belief in PA Outcomes

Interviewees seemed to be aware of the importance of integrating PA in their lives. This can be associated with the concept of outcome expectations from SCT. Participants’ awareness of the physical and psychological benefits of PA in breast cancer survivorship was highlighted as a source of motivation to be more active:

The fact that you can move more, helps you relax your mind. The fact that you can find yourself more agile, helps you to feel better about yourself... [...] I believe sport is fundamental [...] it’s about constant improvement... which, for people who come out of cancer [...] and that have been in a capsule of medicines, pain and mental focus [...] when that capsule opens you are so broken that any reasonable target is seven or ten steps that you climb... sport helps a lot in that sense. [P02, aged 50 years, moderate PA level, neutral skill with technology]

It motivates me that I feel better [by being active]... I feel much better physically and psychologically. More lively, as if with more strength, energy... yes, that’s what motivates me. [P05, aged 43 years, moderate PA level, high skill with technology]

Social Connectedness

Social connectedness, or relatedness, is one of the psychological needs of SDT. Aspects related to social support by health care professionals, peers, and close ones were raised during the interviews. Participants had varied opinions on relatedness depending on the source of support. These aspects are also related to the component of SCT on sociostructural factors that can affect behavior.

Health Care Professionals

Opinions on interactions with health care professionals who took part in their treatment were generally very positive. Often, participants stated that they were crucial in helping them become motivated to cope with the disease and to adhere to PA, and particularly highlighted the importance of the psycho-oncologists:

The psychologist is very important because you talk to her [...] she cheers you up and then you feel like coming back and do stuff [talking about PA]. [P05, aged 43 years, moderate PA level, high skill with technology]

[After treatment] I had more fear than actual [self-] confidence. I was lucky to go to a psycho-oncologist [...] and she encouraged me not to stop doing physical activity... I also met [name of an exercise trainer] [...] which was a very important help. [P02, aged 50 years, moderate PA level, neutral skill with technology]

Peers

Opinions on peer support and interaction were not straightforward, with a mixture of positive and negative thoughts by participants. On the positive side, because breast cancer survivors share this common life experience, they can understand each other’s situations, feelings, and fears, which enhances the feeling of relatedness and facilitates positive interactions between them:

If you get together with someone that has a similar experience, and you talk and share your feelings, that’s a support. [P01, aged 57 years, low PA level, neutral skill with technology]

Especially when you are with people who are going through the same as you, then you vent a lot [...] sometimes you don’t have to talk, just hanging out, laughing, and disconnecting from problems... it helps a lot. [P05, aged 43 years, moderate PA level, high skill with technology]

Positive opinions regarding performing PA in groups were also expressed by participants. In particular, it was suggested that it could help in socializing and avoiding getting bored. In addition, the fact that they could see others like themselves performing PA seemed to be motivating:

Doing PA in a group is different... but if you are doing alone, you do not progress, and sometimes you give up because you get bored. When you do not progress, it is interesting if someone motivates you.
Activity Monitoring and Goal Setting

Receiving information on the activity performed, together with goal setting, may help monitor the desired behavior and take actions to regulate it. Both monitoring and regulating are the main components of self-control, which is a construct used in SCT-based interventions. The participants were very interested in being able to monitor the different aspects related to their activities (including steps, duration, distance, and speed). In addition, some were particularly interested in knowing the calories burnt during exercise:

All the information [regarding own PA] seems important to me… the more information you have on an exercise that you are doing, the better. Everything seems important because sometimes you are guided [by this information]. [P05, aged 43 years, moderate PA level, high skill with technology]

I find it super motivating… [for example] if yesterday I ran an hour and I walked so many steps, [that the app shows] these many kilometers or these many calories burnt. I find it super interesting. [P10, aged 39 years, moderate PA level, neutral skill with technology]

Interviewees often highlighted the importance of clearly defining goals to help them adhere to PA. Goal setting is a behavior change strategy that fits and can be inspired in SCT and SDT. Suggested goals were mostly quantitative and short term, for example, a number of steps, distance, duration, or speed. Participants also mentioned that these should be slightly more challenging each time:

It is very common in my life to set objectives in the short-term, particularly now, and some more on the long-term, but never much on the long-term… not too much… a period that makes sense to me. Yes, I do this [setting goals] a lot. [P02, aged 50 years, moderate PA level, neutral skill with technology]

What I’ve proposed during this process [of trying to be more active] was “I have to do this many daily steps, and each day I will be better… each day I will do a little more”. [P06, aged 50 years, moderate PA level, neutral skill with technology]

To me, that I’m a very organized person, it sounds very good because it’s a way of controlling, you control what you are doing [in terms of activity]. [P13, aged 47 years, moderate PA level, high skill with technology]

PA Prescription

Participants suggested having a prescribing tool that would help them plan their PA (key component of goal setting), with details on what they have to do and when to do it. It was also ideated as an activity program that would help them recover their physical fitness and routine after treatment. This seemed to be a way of addressing their barriers of lack of time and lack of detailed PA information:

What I had told you before, having a calendar or creating a schedule [in a physical activity app] would
be great. [P01, aged 57 years, low PA level, neutral skill with technology]

[...] there is a lot of people who don’t know how to plan. It seems great to have a plan of what you have to do and when you have to do it [physical activity], from Monday to Sunday... It seems perfect. [P10, aged 39 years, moderate PA level, neutral skill with technology]

[...] you finish treatment and you have abandoned a little exercising [...] and physically you are not the same. Better [to have] that, a program that tells you how to resume everything, how to come back to training. [P05, aged 43 years, moderate PA level, high skill with technology]

Some also suggested including recommendations for other types of exercises, not only physical but also for relaxation, meditation, or nutrition:

[...] in those moments that you are not feeling well, maybe you have to do something of relaxation or meditation for those alternative days [...]. [P06, aged 50 years, moderate PA level, neutral skill with technology]

Positive Reinforcement

Reinforcement is a construct that is widely used in SCT-based interventions. Reinforcements are defined as incentives and rewards to encourage behavior change. Participants reported the importance of receiving such positive reinforcements to acknowledge their efforts:

[...] with positive reinforcement, for example, “look how well you did” and “you have completed your daily objective” or “you have little left to achieve your weekly goal” [...]. So, for me [it would be enough] a simple recognition of “you did well”, [or] a funny and convincing “you’re on your way” [...]. It is great [to have this]. [P02, aged 50 years, moderate PA level, neutral skill with technology]

When you reach your objective that, in some form of message, acknowledges it and incites you to continue, and to propose new challenges. [P06, aged 50 years, moderate PA level, neutral skill with technology]

Absence of Pressure

Another relevant characteristic to some participants was the absence of pressure, as they did not want to feel pressure toward performing PA. This was particularly evident when talking about app communication. Participants reported not wanting to get negative reactions from the app when they did not reach their goals. This is associated with the characteristics, positive feedback from competence support, and absence of pressure from autonomy support:

I wouldn’t like that it would react [...] like “you have failed”. So, what I mean is that the [virtual] coach [when the user does not comply with an objective] would never react with a negative message. [...] [Instead] it should be “cheer up, I will wait for you tomorrow at 9”. [P10, aged 39 years, moderate PA level, neutral skill with technology]

[...] if after the goals are not reached, there is no need to get frustrated. [P13, aged 47 years, moderate PA level, high skill with technology]

In addition, participants suggested wanting the just enough reminders or notifications from the app:

Well, I think it’s quite interesting, if it doesn’t bombard you too much. Imagine that you don’t feel like it, and there’s this annoying thing telling you [to do it]. [P01, aged 57 years, low PA level, neutral skill with technology]

That would be very good. [...] A reminder to get a move on the physical matter; [...] to push you to get up. [...] But every day disturbing, no. [P11, aged 69 years, moderate PA level, high skill with technology]

Simplicity and Ease of Use

Participants wanted a straightforward and easy-to-use app. Some reported having difficulty using complex apps and highlighted the need for a simple, visual, and intuitive interface that was easy to learn and very well explained. Making the system easy to operate can support a sense of competence in users:

Many times I uninstall many apps because they are complex and it takes me time that I don’t want to invest, to learn how to use them. I do not like to spend time to learn it. I prefer something more simple and that later can turn into something more complicated [...]. [P02, aged 50 years, moderate PA level, neutral skill with technology]

[...] simple, that it would be well explained, that it would be simple and brief [...] and easy to use. That it would be intuitive, very visual, that you could find everything you need or what the app offers, instantaneously. [P02, aged 50 years, moderate PA level, neutral skill with technology]

If it [the app] wouldn’t imply more work from me [...]. If you could understand well the different aspects it would help of course... that it would be friendly and useful. [P09, aged 64 years, high PA level, neutral skill with technology]

Mixed Opinions on Playfulness

Interviewees had varied opinions on playful experiences as a motivational factor. A few recognized the potential positive effects of having game-like experiences, which were thought to bring fun into PA:

Wow, that [having a game-like experience] would be very good. [P11, aged 69 years, moderate PA level, high skill with technology]

It should be friendly, useful and fun… otherwise, you get bored. [P09, aged 64 years, high PA level, neutral skill with technology]

A variety of gamification elements, including points, rewards, levels, avatars, and competition between users, were discussed during the interviews. Participants suggested the option of
exchanging points for real rewards or prizes (eg, a session of yoga, swimming, or pilates) or that rewards could be set by the users themselves, and a few perceived receiving badges (eg, virtual medals) as fun. The implementation of different levels of experience seemed to be positively received by the interviewees. Some participants liked the idea of a virtual avatar that they could customize to look like them and to be able to see their activity progress through it. Finally, a few of them also believed that competitions with others could be interesting:

Well, if what you receive, the rewards, can be exchanged for something [...] the pilates session or anything like that... [P14, aged 55 years, low PA level, high skill with technology]

And you’ve never thought about rewards being defined by each one? [...] I’d leave it a bit open, you know? [...] [For example, I will reward myself going to a spa or a weekend getaway [...] [P07, aged 56 years, moderate PA level, high skill with technology]

It is kind of a fun game, where I also imagine that you get challenged, right? You will want to level up... it seems good to me. [P03, aged 48 years, moderate PA level, high skill with technology]

I like the avatar a lot and also with the dimensions, not a thin avatar. I am now like this, you put me like this, and as we evolve, my little avatar will be losing weight together with me. [P08, aged 47 years, moderate PA level, high skill with technology]

But the aspect of competitions with others or doing it with a social network, I think that is quite interesting [...] it always helps you a lot in a challenge or simply to encourage you [...] [P05, aged 43 years, moderate PA level, high skill with technology]

However, mixed opinions prevailed with some participants, suggesting that these game-like elements were not motivating for them, as they felt more appropriate to younger people or for those who are into games or are more competitive:

But we are not children. Points do not motivate us. [P04, aged 48 years, moderate PA level, high skill with technology]

I think it does have something fun. What I don’t know if all people, depending on age, may like it more or less. [P06, aged 50 years, moderate PA level, neutral skill with technology]

There are those who like the theme of games so much, but it is not my case, so I tell you that if they give you four suns or three moons for having achieved it... come on, that does not call my attention at all, I do not find it attractive. [P13, aged 47 years, moderate PA level, high skill with technology]

To me, the competitions don’t... they put me nervous, I don’t like them. [P12, aged 66 years, moderate PA level, high skill with technology]

It was also suggested that the game experience should be optional to suit every user:

I believe that this part should be optional you know? You can start the game or not start the game ... in that way, what happens is that the competitive person is stimulated, but the person that is not competitive and that can have certain stress from this [game], does not have to enter in this with herself. [P07, aged 56 years, moderate PA level, high skill with technology]

Mixed Opinions on Interacting With Other Users

Some participants were interested in the idea of having a kind of social network in the app that would allow them to have some type of contact with other users. They liked the possibility of sharing, comparing with others, and getting recognition by others. It was also suggested that there could be a common goal for groups of users:

But the aspect of competitions with others or doing it with a social network, I think that is quite interesting [...] because you go with other people to do something and the company and sharing it with other people is essential, at least in my case. [...] [P05, aged 43 years, moderate PA level, high skill with technology]

I would not mind that it would be connected to Facebook, well it would be a way to upload it to Facebook and say I have improved this much. Some little message that is made public. But yes, yes, the recognition of others is important. [P03, aged 48 years, moderate PA level, high skill with technology]

 [...] that there would be several people and they could connect [...]. That they would set the goal of this week to walk this much, then to see who achieves it or something like that. That several people are in that group and everyone goes for the common goal. [P14, aged 55 years, low PA level, high skill with technology]

Some participants did not feel that such features would suit them and thought it should be optional:

That it exists, that’s fine, there’s people who this would suit, specifically, to me, it would not suit me... I don’t know. [...] we are complicated people, it’s not easy, so... [...] I believe it should give the option in case there is people who benefit from it, but to me personally it would be complicated [...] it repels me. [P09, aged 64 years, high PA level, neutral skill with technology]

It was also suggested that it could depend on the current treatment stage:

Well, I think it depends on the moment, right? Because when you are alone when you are in the first period [after treatment] maybe the digital coach will suit you. When you’re a little better, maybe the social network and when you’re pretty good, competition with others. [P06, aged 50 years, moderate PA level, neutral skill with technology]
Personalization Aspects of the PA Coaching Experience

This theme highlights the participants’ attitudes toward personalization and their perspectives on aspects that should be considered for creating an individualized PA coaching experience: targeting user characteristics, individualized progress information, dynamic adjustment of training, considering the user’s situational context, and interface simulating a virtual coach.

Attitudes Toward Personalization

The participants had very positive feelings toward the idea of having an app experience individualized to each user. They often associated tailoring, or personalization, to an increase in user satisfaction or an increase in user engagement. Participants highlighted its particular relevance to address the individual needs of each breast cancer survivor:

Yes, totally, because the more it suits the interests of someone the more satisfied the person will be. [P07, aged 56 years, moderate PA level, high skill with technology]

I think the idea that it is something personalized is very important. [...] the fact that it collects a lot of data about you and the circumstances of each one and some symptoms and other stuff like that... it seems to me to be the most important in order to create an app if it is different from what there is now that is not that personalized. [...] [P05, aged 43 years, moderate PA level, high skill with technology]

Personalized, because they would be treating me specifically. Every person is unique and also every disease. [P13, aged 47 years, moderate PA level, high skill with technology]

Some highlighted its importance, particularly in the early stages of their cancer journey:

During the whole process [of the disease and treatment] it [personalization] seems very important to me. Maybe later, not so much, but in those moments, very much. [...] during the first moments I think it is fundamental [...]. [P06, aged 50 years, moderate PA level, neutral skill with technology]

Targeting User Characteristics

Participants often expressed the need to have an app tailored to their condition as breast cancer survivors but also on an individual level. Several factors were identified to be considered for personalization, including general characteristics (age, gender, weight), physical and emotional status (eg, limitations, pain, and stress), treatment stage and side effects from treatment and medication, and personal goals:

It would be ideal, because then if it is personalized... if that application knows my limitations, or whatever, or if I can add my limitations... the exercises would aim to meet my needs. [P01, aged 57 years, low PA level, neutral skill with technology]

Personalized in terms of the side effects produced by a type of illness and medication. [...] Maybe, a degree of pain or a degree of... or a concept of nutrition or to free you of stress. [...] if there is an adjustment for stress or for pain or for whatever... a little more personalized, that’s fabulous, of course. [P02, aged 50 years, moderate PA level, neutral skill with technology]

I imagine it adjusted to each person. I cannot have the same guidelines as the person who has participated previously... there has to be an assessment of everything, the age, what type of specific illness you have had, what you want to achieve with what you are doing. I think that all the factors that should be considered, in order to personalize it a little more. [P08, aged 47 years, moderate PA level, high skill with technology]

In addition, the user’s preferences were considered as a factor that could be taken into account by the app. For example, it was suggested that the app could consider the user’s activity preferences in the communication provided or in the activity program:

It’s good because then it reminds you of what [activities] you like. Maybe I’m having a day that I’m feeling down, and it reminds me of what [activity] I really like. I like to be in my garden [...]. [So,] I go to my garden and I start doing this [garden activity] that is good for me. [P07, aged 56 years, moderate PA level, high skill with technology]

For example, “So, look... running doesn’t suit you. You could walk for one hour and a half [...]”. [P08, aged 47 years, moderate PA level, high skill with technology]

It was also suggested that some of the app functionalities could be optional to suit one’s preferences:

Always that things [functionalities] are optional, it seems ok to me... if something doesn’t suit me, it doesn’t mean it will not suit another person. [P07, aged 56 years, moderate PA level, high skill with technology]

Individualized Progress Information

Participants suggested that it would be good to get feedback on their current progress toward goal, particularly when they were close to achieving it, as it would work as an incentive to complete it:

[Talking about a commercial app] It tells you “you are very close to your objective today”... that’s very good because it helps you say “ok, I’m going to do it [the activity] for another little while”. [P02, aged 50 years, moderate PA level, neutral skill with technology]

In addition, they wanted to access data on their past activity achievements to understand how they had progressed over time:

Something like that [talking about a game that showed progress in graphs], weekly or every fifteen days, I don’t know, that it gives you progress in various formats. Weekly, monthly, at the end of the year and...
you see how you overcome obstacles. [P06, aged 50 years, moderate PA level, neutral skill with technology]

It’s like now if you don’t write down how much you walk every day, in the end, they ask you within a month and you don’t know if in the second week I went to walk every day or one day… so I see it very well, for the aspect of keeping track of your physical activity. [P13, aged 47 years, moderate PA level, high skill with technology]

Dynamic Adjustment of Training

Participants wanted the app to have activity goals adjusted in difficulty to their PA level and progress. This need for goal adaptation is associated with the competence support characteristics of dynamic difficulty and growth adaptation from SDT. It was also suggested that the app could challenge the user by, for example, increasing the proposed distance or speed when walking. This is associated with the concept of appropriate challenge and characteristics of competence support:

That the person who undertakes them [objectives] finds them easy to achieve and that, as we spoke before, these objectives would vary if you have been accomplishing part of them… that they would be each time more complex and allowing you to overcome yourself. [P02, aged 50 years, moderate PA level, neutral skill with technology]

That the application would recommend you or dare you to achieve, I don’t know, for example when walking, [to do] more kilometers or maybe in less time, so that you increase your speed… or something like that. It would be interesting. Especially, because it is true that one gets bored when doing certain things… and you stay a little stuck. [P05, aged 43 years, moderate PA level, high skill with technology]

Participants expressed a desire for the training to be adjusted to how the user was feeling and to the treatment stage:

That it can register everything that you are going through in that moment to adjust as much as possible the subject of training, you know? To me, it seems super important. […] For example, the message of “if you are tired walk every five minutes”. [P05, aged 43 years, moderate PA level, high skill with technology]

If you are at the beginning of treatment […] if it warns you with a reminder to tell you “today you have already done enough”. That when you have already recovered it is a reason to encourage you… but that it would be also a reason to stop you or to force you to pause […]. [P06, aged 50 years, moderate PA level, neutral skill with technology]

Considering the User’s Situational Context

Situational context is information that can be used to characterize the situation of a user (not including the user’s characteristics). Most participants preferred outdoor activities and highlighted the importance of weather conditions as an influencing factor for performing PA:

The weather is important because what I do is walking. If it is very hot or very cold I do not go out […]. This month has been very cold and I have not gone out. [P01, aged 57 years, low PA level, neutral skill with technology]

There was an interest in having an app that would be aware of their location to provide relevant recommendations. It was suggested that it could suggest nearby places to perform an activity, provide alternative routes, and provide alternative indoor exercises for rainy days:

[…] everything about the weather and the location […] it seems good. That it also informs you about what there is around you, what may interest you… it seems interesting to me. [P03, aged 48 years, moderate PA level, high skill with technology]

About routes and getting alternative when maybe the weather is bad or whatever, I find it very interesting. […] I think it is interesting if you can get a training program, maybe for doing at home or something like that. [P05, aged 43 years, moderate PA level, high skill with technology]

[…] I always go through the same place, then it can suggest other routes. [P14, aged 55 years, low PA level, high skill with technology]

In a different aspect of situational context, some participants were also interested in having their sedentary behavior tracked, to have reminders or warnings to avoid such behavior, and recommendations to move more:

If you get an alarm, like “you've been sitting for two hours I recommend you to move” or something else, yes, it would be good. […]. [P03, aged 48 years, moderate PA level, high skill with technology]

Interface Simulating a Virtual Coach

Participants seemed to like the idea of having a virtual coach, simulating the interactions with a real trainer. They suggested that it was an interesting and entertaining way of providing more personal feedback and guidance on PA:

I imagine it as a coach in a minicomputer, that would be ideal. […] Yes it would be nice, it would be curious to be able to interact… [P08, aged 47 years, moderate PA level, high skill with technology]

[…] also, the personal assistant is entertaining and friendly and it gives you the sensation of personalization. [P09, aged 64 years, high PA level, neutral skill with technology]

That seems very interesting to me, I think it’s great because it also makes the application more entertaining, brings it closer to the person, at least to me. […] Yes… maybe the theme of a virtual coach makes it more enjoyable, no? […] And obviously it is very good because it’s that, it’s a control and it’s something informative. [P13, aged 47 years, moderate PA level, high skill with technology]

It was also suggested that the virtual coach could bring a feeling of trust:
Principal Findings

In this study, we conducted semistructured interviews with breast cancer survivors to identify specific needs and considerations regarding various aspects associated with motivation and personalization in PA coaching apps. We identified 5 overarching themes that can guide the design of a future solution: (1) barriers to PA, (2) psychological mediators of PA motivation, (3) needs and suggestions for reinforcing motivation support, (4) personalization aspects of the PA coaching experience, and (5) technology trustworthiness. Important findings from this study include the identification of various determinants of motivation associated with PA adherence: perceived control of behavior and goals, confidence and perceived growth, belief in PA outcomes, and social connectedness. A variety of intervention needs and suggestions for reinforcing motivation were also identified: activity monitoring and goal setting, PA prescription, positive reinforcement, absence of pressure, simplicity and ease of use, and mixed opinions on playfulness and on interacting with other users. Importantly, considerations for personalization of the coaching experience were reported: attitudes toward personalization, targeting user characteristics, individualized progress information, dynamic adjustment of training,
considering user’s situational context, and interface simulating a virtual coach. In addition, potential barriers for PA adherence were identified, which helped contextualize some of the motivational and personalization aspects, including physical and emotional challenges, lack of time, and lack of information. Finally, aspects of technology trustworthiness were also highlighted regarding system and content credibility and data sharing and privacy. Overall, survivors believed that a simple and personalized app, which addresses their individual needs and preferences and that provides feedback, guidance, and encouragement for the achievement of progressive PA goals, could be helpful in engaging in a more active lifestyle.

Altogether, these findings can inform the design and may help increase the acceptability and sustained interest of theory-based mHealth PA interventions for breast cancer survivors.

Comparison With Previous Work

**Barriers for PA**

The findings reported in this study indicate that breast cancer survivors often face barriers to PA participation, which may affect their well-being [16,45]. The 4 barriers described by the participants in this study are somewhat connected and can have a ripple effect, as suggested in the literature [46]. Lack of time and inconvenient exercise schedules are usually reported as one of breast cancer survivors’ bigger barriers to PA [47] that can be a consequence of professional work hours and family caregiving roles [16,45]. Cancer-related fatigue, pain, and weight gain were at the center of physical barriers experienced by the participants and could interfere with the daily functioning of the patients along with their quality of life [16,45,46,48]. Emotional problems (eg, not feeling good or stress) were also reported as a PA barrier, and seem to be a consequence of the psychological burden associated with sticking with the long treatment regimens, which may last for the rest of their lives [16,45,48]. Finally, lack of information was also suggested as a key barrier. When patients with breast cancer cannot access proper information, they can end up following wrong and unguided routines, which may cause frustration or even physical strain and, ultimately, make people give up from continuing with PA [16].

Other barriers reported in the literature that were not identified in our results include access to facilities, aging process, seasonal weather, and disliking exercise [16,45,46,48]. However, some participants in our study did suggest that age and weather aspects should be considered as factors for personalizing the coaching experience.

**Opinions and Preferences for mHealth PA Interventions**

In their study, Phillips et al [14] conducted a mixed-methods study to identify the preferences of breast cancer survivors for mHealth PA intervention features. The themes identified from their interviews were importance of relevance to breast cancer survivors, ease of use, integration with wearable activity trackers, providing a sense of accomplishment, and variability in the desired level of structure and personalization. In their quantitative study, participants revealed a preference for daily and weekly progress feedback, newsfeed, activity challenges, scheduling tools, and motivational and reminder messages. The studies are in line with our study, which also demonstrated an interest of the participants for such intervention components. Integration with wearables was not highlighted in our data, but could be used in combination with a mobile PA coaching app to facilitate activity monitoring and avoid the possible burden of carrying a smartphone during PA. In this sense, the system could leverage the unobtrusive nature of wearables during activity when keeping the richer coaching capabilities from smartphone apps [12].

Before that study, Phillips et al [18] conducted quantitative research through web-based questionnaires to explore breast cancer survivors’ interests and preferences for technology-supported exercise interventions. Their findings are consistent with ours in that the majority of their participants reported that personalized feedback was seen as one of the most helpful technology intervention components. In addition, the least rated components by participants were social networking, group competitions, and the ability to see others’ progress, which relate to our findings about the mixed opinions on interacting with other users.

In the formative development of the Bounce app, a mobile app to increase PA in breast cancer survivors, the research team developed a framework and presented a set of guidelines for the design of behavioral intervention technologies for breast cancer survivors [19]. However, given the focus on reporting intervention design decisions based on the proposed framework, their findings from patient interviews were not detailed in the paper. In addition, they considered a combination of SCT and TTM, whereas our study used the SCT and SDT perspectives. Despite this, their empirical findings seemed to be mostly in line with our results, indicating similar constructs, including reinforcements, helping relationships, self-monitoring, goal setting, verbal persuasion, and mastery experience. In terms of the intervention components, the studies are consistent on the possible inclusion of a scheduling tool; progress monitoring tools, with visuals on current activity (distance and time) and weekly summaries; and a progressive activity program, with incremental levels adjusted to the user’s progress. However, their study simply identified the need for opportunities to connect with other breast cancer survivors in a similar context, whereas in our findings, the social networking aspects did not seem to suit everyone. In addition, owing to the difference in nature of the types of activity considered in the studies, some components were different. For example, the Bounce app was designed to include flexibility and strength exercises, which led to requirements associated with reassuring safety (eg, video demonstrations).

In the most recent paper about the Bounce app [24], gamification techniques such as badges and trophies to reward the users and motivational themes for data visualization were explored. However, with regard to the gamified themes, the authors suggest that they have identified the overall preference of users toward more straightforward representations of their numerical data. This, in some way, is in line with our findings on playfulness, as the variability in opinions about gamification prevailed, with some participants finding its potential to create fun and friendly experiences, although others saw it more appropriate for younger or more competitive people.
Our study complements the findings from previous work with qualitative research on breast cancer survivors’ perspectives on motivational aspects and personalization strategies associated with PA intervention adherence. The findings provide a level of detail across psychological, intervention, and individualization needs for mobile PA coaching that, to the best of our knowledge, was not performed in previous studies on this topic.

Overall, studies including ours demonstrate that breast cancer survivors believe that a mobile tool for PA guidance and coaching can be helpful to adhere to the PA recommendations and are interested in a variety of potential features.

Compared with other intervention modalities, smartphones have a portable size and can use built-in sensors or be paired with external sensors for continuous activity monitoring and feedback. In addition, smartphones’ screen sizes, despite being smaller than tablets or portable computers, also allow for creating rich app experiences to the users [12]. Hence, these devices are believed to be the most suitable for real time PA coaching systems. Despite this, it is cautioned that low technology literacy may be a barrier to adherence in some cancer survivors [13,14] and that apps should be designed to be user friendly and not overly complex. However, survivors are typically older adults, and technology use in this segment of the population is increasing rapidly [49]. Future quantitative research should address the feasibility and efficacy of these intervention modalities and specific features in PA coaching systems for this population and consider a high range of digital literacy levels.

**Recommendations for Research and Practice**

The findings presented in this study can be explored to design more motivating and personalized mHealth PA coaching interventions for breast cancer survivors. The insights provided help to understand how to satisfy the psychological needs associated with PA adherence and to increase perceived personal relevance and engagement, which in turn are thought to create value, develop intrinsic motivations, and consequently, lead to sustained adherence. A variety of key recommendations and considerations in this direction are provided in Textboxes 1 and 2.

Our findings suggest that key behavioral determinants of PA adherence in breast cancer survivors can be seen through the lens of SCT and SDT and be used to reason and inform the construction of future interventions. For example, the theme of perceived control of behavior and goals was identified as a motivational determinant associated with PA adherence and is related to the component of autonomy from SDT. Given that SDT posits that intervention characteristics such as increase in sense of ownership, absence of pressure, and self-regulation can support perceived autonomy [31,44], an app could be designed to accomplish these by, for example, personalizing and customizing content to the user, not sending negative feedback to users, and providing opportunities for tracking daily activity. Similarly, to help inform such design decisions, the results section analyses the relationship between the suggested intervention needs (eg, progress feedback, PA prescription, positive reinforcement) and the identified psychological determinants of PA motivation (eg, autonomy, self-efficacy). Finally, matching these insights from the users and theory with, for example, the Coventry, Aberdeen, and London-Refined taxonomy of behavior change techniques [50] can help researchers refine or add new components for the design of an app aimed at increasing PA. Textbox 1 presents a number of considerations regarding the integration of behavior change methods based on such taxonomy and on the positive computing book [44].

Despite the mixed reactions toward more social and gamified functionalities, these may have a critical motivational role for some users and should, therefore, be carefully considered in the design, made optional to the user, or have a secondary role in the app. In particular, based on the participants’ perspectives, it seems worth exploring strategies for connecting with similar users, sharing the experience with loved ones, and getting support from a psycho-oncologist. In addition, the use of game-like mechanisms driven toward an increase in intrinsic motivation (eg, including levels and setting rewards that are valued by users and provide a sense of progress) and that do not make the experience childish or very competitive may contribute to engaging the users.

The variability in opinions regarding certain app characteristics also highlights the need for an individual experience and the importance of personalizing content to the users’ preferences. As suggested by Phillips et al [14], mHealth solutions provide a unique opportunity to create highly personalized interventions for breast cancer survivors in real time. The participants in our study considered the following factors essential for individualization: general characteristics (eg, age, gender, weight), physical status (eg, limitations, fatigue, pain), emotional status (eg, general feelings, stress, and anxiety), treatment stage and side effects, personal goals, preferences, PA level and progress, and weather and location. In addition, participants provided a variety of suggestions for a more individualized experience, which align with the model and strategies for real time personalization in PA coaching systems [12,20].

Associating our findings with these strategies can help design a personalized coaching experience for these individuals. For example, the content of feedback can be explored to achieve user-targeted communication by simply including the user’s name in the messages or by considering the user’s preferences and personal goals to present information specific to the user’s interest (eg, if a user’s main goal is weight management, the app could display more specific feedback information about caloric data). In addition, an app may set a training plan and goals based on the user characteristics (eg, age, baseline PA level, and symptoms) and dynamically adjust these through time according to their progress and how they are feeling (eg, mood, stress, pain). More complex forms of personalization, such as self-learning, may also be explored to select opportune moments for the delivery of activity cues or to adjust training difficulty based on system usage. Suggestions for how an app might incorporate these and other personalization strategies are provided in Textbox 2 on the basis of the model for real time tailoring in PA coaching systems [12,20].
### Key Behavior Change Recommendations

**Sense of ownership; ability to customize**
- App should align with the user’s own value-based goals (e.g., a user may want to have a more active lifestyle to lose weight, prevent recurrence of disease, or be more fit to be able to carry on with their roles in work and family) in the communication and training provided
- Allow for a certain degree of customization by the user (e.g., goals, frequency, timing, and types of activity cues [reminders or notifications], and types of activity)

**Clear rationale**
- Provide a clear explanation of the reasoning behind the app, coaching, training program, and goals; this may include a summary of the evidence in lay terms and may target the user’s own values and goals

**Self-regulation, self-monitoring, goal setting**
- Set physical activity (PA)–related short-term goals (e.g., on a daily and weekly basis) and encourage users to set long-term goals and expected outcomes that are aligned with user’s own values
- Monitor and present visual information on current activity (e.g., steps, calories, pace, distance, and duration), progress toward goals, and progress through time (e.g., weekly, monthly, and yearly historic data)
- Consider monitoring sedentary behavior (e.g., time spent sitting)
- Provide interpretation of overall progress (e.g., weekly and monthly) relevant to user’s values and concerns
- Consider integrating wearables to facilitate activity tracking and real-time feedback

**Mastering new skills, dynamic difficulty, appropriate challenges**
- Have users starting with goals that are fairly comfortable to accomplish and increase goals and training difficulty over time
- Set users with activity challenges to put their fitness level and skill to test
- Adjust training difficulty and challenges to users performance level

**Absence of pressure**
- Just enough reminders and notifications
- Avoid negative feedback when goals are not reached; instead, cheer up users and encourage them to come back to it another day
- Allow for periods of rest or periods with light training, when needed

**Positive reinforcement, verbal persuasion, constructive feedback**
- Positive and casual tone of communication from a trusted source (e.g., create feedback messages together with professionals)
- Use clear and easy to understand messages
- Acknowledge progress and achievements; possibility to explore rewards based on effort and that are relevant to the user
- Highlight that the sustained PA achievements may bring relevant health benefits

**Assist in time management, use follow-up prompts**
- Include a tool for planning and scheduling activity (e.g., on a weekly basis)
- Include periodic reminders for activity
- Scheduling and reminders should be customizable by the user (e.g., allow users to reschedule activities)

**Prompt self-talk**
- Encourage users to use positive self-talk for motivation to comply with the plan and during activity sessions

**Stimulate anticipation of future rewards**
- Encourage users to think about the positive outcomes of achieving their PA objectives on their condition as breast cancer survivors (e.g., prevention of cancer recurrence and better quality of life) and on their value-based goals (e.g., being more fit to play with their children or grandchildren)

**Instructed practice**
- Provide a prescription of PA with detailed activities, goals, and explaining or demonstrating proper technique
- Provide feedback on user’s performance of the activities

---

**Textbox 1.** Key behavior change recommendations for the design and development of mobile health physical activity coaching apps and intervention methods (on the basis of the positive computing book and the Coventry, Aberdeen, and London-Refined taxonomy) for breast cancer survivors.
- Address user’s physical limitations

**Stress management**
- Consider including guidance on how to cope with emotional challenges
- Suggestions for relaxation and meditation exercises could be included
- Encourage connection with a psycho-oncologist

**Playfulness**
- Gamification elements could be explored for providing fun and engaging experiences, but should be carefully designed, made optional to the user, or have a secondary role in the app; avoid creating a gamified design (eg, systems for points or rewards) that may be perceived as childish or very competitive
- Points, progress bars, levels, and challenges may be considered to provide a sense of progress to the user; customizable avatars may also be explored in this way by, for example, making them evolve physically along with user’s progress
- Explore rewards that may be exchanged by real things and experiences (eg, sessions of yoga or Pilates); consider using rewards that are valued by the user or that can be in some way customized by them
- Optional *healthy* competitions, activity comparisons, or goal sharing within a user community may also be considered in the design; consider user’s personality in terms of competitiveness and openness to social aspects

**Provide opportunities for social support**
- Optional feature for sharing experience (eg, achievements, progress) with close ones
- Optional networking feature to connect or to share goals with other similar users (eg, buddy system or feature to team up with others to achieve community goals)
- Consider including feature to allow for connection with a counselor (eg, psycho-oncologist) or an exercise trainer for support

**High usability**
- Make app easy to operate
- Include straightforward and simple content and interface
- Include instructions on how to use the app
- Include explanations on interface specifics (eg, explanation on what a graph represents) and specific action instructions (eg, “Type in your name in the box below”)

**Tailoring (or personalization)**
- Provide tailored coaching experiences relevant to the user; tailor to the users on a group level, as breast cancer survivors, and on an individual level
- Individualization factors to consider include general characteristics (eg, age, gender, weight), physical status (eg, limitations, fatigue, pain), emotional status (eg, general feelings, stress, and anxiety), treatment stage and side effects, personal goals, preferences, PA level and progress, and weather and location
- Maximize automatic forms of tailoring to reduce need for data input by the user
- Consider the model of real time tailoring in PA coaching apps and the recommendations for personalization provided in Textbox 2

**Provide a sense of trust and privacy; verbal persuasion**
- Consider including contact details of the people involved in the app development
- Develop based on insights from breast cancer survivors and, together with experts in the field, take an evidence-based approach and validate with health care professionals (eg, oncologists and experts in PA)
- Make these steps explicit to the user
- Inform the user of the total number of breast cancer survivors using the app
- Provide clear and easy to understand information on data security and privacy methods used
- Include transparent and customizable data sharing (eg, with professionals, researchers, other users)
**Textbox 2.** Key personalization recommendations for the design and development of mobile health physical activity coaching apps and interventions for breast cancer survivors.

**Feedback**
- Present the user with information about their own activity data and progress; use straightforward and visual forms for representing data (e.g., clear and succinct text, graphs, and progress bars)
- Consider having an optional feature to present feedback in comparison with other similar users (feedback associated with user targeting and interhuman interaction)
- Communication could be represented as a simulation of a virtual coach

**User targeting**
- Convey that the communication is designed specifically for them (e.g., a message in the app could start with “Based on your activity level and preferences…”)
- Include the user’s name in the communication
- Present activity and progress information based on the user’s likes (e.g., user may like to see steps and distance but not calories)
- Present activity suggestions, goals, and information based on the user’s characteristics (e.g., age, weight, physical activity [PA] level, physical limitations, and likes)
- Present information and tips considering user’s physical limitations

**Goal setting**
- Dynamically adjust the difficulty of the training plan or goals based on user’s initial PA level, progress, how they are feeling (e.g., mood, stress, and pain), and the perceived difficulty
- Suggest resting periods based on user’s progress and how they are feeling

**Interhuman interaction**
- Explore optional networking or buddy system features joining only similar users based on user characteristics, PA level, and cancer experience (e.g., cancer type, time since treatment, and side effects)
- App could include interactions with a real human coach

**Adaptation**
- Motivate users to achieve their goals and target progress information on the user’s outcome expectations (e.g., prevention of cancer recurrence, increased physical capability, weight loss, and increased satisfaction)
- Depending on the stage they are at in their cancer experience, suggest or highlight different features (e.g., in the first stages posttreatment it might be important to have support from a counselor, whereas connecting with other users may only be accepted in later stages)
- Adjust type of communication based on user’s confidence levels and skills. For example, if user has low confidence and skills, the app could provide more verbal persuasion and acknowledgement and then adjust it through time based on the user’s growth
- Assess user’s personality profile to define set of features that are relevant to the user; consider this particularly for more social and gamified features (e.g., if the personality traits of a user suggest that the user is socially open and competitive then the app would adapt to include components for networking and competing with other users)

**Context awareness**
- Consider the user’s location to provide suggestions for outdoor activities and alternative routes
- Encourage users to keep doing PA when traveling with suggestions of fitness facilities or outdoor places to do PA
- Encourage users to do PA on bad weather days and provide suggestions for indoor activities
- Adjust goal setting based on user’s working schedules (e.g., if a user works full time during the week then set goals for outside working hours or allow to make up for it on the weekends)

**Self-learning**
- An app may select opportune moments for delivery of activity cues (e.g., reminders, notifications) or suggest new training schedules based on system usage (previous interactions of the user with the system)
- Self-learning can be used in combination with goal setting to infer the user’s progress through time and adjust the training difficulty appropriately
- Self-learning strategies may also be used in combination with adaptation to automatically adjust the user’s model based on their stage in the cancer experience or competence skills to provide adapted content or features to the user
More personalization also means more data being collected from the user. Hence, data sharing and privacy requirements need to be understood and considered in the design of these solutions. All participants indicated a willingness to share their personal data with the app in exchange for a more personalized experience as long as they could choose which data to share and who accesses the data and whether security would be guaranteed. In line with this, it seems necessary that personal data sharing is optional and transparent, and that users trust the app. Technology trustworthiness may be increased by informing users that the system was created together with health care and exercise professionals, and that there are other individuals like them using it. In addition, it is believed that better system credibility may increase the persuasive capability of these PA-promoting apps [51].

Future work exploring the user-centered design of a mobile PA intervention for breast cancer survivors should take into consideration the insights provided in this and related studies, explore how to best integrate the motivational and personalization strategies suggested here, involve the end users in the conceptualization and evaluation processes, and be informed and validated by professionals. In addition, future research should be conducted to assess the impact of these different features and combinations of features on breast cancer survivors’ engagement with these systems.

Limitations
The results should be interpreted in the context of its limitations. All participants were recruited from the same oncologic clinic, meaning they had received similar care for their cancer. Our sample may be more engaged with the topic owing to their degree of awareness and moderate participation in PA according to the IPAQ-SF. In addition, all the participants were White, Spanish, and posttreatment breast cancer survivors, and most were educated and had access to technology. Despite their awareness of the importance of PA and their moderate IPAQ-SF levels, almost 60% of the participants did not adhere to the recommended levels in the guidelines, and most reported about the lack of detailed information on PA. In addition, although most participants were highly educated and reported high access and usage of technology, some had a neutral self-reported skill with technology or suggested having low digital literacy during the interviews. Future work should generalize to a more diverse sample of breast cancer survivors, considering age, employment status, received cancer care, educational level, digital literacy, country, and race or ethnicity. In addition, it could be argued that less-active participants may need a substantively different intervention approach. Therefore, future studies should analyze such differences and explore the stages of change of the TTM and its constructs, which may provide useful insights in such a direction. Finally, using qualitative research software such as NVivo could have assisted in the thematic analysis and provide more comprehensive insights into the data.

Conclusions
This work identifies a number of motivational and personalization factors and strategies to be explored in the design of PA coaching systems for breast cancer survivors from the end users’ perspectives. It was grounded in relevant behavior change theories and techniques and the model of real time personalization, which are believed to help create successful interventions. Overall, the findings suggest the need to develop simple, guiding, encouraging, and trustworthy PA apps personalized to breast cancer survivors at both the group and individual levels. This paper opens up new possibilities for the design of PA coaching experiences for these individuals, which may ultimately help sustain technology adherence and increase PA participation.

Future studies should incorporate the perspectives of health care, sports science, and technical professionals as well as further investigate these findings with the involvement of breast cancer survivors in the design, testing, and implementation of PA app prototypes.
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Abstract

Background: The collection of self-reported physical activity using validated questionnaires has known bias and measurement error.

Objective: Accelerometry, an objective measure of daily activity, increases the rigor and accuracy of physical activity measurements. Here, we describe the methodology and related protocols for accelerometer data collection and quality assurance using the Actigraph GT9X accelerometer data collection in a convenience sample of ovarian cancer survivors enrolled in GOG/NRG 0225, a 24-month randomized controlled trial of diet and physical activity intervention versus attention control.

Methods: From July 2015 to December 2019, accelerometers were mailed on 1337 separate occasions to 580 study participants to wear at 4 time points (baseline, 6, 12, and 24 months) for 7 consecutive days. Study staff contacted participants via telephone to confirm their availability to wear the accelerometers and reviewed instructions and procedures regarding the return of the accelerometers and assisted with any technology concerns.

Results: We evaluated factors associated with wear compliance, including activity tracking, use of a mobile app, and demographic characteristics with chi-square tests and logistic regression. Compliant data, defined as ≥4 consecutive days with ≥10 hours daily wear time, exceeded 90% at all study time points. Activity tracking, but no other characteristics, was significantly associated with compliant data at all time points (P<.001). This implementation of data collection through accelerometry provided highly compliant and usable activity data in women who recently completed treatment for ovarian cancer.

Conclusions: The high compliance and data quality associated with this protocol suggest that it could be disseminated to support researchers who seek to collect robust objective activity data in cancer survivors residing in a wide geographic area.

(JMIR Mhealth Uhealth 2020;8(9):e18491) doi:10.2196/18491
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Introduction

Background

For cancer survivors, it has been demonstrated that physical activity has positive effects on psychosocial and physical outcomes, including weight management, quality of life, fatigue, emotional well-being, and sleep as well as social, cognitive, and physical functioning [1-3]. However, self-reported levels of physical activity among ovarian cancer survivors are low, with approximately 20% of women meeting the recommended 150 min of moderate-to-vigorous physical activity per week [4,5]. Measurement and assessment of physical activity in cancer survivors remain a challenge in randomized controlled trials, wherein self-reported questionnaires are most commonly used [6]. Subjective self-report of physical activity is wrought with significant recall and measurement error bias, as many study participants overreport moderate- and vigorous-intensity physical activities [7]. In previous trials, participants not only overreported physical activity but also there was a concurrent tendency to underreport sedentary time [8]. Furthermore, many self-report instruments fall short in capturing light-intensity physical activity [9], a major source of activity in adults, particularly cancer survivors [10]. In fact, in the Women’s Health Study, fewer than 50% of women met physical activity guidelines as measured using accelerometry compared with approximately 67% women from self-reported physical activity [11]. Objective measurement of activity is, therefore, considered the gold standard for assessing physical activity exposure for all levels of intensity (rest, sedentary, light intensity, and moderate-to-vigorous intensity) in clinical trials and epidemiological studies.

Accelerometry provides the opportunity to objectively evaluate the minutes of activity per day, intensity, and total energy expenditure of physical activity as well as sedentary time, known factors associated with cancer risk [12,13]. Accelerometer protocols have been successfully implemented in population-level surveillance studies [10]. However, the existing information related to distance accelerometer methods (eg, mail based) has suggested poor compliance, with minimal improvement in recent years despite the growing use of this technique in assessing physical activity [14]. The use of accelerometry to capture objective activity data is particularly scarce among randomized and specifically lifestyle intervention trials in cancer survivors. A recent review highlighted that methods of accelerometry data collection among cancer survivors varied and were inconsistent, with limited studies reporting necessary details regarding data collection, compliance, and processing of data that would support replication of the research [15]. Robust measurement of physical activity using objective methods in cancer survivors is of high importance. Cancer survivors have unique needs as a result of cancer and subsequent treatment, including but not limited to fatigue, ostomies, abdominal pain, and chemotherapy-induced peripheral neuropathy [4,16,17], all of which can be a barrier to physical activity.

Objectives

To improve the rigor of physical activity assessment in both epidemiologic and intervention studies, a standardized protocol for collecting reliable and valid mail-based accelerometer data is warranted. In this paper, we describe a mail-based protocol for prospective collection of accelerometry data in a convenience sample of 580 ovarian cancer survivors enrolled in a diet and physical activity intervention. Of note, study participants resided in 48 US states, suggesting that this protocol may be applicable and implemented in studies that recruit participants across wider geographic areas. Finally, the protocol was tested across multiple study time points to demonstrate compliance over time, a critical aspect of longitudinal research.

Methods

Wearable Electronic Device

The Actigraph GT9X Link is a validated triaxial accelerometer [18] that includes a gyroscope, magnetometer, secondary accelerometer, and Bluetooth capability [19] manufactured by ActiGraph, LLC. The Actigraph GT9X Link uses the same validated algorithms from its predecessor, GT3X, which was validated through indirect calorimetry [20]. Compared with GT3X, GT9X Link captures different step counts [21] but still provides comparable data and estimates of activity intensity and sedentary time [22]. Few studies have implemented GT9X Link to assess physical activity to date, but none have been in cancer survivors [23-25].

Physical activity was measured within the implementation of the GOG/NRG 0225 Lifestyle Intervention for oVarian cancer Enhanced Survival (LiVES) study (NCT00719303). Briefly, the LiVES study is a randomized controlled trial that tested a 24-month lifestyle intervention (high vegetable and fiber, low-fat diet with daily physical activity goals) compared with an attention control (general health education) on ovarian cancer progression-free survival. Eligible participants were in 6 weeks to 6 months postcancer treatment for stages II to IV disease and were randomized in a ratio of 1:1 to intervention versus control groups, stratified by receipt of consolidation therapy. Women were enrolled at NRG Oncology clinic sites nationwide. Intervention components are delivered via telephone by trained health coaches from the University of Arizona Cancer Center (UACC). Protocol and related methodologies as well as retention approaches for this study were previously published [26]. Measures included self-report physical activity assessment via the validated Arizona Physical Activity Questionnaire (APAQ) [27] and repeat accelerometer-measured activity at time points aligned with the self-report measure (baseline, 6 months, 12 months, and 24 months) as a measure of intervention adherence. The APAQ also included self-report of participants’ height and weight, which was used to calculate their BMI. Participant demographics were collected using a standardized form at enrollment.

Accelerometer Protocol

The accelerometer protocol was developed using manufacturer instructions, a review of published literature [28-32], and prior experience of study investigators. The protocol development instructions, a review of published literature [28-32], and prior experience of study investigators. The protocol development
process included the creation of standardized instructional materials, a staff training program, implementation strategies, and data quality assessments. The objective activity was assessed using the GT9X Link accelerometer at 4 study time points: baseline, 6 months, 12 months, and 24 months (Figure 1).

**Figure 1.** Participant communication schema for accelerometry data capture in the Lifestyle Intervention for oVarian cancer Enhanced Survival study.

Participants were asked to wear GT9X Link on their nondominant hip for a continuous period of 7 days, 24 hours a day, with the exception of water-based activities such as showering or swimming.

**Participant Instructional Materials**

The instructional materials for this protocol included a cover letter that summarized the procedures, guidance on wear, troubleshooting, and tracking logs for wear time. Before implementing the protocol, study staff and 2 individuals outside of the study (who were of the same age as study participants) beta-tested the materials to determine usability and acceptability of the instructional packet, tracking log, and mobile device app. Feedback from usability and acceptability testing was incorporated into the final study documents. The instruction packet was revised, as technology related to GT9X Link (such as chargers and waist clips) was updated in the inventory by ActiGraph.

An introductory letter was included in each package that oriented participants to the activity monitor portion of the study and acknowledged and thanked them for their study participation to date, specifically in relation to data collection at prior time points. The letter detailed the list of materials included in the mailed package and provided a study telephone number to call if they had any questions. The instructional booklet served as a resource for participants and included written instructions with photos that described how to (1) charge the activity monitor, (2) wear the activity monitor on the nondominant hip, (3) complete the tracking log, (4) download the CentrePoint Study Admin Sync app on a mobile device for data upload, and (5) prepare the package for return to the data collection center at the end of the 7-day wear period. At baseline, for participants who provided an email address, an instructional video that detailed the same information contained in the written instructional booklet was sent via email with the embedded web link. A monthly calendar was provided as a resource for participants to mark which days of the week the activity monitor was required to be worn and the date to return the accelerometer. Finally, a checklist of related Actigraph GT9X Link wear procedures was included as a tool to remind the participants of each step in the process and to promote inclusion of the activity log in the return package to the UACC Behavioral Measurement and Interventions Shared Resource (BMISR).

**Self-Monitoring**

A tracking log was provided to all participants to self-monitor wear time and record all accelerometer wear time on a daily basis for the 7-day wear period. The tracking log detailed self-reported measures of wake and sleep times as well as removal times of the accelerometer and indicated if the data were uploaded via the CentrePoint mobile app. These data were used as quality assurance measures to determine the correct wear times for individual participants (which were then verified by accelerometer readings) as well as compliance with self-monitoring behaviors. Engagement with the CentrePoint mobile app, defined as a mobile upload of data during the 7-day wear period at least once, was confirmed by the researcher through the backend of the CentrePoint mobile app.

**Staff Training**

Study staff working with accelerometer data collection were trained and adhered to a standard operating procedure (SOP), specifically created for objective physical activity data collection in the context of the study. The SOP included guidance for staff in relation to initializing the accelerometer and downloading data from the Actigraph GT9X Link as well as the procedure for contacting participants (eg, phone script and number of call attempts) and mailing the packages. These SOPs were informed...
by previous studies that used the Actigraph GT9X Link accelerometers for the collection of physical activity data and further adapted for the study population in an effort to enhance compliance beyond prior reports [28-32].

Mailing Approaches

After confirming the availability to wear the accelerometer, the study staff created packages to send to the participant’s home address. The packages included (1) introduction letter, (2) tracking log, (3) instruction packet, (4) charging pack, (5) return checklist, (6) monthly study activity calendar, and (7) return postage paid prepaid return envelope. The United States Postal Service (USPS) Priority Flat Rate padded envelopes were used for sending and receiving packages. At the time of this study, USPS Priority mail provided 2-day shipping to the Continental United States, which was chosen to reduce the likelihood of an accelerometer losing charge in transit and expedite the wearing process to ensure that data could be collected in an appropriate time frame. USPS tracking numbers were assigned to each outgoing and incoming package and documented. Study staff would access updates of the location of the package through a web-based tool maintained by the USPS. The expected battery life of GT9X Link is 10 days; however, to ensure that battery life lasted through the duration of the shipping and wear period, a charging pack was included with the accelerometer. The window to open the accelerometer package and initiate wear time was ±2 weeks (14 days) at each time point. An extended window of an additional 4 weeks was used in extenuating circumstances such as extended travel, illness, or reissue of the accelerometer because of damage or loss. At the end of the wear duration, participants mailed the activity monitor, charging pack, and tracking log in the prepaid and addressed return envelope provided in the original package.

Communication

At each study time point, participants were contacted by trained study staff from UACC-BMISR via telephone. During this call, the participant was queried as to when and whether they would be available to wear the accelerometer for 7 consecutive days. If they were agreeable to wearing the accelerometer through verbal consent and confirmation, a follow-up call occurred within 2 days of confirmed delivery of the package to determine receipt by the participant and provide a detailed explanation of wear and documentation procedures. Predetermined wear dates were estimated by the study staff, including setting a return date estimated and documented as the last day of anticipated wear. An additional 4 days were added for return shipping. Participants were instructed to wear the accelerometer continuously for 24 hours a day for a total duration of 7 days, including during sleep, with the exception of when bathing, showering, or swimming. Participants were instructed to first fully charge the activity monitor upon receipt before wearing (and if the battery life dropped to <10%) and to start the wear time upon awakening the next day and continue to wear through wake time after day 7. For the duration of wear time, participants were requested to complete a tracking log that included date, time awake, time asleep, times they took off the device, and the reason the device was removed. If 1 of the wear days was missed, they were asked to wear the device for an additional day and document on the tracking log reason for nonwear (eg, clinic appointment, illness, and forgot).

A few areas of protocol implementation required troubleshooting to enhance compliance. The first was to reach the participant for the initial accelerometer distribution. Following the SOP, the study staff attempted to contact a participant twice a week for 2 consecutive weeks, after which the study coordinator would contact the clinic to ensure that contact information was correct before continuing further attempts to contact the participant. Second, select participants who delayed in returning the accelerometer. If an accelerometer was not received within 7 days of the anticipated return date, the participant would be called by the study coordinator and, if required, a voicemail was left. The expected return date was then updated. If still it was not received within 7 days of this extended return date, the participant was contacted again by telephone, and an email reminder was sent. If still not returned by 3 weeks after the initial expected return date, the oncology clinic where the participant gave consent for trial participation was contacted to confirm whether the participant was still active in the study and request that the clinic discusses the return of the accelerometer with the study participant during their next scheduled clinic visit. In addition, the study staff would attempt to contact the participant to return the accelerometer once a week for the next 4 weeks. If the accelerometer was not successfully returned after 2 consecutive months of contact attempts, the participant was considered protocol noncompliant, and a USPS-certified letter from the study’s principal investigator was mailed to the participant’s residential address to request the return of materials and provided instructions on how to do so.

Data Collection and Quality Assessment

Data Collection and Capture

The study staff tracked contact attempts with participants at each time point using an encrypted shared spreadsheet. This spreadsheet contained no personal identifying information, only the study participant ID numbers. Name, contact number, email, and mailing address were stored separately on the Health Insurance Portability and Accountability Act (HIPAA)–secure study platform and database [33]. The enrollment date of the participant was added to this spreadsheet and used to calculate the open windows for subsequent time points. It also included the initialization date of the accelerometer, mailing date, and tracking numbers of the packages as well as return date, download date, and whether or not compliant data were collected. Any special notes about the participant during the specified time point were documented on the spreadsheet. Of note, if a participant refused to wear or was unable to wear an accelerometer at one time point, this was documented, and they were still queried at subsequent time points if they remained active in the study. Refusal to wear was defined as the participant declining to wear the accelerometer for any reason (eg, not having available time, inconvenience, conflicts with religious holidays, or discomfort with wearing the accelerometer). Unable to wear was defined as participants expressing willingness to wear an accelerometer but not having physical capacity to wear during open windows (eg, surgery, hospitalization, illness or injury, or natural disaster). Participants...
were removed from being contacted at future study time points if the participant had reached a study endpoint (eg, disease progression, other diseases, lost to follow-up, or withdrawal of participation) or was previously protocol noncompliant (eg, did not return the accelerometer after 2 consecutive months of contact attempts).

Data collection included the use of the Actigraph GT9X Link Study Admin Sync, a web-based study management platform for accelerometers. This platform permits participant connection through CentrePoint Study Admin Sync, a mobile app available on iOS and Android devices that gives participants the option to upload their accelerometer data in real time to a secure HIPAA–compliant cloud-based study database [34]. At the time of developing this protocol, there was no literature available regarding participant uptake of the use of this mobile app. Therefore, the integration of this platform was an opportunity to explore the use of a mobile app as a data collection tool to inform future research. Participants were asked whether they used a mobile device (eg, smartphone or tablet) and whether they would be willing to download the mobile app that connects the mobile device to the accelerometer through Bluetooth connectivity and upload the data through user response to the associated study database in the Actigraph GT9X Link Study Admin Sync. During the follow-up call, if the participant opted to use the mobile app, instructions for downloading and installing the app on their mobile device were covered in detail. To connect Actigraph GT9X Link to the app, a unique 5-digit code was given to the participant via telephone. Participants entered this code on their device within a 2-min time frame before the code expired. This mobile app was optional for the participant to upload their data at the end of each waking period.

In an attempt to rigorously collect objective physical activity data, provisions were made to reissue an accelerometer if the accelerometer was lost and data could be captured within the predesignated extended wear time frame window of 4 weeks. The same protocol for initializing and mailing the replacement accelerometer was followed.

All accelerometers and accessories were sanitized by the study staff upon return to UACC-BMISR. A separate spreadsheet was used by the study staff to track all accelerometers in a study-specific inventory. If a participant reported a problem with their accelerometer or charger, this was documented by the study staff and investigated upon return of the accelerometer. If the problem could not be resolved, the accelerometer or charging dock would be removed from the mailing rotation and replaced.

The accelerometers were initialized, and the data were downloaded using the Actigraph GT9X Link CentrePoint Study Admin System. Weight and age were entered for each participant during initialization, and the time zone of the participant was documented by the study staff. Participants were blinded to the physical activity feedback from the device; the screen was programmed to only display battery life, date, and time.

**Data Quality Assessment**

As part of quality control, the study staff visually inspected all processed data for compliance. Compliance with the accelerometer wear time was defined by the investigator group before study initiation. These cut-off points have been previously validated in adults; no specific cut-off points currently exist for cancer survivors [35]. Specifically, wear compliance was set at ≥4 days, with ≥10 hours of daily wear time [36,37]. Initial data from the accelerometer were downloaded and exported to ActiLife (version 6.12) software. Accelerometer data were processed using 60-second epochs and Freedson [38] cut-off points.

**Statistical Analysis**

Descriptive data are reported as frequency, means, or medians. Potential predictors of compliant data, including demographic characteristics and self-monitoring behavior, at baseline were evaluated using logistic regression models. As the sample size decreased longitudinally from participants reaching a predetermined study endpoint, logistic regression models were not repeated for subsequent time points. Comparison of factors related to self-monitoring behaviors and compliant accelerometry data collected at each time point were conducted using the Pearson chi-square tests. All statistics were completed in Stata 16 (StataCorp LLC).

**Results**

**Overview**

From July 2015 to December 2019, 580 cancer survivors active in the study were contacted by the study staff at enrollment to initiate the accelerometer procedures. 12.9% (75/580) provided an email address, and the majority preferred to communicate via telephone. Over the 4 time points, a total of 1337 individual accelerometer mailings were completed. At baseline, 98.4% (571/580) women were available and willing to wear the accelerometer—95.2% (533/560) study participants were compliant with the wear protocol and had usable data, and 5% (27/560) had insufficient wear time. For the 3.5% (20/580) participants without the accelerometer wear time at baseline, reasons for nonparticipation included participants who refused to wear the accelerometer (n=3), unable to wear because of illness or natural disasters (n=8), and off-study before completing baseline assessments (n=9).

At subsequent time points, participants who demonstrated protocol noncompliance (eg, not returning the accelerometer at a previous time point) were not asked to collect follow-up accelerometer data. In addition, if a participant reached a study endpoint, no further measurements of activity were completed. At 6 months, 95.2% (394/414) of individual participants were sent accelerometers, resulting in the acquisition of compliant data from 90.9% (358/394) of the active sample. At 12 months, 260 active participants were sent accelerometers for repeat activity measurement, with 95.4% (248/260) of women providing compliant data. At 24 months, 123 eligible participants were sent accelerometers, resulting in 96.7% (119/123) of the active sample that provided compliant data.
The details of the accelerometer data compliance by time points are outlined in Table 1.

Across all time points, 49 accelerometers required a reissue for participant data collection. The majority (32/49, 65%) of the reissued accelerometers were at baseline. Of these reissues, 25% (12/49) were because of depleted battery life upon arrival, 20% (10/49) for software malfunction, and 20% (10/49) were lost by either the participant or in transit. Removal from mailing rotation and replacement of inventory for accelerometers that encountered issues and nonfunctional charging docks were 16 and 67, respectively.

Participants engaged in the accelerometer protocol were representative of the overall Lifestyle Intervention for oVarian cancer Enhanced Survival study population in terms of demographic and clinical characteristics [26]. On average, participants were aged 60.1 (SD 9.3) years, and the majority were non-Hispanic college graduates with a normal BMI (Table 2). The results from logistic regression models of age, education, ethnicity, and BMI as well as self-monitoring behaviors indicated that tracking log completion was the greatest predictor of compliant data at baseline (Table 3). Odds ratios (ORs) were significantly higher (OR 54.71, 95% CI 17.05-175.59; \( P < .001 \)) for having compliant data if a participant completed a corresponding tracking log compared with those who did not complete the tracking log during the 7-day wear period. Other factors, including age, education, ethnicity, BMI, and mobile app engagement, were not significantly associated with compliant data at baseline.

### Table 1. Details of the accelerometer wear time compliance in 580 participants by time points on the Lifestyle Intervention for oVarian cancer Enhanced Survival accelerometer protocol.

<table>
<thead>
<tr>
<th>Study sample(^a)</th>
<th>Baseline(^a), n (%); N</th>
<th>6 months(^b), n (%); N</th>
<th>12 months(^b), n (%); N</th>
<th>24, months(^d), n (%); N</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total active(^b)</strong> sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree to wear(^c)</td>
<td>571 (98.4); 580</td>
<td>414 (71.4); 580</td>
<td>284 (49.0); 580</td>
<td>154 (28.7); 580</td>
</tr>
<tr>
<td>Compliant data(^d)</td>
<td>560 (98.1); 571</td>
<td>394 (95.2); 414</td>
<td>260 (91.5); 284</td>
<td>123 (79.9); 154</td>
</tr>
<tr>
<td>Noncompliant data(^d)</td>
<td>533 (95.2); 560</td>
<td>358 (90.9); 394</td>
<td>248 (95.4); 260</td>
<td>119 (96.7); 123</td>
</tr>
<tr>
<td>Refused to wear(^e)</td>
<td>27 (5); 560</td>
<td>36 (9); 394</td>
<td>12 (5); 260</td>
<td>4 (3); 123</td>
</tr>
<tr>
<td>Unable to wear(^f)</td>
<td>3 (1); 571</td>
<td>16 (4); 414</td>
<td>21 (7); 284</td>
<td>24 (16); 154</td>
</tr>
<tr>
<td><strong>Total inactive(^e)</strong></td>
<td>9 (2); 580</td>
<td>166 (28.6); 580</td>
<td>296 (51.0); 580</td>
<td>384 (71.6); 536</td>
</tr>
<tr>
<td>Protocol noncompliant(^h)</td>
<td>N/A(^i)</td>
<td>14 (8); 166</td>
<td>25 (8); 296</td>
<td>27 (7); 384</td>
</tr>
<tr>
<td>Study endpoint(^j)</td>
<td>9 (100); 9</td>
<td>152 (91.6); 166</td>
<td>271 (91.6); 296</td>
<td>357 (93.0); 384</td>
</tr>
</tbody>
</table>

\(^a\)Values may not add up to 100% because of rounding.

\(^b\)Active participants included those still on study time point and eligible to wear an activity monitor at each time point. At 24 months, 44 women were not yet at the study time point and, therefore, were not included in the sample size.

\(^c\)Agree to wear is defined as a participant who provided verbal consent and confirmation of availability to wear the accelerometer via phone.

\(^d\)Compliant data were defined as \(\geq 4\) consecutive days, with \(\geq 10\) hours of daily wear time. Percent is calculated by the number of all participants who provided verbal consent and were available to wear the accelerometer. Participants who were not active in the study were not included in the denominator for data compliance.

\(^e\)Refusal to wear is defined as a participant who declined to wear the accelerometer for any reason.

\(^f\)Unable to wear is defined as a participant who expressed willingness to wear the accelerometer but did not have the physical capacity to wear during the open window.

\(^g\)Inactive participants included those who were protocol noncompliant or had reached a study endpoint.

\(^h\)Protocol noncompliant is defined as a participant who did not return the accelerometer after 2 consecutive months of contact attempts.

\(^i\)N/A: not applicable.

\(^j\)Participants who reached a study endpoint, defined as disease progression, other diseases, lost to follow-up, or withdraw of participation, were not asked to wear the accelerometer at any future time points.
Table 2. Baseline characteristics for women who were enrolled in the Lifestyle Intervention for oVarian cancer Enhanced Survival accelerometer protocol at baseline (n=580).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at enrollment (years), mean (SD)</td>
<td>60.07 (9.3)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>75 (14.0)</td>
</tr>
<tr>
<td>Some college education</td>
<td>147 (27.4)</td>
</tr>
<tr>
<td>College graduate</td>
<td>314 (58.6)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>34 (6.4)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>500 (93.6)</td>
</tr>
<tr>
<td>BMI class (kg/m$^2$), n (%)</td>
<td></td>
</tr>
<tr>
<td>Normal (18.5-24.9)</td>
<td>211 (36.4)</td>
</tr>
<tr>
<td>Overweight (25.0-29.9)</td>
<td>203 (35.0)</td>
</tr>
<tr>
<td>Obese ($\geq$30.0)</td>
<td>166 (28.6)</td>
</tr>
</tbody>
</table>

*Missing data <8%.

Table 3. Predictors of baseline compliant data and association with demographic and anthropometric characteristics (n=522).

<table>
<thead>
<tr>
<th>Characteristics$^{a,b}$</th>
<th>Odds ratio (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1.00 (0.95-1.05)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>1.0$^c$</td>
<td>N/A$^d$</td>
</tr>
<tr>
<td>Some college education</td>
<td>3.27 (0.74-14.44)</td>
<td>.12</td>
</tr>
<tr>
<td>College graduate</td>
<td>2.60 (0.68-9.92)</td>
<td>.16</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>1.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.89 (0.15-5.25)</td>
<td>.90</td>
</tr>
<tr>
<td>BMI class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>1.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Overweight</td>
<td>1.17 (0.33-4.13)</td>
<td>.80</td>
</tr>
<tr>
<td>Obese</td>
<td>0.88 (0.25-3.07)</td>
<td>.84</td>
</tr>
<tr>
<td>Tracking log completion</td>
<td>54.71 (17.05-175.59)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobile app engagement</td>
<td>2.79 (0.56-13.84)</td>
<td>.21</td>
</tr>
</tbody>
</table>

*a*Using data available for participants who agreed to wear an accelerometer at baseline.  
*b*Only participants with nonmissing values for all variables are included in the logistic regression model.  
*c*These are all provided with the exception of the referent group, which would not have a CI—this is the group we are comparing against to determine the OR and CI.  
*d*N/A: not applicable.

Compliance With Tracking Logs and Mobile App Engagement (Self-Monitoring)

At baseline, 88.6% (496/560) of the tracking logs were returned. At subsequent time points, 83.0% (327/394) were returned at 6 months, 84.2% (219/260) were returned at 12 months, and 86.2% (106/123) were returned at 24 months. The most common reason reported for the removal of the Actigraph GT9X-Link on the tracking logs was shower or bath, aligned with the wear protocol. All other reasons for removal accounted for <10% of the reported removal for all days and included allowing the monitor to charge, swimming, or medical examination. Completion of the tracking log was significantly associated with compliant accelerometer wear data at all time points ($P<.001$, Table 4).
Table 4. Prevalence of tracking log completion and manufacturer mobile app engagement with compliant accelerometry data collection among the active Lifestyle Intervention for oVarian cancer Enhanced Survival participants who agreed to wear an accelerometer at each study time point.

<table>
<thead>
<tr>
<th>Time point</th>
<th>Value, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (n=560)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tracking log</td>
<td>496 (88.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobile app</td>
<td>198 (35.4)</td>
<td>.002</td>
</tr>
<tr>
<td>Both</td>
<td>187 (33.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6 months (n=394)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tracking log</td>
<td>327 (83.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobile app</td>
<td>78 (19.8)</td>
<td>.06</td>
</tr>
<tr>
<td>Both</td>
<td>60 (15.2)</td>
<td>.03</td>
</tr>
<tr>
<td>12 months, n=260</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tracking log</td>
<td>219 (84.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobile app</td>
<td>41 (15.8)</td>
<td>.53</td>
</tr>
<tr>
<td>Both</td>
<td>35 (13.5)</td>
<td>.16</td>
</tr>
<tr>
<td>24 months (n=123)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tracking log</td>
<td>106 (86.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobile app</td>
<td>13 (10.6)</td>
<td>.49</td>
</tr>
<tr>
<td>Both</td>
<td>12 (9.8)</td>
<td>.50</td>
</tr>
</tbody>
</table>

aPercent values are calculated by dividing by the number of active participants who agreed to wear an accelerometer at each time point.
bAnalyses were conducted using the Pearson chi-square tests.

At baseline, 35.4% (198/560) of the participants opted to use the mobile app; the average frequency of uploads during the 7-day wear period was 5 (median 6). At 6, 12, and 24 months, 19% (78/123), 15% (41/123), and 11% (13/123) of the participants repeated the use of the app, respectively. The average frequency of uploads at 6, 12, and 24 months was 5 (median 6), 6 (median 6), and 6 (median 6), respectively. The use of the mobile app was significantly associated with compliant data at baseline only (P=.002). Completion of both the tracking log and mobile app upload was significantly associated with compliant accelerometry data collected at baseline and 6 months (P=.001 and P=.03, respectively). Fewer participants completed both the tracking log and uploaded data through the mobile app at the following 12- and 24-month time points, with the majority of participants choosing to complete the tracking log only.

Discussion

Principal Findings

Given the current interest in objective measurement of physical activity levels in cancer survivors and reports of over- and under-reporting of physical activity using validated self-reported measures, a rigorous protocol, which includes SOPs, to successfully send, receive, collect, and download accelerometer data is recommended. A 2018 review of accelerometer-based activity monitoring in cancer survivors suggested that current efforts lack standardization in relation to the methodology used and further details of accelerometer data collection methods are lacking, making replication at best challenging [15]. To address this gap in current evidence, this study provides an adaptable, detailed protocol for consideration across trials, particularly those that are distance-delivered. On the basis of our findings, these protocols should include frequent communication via telephone or email, multiple methods of instruction for how to use the accelerometer (eg, video, paper, and telephone-based education), and a detailed mail tracking system. To increase the likelihood of receiving compliant and usable data, protocols should include having the participants upload their data in real time or record wear time on a standardized tracking form. Here, we report the study protocol, implementation, and initial compliant data for using accelerometers in a large, multisite national lifestyle intervention in a trial of ovarian cancer survivors. Data were collected from participants in 48 US states for objective measurement of activity. The LIvES research team has developed a reproducible protocol that can be used by others for the implementation of accelerometers in future research trials.

Comparison With Prior Works

The majority (98%) of the data were collected within the predesignated windows for data collection. Agreement to wear the accelerometer did decrease over time among all protocol active participants. Our goal was to collect data from all active women within the subsample at all time points. However, a small percentage of the women were protocol noncompliant at previous time points or refused or were unable to wear the accelerometer (Table 1). Of those who provided verbal consent and availability to wear the accelerometer, 95.2% (533/560), 90.9% (358/394), 95.4% (248/260), and 97.6% provided compliant data at baseline, 6, 12, and 24 months, respectively. Our compliance rates for accelerometry were similar to...
large-scale prospective cohort studies in older women with single time point measurements [36] and were above the 71.6% wear time compliance estimates from adults wearing thigh and back-placed accelerometers [39] and much higher than estimates of 62.6% among children who participated in the National Health and Nutrition Examination Survey [40]. Compliant data on distance-delivered methodologies are sparse.

At the time of the development of this protocol, the GT9X was validated only for hip-worn measurements. Although the GT9X has since been validated for wristwear [18], it is unknown how this may have affected compliance in our sample. Among a large sample of European adults with a single time point of collection, 93.3% had valid data for wrist-worn accelerometers [41]. Comparatively, we demonstrated 95.2% valid compliant data from hip-worn accelerometers in our sample at baseline. The current literature suggests a poor correlation between wrist and hip-worn accelerometer counts per min; therefore, comparison of estimates from wear at the 2 different sites should be interpreted with caution [42,43]. To maintain consistency in the data collected, all participants were asked to wear GT9X on their nondominant hip at all time points. Furthermore, the hip placement of GT9X demonstrates better step count accuracy [18], which is an a priori behavior outcome for the trial. In addition, the quality of the data generated using the protocol will allow for time in sedentary bouts, light activity, and the development of population-specific cut-off points that accommodate the described reduction in peak oxygen consumption and relative intensity of activities among cancer survivors [44,45].

Contrary to other studies that may suggest that obese women have higher nonwear time of accelerometers [46], our results indicate that BMI did not have a significant effect on compliant data in ovarian cancer survivors. Tracking log completion remained strongly associated with compliant wear data across all time points. Calls at 6, 12, and 24 months became more streamlined and shorter in length, as many participants were already familiar with the protocol and felt comfortable with the device without additional telephone support at these time points. High compliance overall may reflect the older female sample of cancer survivors motivated to participate in a 24-month lifestyle intervention.

The use of the mobile app to upload data was optional, and 35.4% of women opted to use this app. We noted that age, though not statistically significant, influenced the use of the mobile app, suggesting that this approach may have higher adherence for younger cancer survivors. The mobile app allowed participants to upload data but they could not see their activity data to keep data collection blinded. This may have influenced the motivation for repeated app engagement. Over time, participants engaged less with the mobile app, results that are similar to the patterns previously reported in the literature for other health-related smartphone apps [47]. This warrants further studies, including new strategies to promote the continued use of technology. Of note, our instruction call notes from participants indicated that many participants did not find any benefit or did not feel like there was time available to complete both the tracking log and mobile app. An additional consideration in applying the findings of this research is our focus on a convenience sample of ovarian cancer survivors. Although we anticipate that the protocol will perform similarly in other cancer survivor populations, this is not a standard, particularly in relation to diversity in sex and education as well as cancer-related symptom burden and comorbidities.

**Future Directions**

Beyond the scope of this protocol, but important to future research in this area, population-relevant cut-off points and algorithms need to be established for cancer survivors for both wrist and hip-worn accelerometers. The field of accelerometry is rapidly emerging, especially regarding standardized cut-off points. For data analysis related to objective physical activity data captured in this protocol, standard cut-off points as well as vector magnitude and total activity counts will be evaluated by the research team. The current literature suggests that vector magnitude may better discriminate between sedentary and light physical activity in women aged older than 60 years [48], although among breast cancer survivors, total activity counts may provide better estimates of moderate-to-vigorous physical activity [49]. These population-relevant cut-off points will allow for a more accurate interpretation of accelerometer data for the older female cancer survivor population; however, information remains limited for cut-off points specific to ovarian cancer survivors. Importantly, both age and the presence of comorbidities can influence accelerometer cut-off points [48], confounders that are highly relevant to this population.

In summary, we have developed a detailed protocol and related materials for collecting the accelerometry data from a large sample of cancer survivors who reside across the United States. This protocol has resulted in the acquisition of a robust data set for future analysis of physical activity in this population. This protocol and the related materials that were issued to participants are available through UACC-BMISR consultation services [50] in support of future research studies designed to capture repeated measures of activity in this vulnerable population.
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Abstract

Background: Smartphone overuse can harm individual health and well-being. Although several studies have explored the relationship between problematic or excessive smartphone use and mental health, much less is known about effects on self-esteem, which is essential in having a healthy life, among adults with mental health disorders, including internet gaming disorder. Furthermore, given that smartphone usage differs by gender, little is known about gender differences in the relationship between smartphone overuse and self-esteem.

Objective: The objective of this study was to assess self-esteem among individuals with mental health disorders and explore the relationship with excessive smartphone use.

Methods: Participants were selected based on their responses to the internet gaming disorder assessment, which includes 9 items developed based on Diagnostic and Statistical Manual of Mental Disorders (Fifth Edition) criteria, from among a Korean cohort of smartphone users aged 20-40 years, resulting in a sample of 189 participants (men: 120, women: 69). The Rosenberg self-esteem scale and the Korean smartphone addiction proneness scale were utilized to assess the outcome self-esteem with excessive smartphone use as the primary independent variable. Guided by the Bowlby attachment theory and prior studies, we selected several covariates. Generalized linear regression analyses, as well as subgroup analyses by gender, were performed.

Results: Among adults with internet gaming disorder, the average Korean smartphone addiction proneness scale score was significantly higher in women than that in men (41.30 vs. 37.94; P=.001), and excessive smartphone use was significantly more prevalent in women than it was in men (30.43% vs. 20.83%; P=.02). Our findings from the generalized linear regression analyses indicated that an increase in Korean smartphone addiction proneness scale score had a negative relationship with self-esteem among those with internet gaming disorder (β=−0.18, P=.001). Furthermore, our interaction models showed that, among those with internet gaming disorder, more men than women had lower self-esteem associated with an increase in Korean smartphone addiction proneness scale score and a high degree of smartphone overuse (β=−0.19, P=.004; β=−3.73, P<.001).

Conclusions: Excessive smartphone use was found to be adversely associated with self-esteem among young and middle-aged adults with internet gaming disorder; notably, more men than women were negatively influenced (regarding self-esteem) by smartphone overuse. Based on our findings, more efforts should be made to reduce excessive or problematic smartphone use by considering developing public health interventions or policy, particularly among those with mental health disorders such as internet gaming disorder.

(JMIR Mhealth Uhealth 2020;8(9):e18505) doi:10.2196/18505
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Introduction
In the era of the internet and with fast-growing mobile technology availability, smartphones have become an essential part of people’s daily lives because of their mobility and various functions. Without bringing a laptop everywhere, people can easily send emails, have a video conference, share files and photos, and have access to entertainment (eg, playing games, etc) by using smartphones. According to a 2015 Pew Research Center report [1], almost two-thirds of the adults in the United States own a smartphone that 46%, among them, mentioned they “couldn’t live without [1].” Among other developed countries, South Korea is known for having the highest smartphone penetration and use; it was estimated that approximately 95% of South Koreans used a smartphone in 2018, which was the top rate among the 27 nations that responded to the survey [2]. However, with substantial growth in the smartphone market, a related issue—excessive or problematic smartphone use—has arisen. Evidence indicates that many people use smartphones to affect their daily lives negatively [3,4]. Constant checking of the phones and using apps all day long could exemplify excessive smartphone use, which can also result in social issues [5].

Growing evidence suggests that excessive or problematic smartphone use can adversely affect individual physical health (eg, headaches, neck, and wrist pain; obscured vision) [6,7] and mental health (eg, depression, anxiety, etc) [8-11] as well as psychological attributes such as self-esteem and self-control [10,12,13]. For instance, a systematic review by Elhai and colleagues [10] explored the relationship of psychopathology with problematic smartphone use and identified anxiety, depression, and low self-esteem as psychopathological correlates. Notably, self-esteem, defined as “the degree that a person likes, values, and approves himself or herself [14],” is essential in having a healthy life and for psychological well-being [15]. Self-esteem provides positive outcomes and benefits in life, for example, being confident in one’s own abilities can help decision making and in being more resilient in coping with stress and difficulties [15]. However, evidence shows that individuals with mental health disorders such as depression, anxiety, eating disorders, and personality disorders are more likely to have low self-esteem or self-esteem deficits [16].

To explore the relationship of self-esteem with extent of excessive smartphone use, the Bowlby attachment theory [17-19] may be applied as a theoretical base. According to this theory [17-19], there are 3 attachment styles: secure, avoidant, and anxious-ambivalent. The first type, “secure attachment,” can be characterized by a higher sense of self-worth, considering others trustworthy and reliable, and controlling consequences in their lives. The second type, “avoidant,” is characterized as having a lower sense of self-worth and viewing others as less kind, while the third type, “anxious-ambivalent,” is characterized as feeling insecure about others’ responses and having a strong desire for closeness to others. Therefore, people with avoidant and anxious-ambivalent attachment styles are more likely to have negative beliefs about themselves but relatively positive views about others, which could make them more reliant on others by seeking their authorization and reassurance [20]. In this context, a mobile phone or smartphone could serve as a means for them to receive the approval and reassurance from people close to them. Evidence indicates that low self-esteem related to insecure attachment could play a role in the excessive use of mobile phones or smartphones [21,22].

Although prior research has explored relationships between excessive or problematic smartphone use and mental health or psychological attributes among general populations, much less is known about effects on self-esteem among people with mental health disorders such as internet gaming disorder [23]. Those who are addicted to online gaming tend to have specific characteristics, such as obsession, withdrawal, and loss of interest in doing other things (ie, job-related or educational activities) [24,25]. Given that low self-esteem or self-esteem deficits may be more likely to occur among individuals with mental health disorders, it is meaningful to assess self-esteem related to problematic smartphone use among these groups. Additionally, given that smartphone usage differs by gender [26,27], it is also worthwhile to examine whether there exist gender differences in the relationship between smartphone overuse and self-esteem, about which little is known. We believe that this study has contributed to filling gaps in the literature and could help in developing public health interventions and policy to reduce excessive smartphone use among adults with mental health disorders, particularly those with internet gaming disorder.

Methods
Data and Study Participants
This study included individuals recruited from various parts of South Korea ( Metropolitan area, Chungcheong-do, Gyeongsang-do, Jeolla-do, and Gangwon-do/Jeju-do) from October 2018 to February 2019 through the smartphone overdependence management system. The smartphone overdependence management system is a mobile app–based system, developed in a prior study [28], to identify and examine factors associated with smartphone overdependence that can help prevent and monitor smartphone overreliance. Thus, the smartphone overdependence management system provided us with information about excessive smartphone use. In the initial research, the inclusion criteria were (1) aged 20–40 years; (2) Android–based smartphone users; and (3) smartphone usage of at least one hour or more per day. To retain participants for 4 weeks, the project utilized a specialized company to recruit and manage participants, who were randomly selected. All participants received a small reward for their participation through the company. Since this study focused on individuals with internet gaming disorder, we utilized a questionnaire for...
internet gaming disorder assessment that consisted of 9 items (preoccupation, tolerance, withdrawal, persistence, escape, problems, deception, displacement, and conflict) [29] that were developed based on Diagnostic and Statistical Manual of Mental Disorders Fifth Edition (DSM-5) criteria [24]. Each of the 9 items was coded as binary (1=yes, 0=no) and summed for a total score. Using the conventional cutoff point for internet gaming disorder, we selected those with a total of 5 or above as an indication of internet gaming disorder [24] (ie, 0-4 for normal; 5-9 for internet gaming disorder), which resulted in a sample of 189 participants with internet gaming disorder (men: 120/189, 63.5%; women: 69/189, 36.5%). A survey questionnaire (written in Korean) was utilized to obtain individual-level information (social and demographic characteristics including age, marital status, education, and income; family-related characteristics such as receipt of emotional support from family and relationship with family; and adverse conditions including perceived abuse experience and experience of being bullied). The study was approved by the institutional review board of the Catholic University of Korea, Seoul St. Mary’s Hospital (approval no. MC16QISI0146). All participants signed an informed consent form before the study in accordance with the Declaration of Helsinki.

Measures

Dependent Variable

The Korean version of the Rosenberg self-esteem scale [30] was used to evaluate individual self-esteem. This scale consisted of 10 items with a 4-point Likert scale (4=strongly agree, 3=somewhat agree, 2=somewhat disagree, and 1=strongly disagree). The example questionnaire statements for evaluating self-esteem included “I take a positive attitude toward myself,” “I feel that I have many good qualities [31].” In a prior study [32], the Rosenberg self-esteem scale was found to have relatively high reliability and consistency (Cronbach α=.72). The self-esteem scale ranged between 0 and 40, in which a higher total score indicated a higher level of self-esteem.

Independent Variables

The Korean Smartphone Addiction Proneness Scale (K-SAPS), developed by the National Information Agency of Korea in 2011, was used to assess excessive smartphone use. The K-SAPS, which additionally includes items with unique smartphone features in the Internet Addiction Proneness Scale for Youth, was found to be highly reliable (Cronbach α=.88) in prior research [33]. The K-SAPS comprised 15 items in total with a 4-point Likert scale (4=strongly agree, 3=somewhat agree, 2= somewhat disagree, and 1=strongly disagree) and is appropriate for screening addictive smartphone use [33]. The K-SAPS consisted of 4 subdomains: disturbance of adaptive functions (5 items), virtual life orientation (2 items), withdrawal (4 items), and tolerance (4 items). Disturbance of adaptive functions was assessed, for example, with items such as “People frequently comment on my excessive smartphone use” and “Family or friends complain that I use my smartphone too much.” Withdrawal, for example, was measured with items such as “It would be unpleasant if I am not allowed to use a smartphone” and “I become anxious and restless when I do not have a smartphone with me.”

We included the K-SAPS as the primary independent variable in the model and also examined it as a categorical variable to assess the degree of excessive smartphone use (high, moderate, and low) based on prior research [34]. A high degree of excessive smartphone use was defined as K-SAPS ≥44 or by subdomain scores ≥15 for adaptive function or ≥13 for both tolerance and withdrawal. A moderate degree of excessive smartphone use was defined as 40 ≤K-SAPS ≤43 or any subdomain score ≥14. A low degree of excessive smartphone use was defined as any not meeting these criteria.

Covariates

Guided by the Bowlby attachment theory [17-19] and empirical studies examining factors related to self-esteem [12,35,36], we selected several covariates. They included social and demographic factors (age, gender, marital status, education, and income), family-related factors (emotional support from family, relationship with the family), as well as adverse conditions (perceived abuse experience, experience of being bullied). Age was used as a continuous variable in this study. Marital status, indicating whether or not an individual was currently married, was grouped into 3 categories: never married, married, separated/widowed. Education, indicating the highest level of educational attainment an individual achieved, was included as a categorical variable (less than high school, high school graduate, college graduate or above). Income (X Korean won or KRW; an approximate exchange rate of 2,000,000 KRW=US $1713 was applicable at the time of publication), was measured by the average monthly household income before tax categorized into X<2,000,000, 2,000,000≤X<4,000,000, 4,000,000≤X<6,000,000, and ≥6,000,000. The variable emotional support from family (not at all, some, a lot) was included. It was constructed based on the survey question, “How much do you think you receive emotional support from your family?” The variable relationship with the family (less satisfied/dissatisfied, satisfied, very/completely satisfied) was also included based on the survey question “How satisfied are you with the relationship with your family?” Additionally, we included perceived abuse experience and experience of being bullied as binary variables, assessed based on the survey questions “Have you ever felt that you received abuse from your family or someone who provided care when you were a child?” and “Have you ever experienced being bullied at school?” respectively.

Statistical Analysis

The dependent variable in this study was self-esteem, measured with the Rosenberg self-esteem scale. The independent variables were K-SAPS score and degree of excessive smartphone use (high, moderate, or low). Using descriptive statistics, we first examined the characteristics of the Korean cohort of young and middle-aged adults with internet gaming disorder and differences by gender. Specifically, we compared the extent to which men and women were different concerning individual characteristics using two-tailed independent t tests for continuous variables and Rao-Scott chi-square tests for dichotomous variables. The
threshold of .05 was used for assessing the statistical significance of those tests.

Furthermore, we utilized a generalized linear regression model to examine the association between K-SAPS and self-esteem and between the degree of excessive smartphone use and self-esteem, among adults with internet gaming disorder. The Rosenberg self-esteem scale was not normally distributed (Shapiro-Wilk normality test: $P<.001$). We conducted generalized linear regression analyses by employing 4 distinct models: Model 1 included K-SAPS score as the primary independent variable without any interaction terms. Model 2 included the degree of excessive smartphone use as the primary independent variable without any interaction terms. Model 3 included the interaction between gender and K-SAPS score. Model 4 included the interaction between gender and degree of excessive smartphone use. Notably, the interaction models were constructed based on the results from the statistical tests comparing men and women. All statistical analyses were conducted using SAS (version 9.4; SAS Institute) statistical software.

Results

Characteristics of Study Participants

Table 1 presents the characteristics of study participants by gender. The average K-SAPS (41.30 vs. 37.94; $P=.001$) and frequency of a high degree of excessive smartphone use (30.43% vs. 20.83%; $P=.02$) were significantly higher for women than those for men. Except for the K-SAPS and degree of excessive smartphone use, however, no statistically significant differences by gender were shown concerning individual characteristics. The mean Rosenberg self-esteem scale (24.17 vs. 24.07; $P=.88$) was slightly higher for men than that for women. The average age (34.45 years vs. 34.30 years; $P=.90$) for men was higher than that for women. Being married (49.28% vs. 41.67%; $P=.28$), and with higher incomes (4,000,000 earned and above) (50.72% vs. 31.67%; $P=.28$) were more common in women than they were in men. College graduate or more education (81.67% vs. 73.91%; $P=.29$) was more prevalent in men than it was in women. Receipt of emotional support from family (some and a lot) (88.41% vs. 85.83%; $P=.84$) was more common in women than it was in men, while being satisfied with the family relationship (89.17% vs. 88.41%; $P=.74$) was more prevalent in men than it was in women. Perceived abuse experiences (33.33% vs. 23.33%; $P=.13$) and incidents of being bullied at school (43.48% vs. 31.67%; $P=.10$) were more common in women than they were in men.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All (N=189)</th>
<th>Men (n=120)</th>
<th>Women (n=69)</th>
<th>P value (^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-SAPS (^b), mean (SD)</td>
<td>39.16 (6.91)</td>
<td>37.94 (7.06)</td>
<td>41.30 (6.13)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Degree of excessive smartphone use, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (K-SAPS≥44)</td>
<td>46 (24.3)</td>
<td>25 (20.8)</td>
<td>21 (30.4)</td>
<td>.02</td>
</tr>
<tr>
<td>Moderate (40≤K-SAPS≤43)</td>
<td>52 (27.5)</td>
<td>28 (23.3)</td>
<td>24 (34.8)</td>
<td></td>
</tr>
<tr>
<td>Low (K-SAPS≤39)</td>
<td>91 (48.2)</td>
<td>67 (55.8)</td>
<td>24 (34.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Social and demographic</strong></td>
<td></td>
<td></td>
<td></td>
<td>.90</td>
</tr>
<tr>
<td>Age (in years), mean (SD)</td>
<td>34.39 (7.9)</td>
<td>34.45 (8.11)</td>
<td>34.30 (7.61)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>Never been married</td>
<td>102 (54.0)</td>
<td>69 (57.5)</td>
<td>33 (47.8)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>84 (44.4)</td>
<td>50 (41.7)</td>
<td>34 (49.3)</td>
<td></td>
</tr>
<tr>
<td>Separated/widowed</td>
<td>3 (1.6)</td>
<td>1 (0.8)</td>
<td>2 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.29</td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (0.5)</td>
<td>1 (0.8)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>39 (20.6)</td>
<td>21 (17.5)</td>
<td>18 (26.1)</td>
<td></td>
</tr>
<tr>
<td>College graduate or above</td>
<td>149 (78.8)</td>
<td>98 (81.7)</td>
<td>51 (73.9)</td>
<td></td>
</tr>
<tr>
<td>Income (X KRW(^c)/month), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>X&lt;2,000,000</td>
<td>33 (17.5)</td>
<td>23 (19.2)</td>
<td>10 (14.5)</td>
<td></td>
</tr>
<tr>
<td>2,000,000≤X&lt;4,000,000</td>
<td>77 (40.7)</td>
<td>53 (44.2)</td>
<td>24 (34.8)</td>
<td></td>
</tr>
<tr>
<td>4,000,000≤X&lt;6,000,000</td>
<td>45 (23.8)</td>
<td>24 (20.0)</td>
<td>21 (30.4)</td>
<td></td>
</tr>
<tr>
<td>X≥6,000,000</td>
<td>34 (18.0)</td>
<td>20 (16.7)</td>
<td>14 (20.3)</td>
<td></td>
</tr>
<tr>
<td>Emotional support from family, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.84</td>
</tr>
<tr>
<td>Not at all</td>
<td>25 (13.2)</td>
<td>17 (14.2)</td>
<td>8 (11.6)</td>
<td></td>
</tr>
<tr>
<td>Some</td>
<td>123 (65.1)</td>
<td>78 (65.0)</td>
<td>45 (65.2)</td>
<td></td>
</tr>
<tr>
<td>A lot</td>
<td>41 (21.7)</td>
<td>25 (20.8)</td>
<td>16 (23.2)</td>
<td></td>
</tr>
<tr>
<td>Relationship with the family, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>Less satisfied/dissatisfied</td>
<td>21 (11.1)</td>
<td>13 (10.8)</td>
<td>8 (11.6)</td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>68 (36.0)</td>
<td>41 (34.2)</td>
<td>27 (39.1)</td>
<td></td>
</tr>
<tr>
<td>Very/completely satisfied</td>
<td>100 (52.9)</td>
<td>66 (55.0)</td>
<td>34 (49.3)</td>
<td></td>
</tr>
<tr>
<td>Perceived abuse experience, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>Yes</td>
<td>51 (27.0)</td>
<td>28 (23.3)</td>
<td>23 (33.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>138 (73.0)</td>
<td>92 (76.7)</td>
<td>46 (66.7)</td>
<td></td>
</tr>
<tr>
<td>Experience of being bullied, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Yes</td>
<td>68 (36.0)</td>
<td>38 (31.7)</td>
<td>30 (43.5)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>121 (64.0)</td>
<td>82 (68.3)</td>
<td>39 (56.5)</td>
<td></td>
</tr>
<tr>
<td>Rosenberg Self-Esteem Scale, mean (SD)</td>
<td>24.13 (4.82)</td>
<td>24.17 (4.79)</td>
<td>24.07 (4.92)</td>
<td>.88</td>
</tr>
</tbody>
</table>

\(^a\)Significance assessment of the Rao-Scott chi-square test for categorical variables and \(t\) test for continuous variables. The significance level of .05 was incorporated for the assessment.

\(^b\)K-SAPS: Korean Smartphone Addiction Proneness Scale.

\(^c\)KRW: Korean won (an approximate exchange rate of 2,000,000 KRW=US $1713 was applicable at the time of publication).
Association Between Excessive Smartphone Use and Self-Esteem Among Adults With Internet Gaming Disorder

Table 2 shows the results of our 4 generalized linear regression models for examining the estimated effects of the K-SAPS and the degree of excessive smartphone use on self-esteem among adults with internet gaming disorder. Model 1 showed an increase in the K-SAPS had a negative relationship to self-esteem ($\beta=-0.18$, $P=.001$) among adults with internet gaming disorder. Model 2 showed that compared with those with a low degree of excessive smartphone use, individuals with internet gaming disorder with a high degree of excessive smartphone use had lower self-esteem ($\beta=-3.42$, $P<.001$). Furthermore, all models showed that compared with adults with internet gaming disorder who were very/completely satisfied with their family relationship, those who were less satisfied/dissatisfied with their family relationship had lower self-esteem (model 1: $\beta=-5.21$, $P<.001$; model 2: $\beta=-5.55$, $P<.001$; model 3: $\beta=-5.43$, $P<.001$; model 4: $\beta=-5.63$, $P<.001$). Meanwhile, interactions showed that among adults with internet gaming disorder, men had lower self-esteem associated with an increase in the K-SAPS than women (β=−0.19, $P=.004$). Additionally, among adults with internet gaming disorder, men with a high degree of excessive smartphone use had lower self-esteem than women (β=−3.73, $P<.001$).
Table 2. Generalized linear models of self-esteem concerning smartphone overuse among adults with internet gaming disorder.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Self-esteem&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
</tr>
<tr>
<td></td>
<td>B&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>K-SAPS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>–0.18</td>
</tr>
<tr>
<td>Degree of excessive smartphone use (reference: low)&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>N/A</td>
</tr>
<tr>
<td>High</td>
<td>N/A</td>
</tr>
<tr>
<td>Social and demographic</td>
<td></td>
</tr>
<tr>
<td>Age (in years)</td>
<td>0.03</td>
</tr>
<tr>
<td>Gender (reference: men)</td>
<td>–0.66</td>
</tr>
<tr>
<td>Marital status (reference: separated/widowed)</td>
<td></td>
</tr>
<tr>
<td>Never been married</td>
<td>–6.94</td>
</tr>
<tr>
<td>Married</td>
<td>–6.81</td>
</tr>
<tr>
<td>Education (reference: college graduate or above)</td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>–4.90</td>
</tr>
<tr>
<td>High school graduate</td>
<td>–0.94</td>
</tr>
<tr>
<td>Income (X KRW&lt;sup&gt;f&lt;/sup&gt;/month) (reference: ≥6,000,000)</td>
<td></td>
</tr>
<tr>
<td>X&lt;2,000,000</td>
<td>1.49</td>
</tr>
<tr>
<td>2,000,000 ≤X&lt;4,000,000</td>
<td>1.09</td>
</tr>
<tr>
<td>4,000,000 ≤X&lt;6,000,000</td>
<td>2.37</td>
</tr>
<tr>
<td>Family-related</td>
<td></td>
</tr>
<tr>
<td>Emotional support from family (reference: a lot)</td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>–0.37</td>
</tr>
<tr>
<td>Some</td>
<td>–0.45</td>
</tr>
<tr>
<td>Relationship with the family (reference: very/completely satisfied)</td>
<td></td>
</tr>
<tr>
<td>Less satisfied/dissatisfied</td>
<td>–5.21</td>
</tr>
<tr>
<td>Satisfied</td>
<td>–1.47</td>
</tr>
<tr>
<td>Adverse conditions</td>
<td></td>
</tr>
<tr>
<td>Perceived abuse experience</td>
<td>–0.93</td>
</tr>
<tr>
<td>Experience of being bullied</td>
<td>–0.11</td>
</tr>
<tr>
<td>Interactions</td>
<td></td>
</tr>
<tr>
<td>Gender×K-SAPS&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender×degree of excessive smartphone use: high</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>The Korean version of the Rosenberg self-esteem scale was used for the outcome assessment.

<sup>b</sup>B is the unstandardized coefficient.

<sup>c</sup>K-SAPS: Korean Smartphone Addiction Proneness Scale.

<sup>d</sup>N/A: not applicable.

<sup>e</sup>Degree of excessive smartphone use was assessed by the K-SAPS: high (K-SAPS≥44), moderate (40≤K-SAPS≤43), and low (K-SAPS≤39).

<sup>f</sup>KRW: Korean won (an approximate exchange rate of 2,000,000 KRW=US $1713 was applicable at the time of publication).

<sup>g</sup>Grand mean centering and scaling (dividing by SD) was applied to the continuous K-SAPS variable.
Discussion

Principal Findings and Implications for Public Health Interventions and Policy

To the extent of our knowledge, this study is the first, based on a Korean cohort of young and middle-aged adults with internet gaming disorder, to examine the association between excessive smartphone use and self-esteem and detect gender differences. Although several studies have investigated the relationship between problematic or excessive smartphone use and mental health [8-10,21] and psychological attributes [12,13], much less is known about the effects on self-esteem among those with mental health disorders, including internet gaming disorder. Smartphone overuse could play a role as a stimulus for gaming (by using mobile apps), which can adversely affect smartphone users’ health and well-being. There may be reason for concern for those with internet gaming disorder because they may be more prone to utilizing smartphones for gaming, with features such as accessibility and mobility, which could increase online gaming dependence. In this study, we found that excessive smartphone use was adversely associated with self-esteem in adults with internet gaming disorder. Given a substantial increase in smartphone usage, developing public health interventions or programs to reduce smartphone overuse should be considered, particularly for those with mental health disorders such as internet gaming disorder.

Another finding of this study was that men were found to be more negatively influenced from excessive smartphone use concerning self-esteem than women were; notably, men with a high degree of smartphone overuse were more likely to have low self-esteem compared with women with a high degree of smartphone overuse. This finding may be explained with the circumstance that men may use their smartphones, specifically for gaming, or their gaming behavior may be carried out via their smartphone. In contrast, women may game on other internet-connected devices and use their smartphones for different functions, including social networking or information searching [27]. In other words, women may socialize more by using their smartphones or mobile phones than men do, which could more positively affect self-esteem in women than that in men. A meta-analysis by Harris and Orth [37] examined the relationship between social relationships and self-esteem with 52 longitudinal studies published between 1993 and 2016. They found a reciprocal link between self-esteem and social relationships. Specifically, positive social relationships, acceptance, and support seemed to affect self-esteem positively among individuals across all levels of development [37].

Interestingly, among adults with internet gaming disorder, those who perceived less satisfaction or dissatisfaction about their relationships with their family seemed to have lower self-esteem than those who were very/completely satisfied with their relationships with their family. Indeed, prior research identified family-related factors as predictors of self-esteem among young individuals, including family functioning and environment [38], parent-child relationship [39], and parental attitudes toward their children (perceived parental rejection and criticism and parental fairness) [40]. Furthermore, evidence suggests that parental influences on self-esteem may vary by factors such as children’s age, development status, and gender. For instance, a longitudinal study [41] of 282 adolescents found that family influences (ie, perceptions about family communication) had a significant impact on self-esteem among young adolescents at Time 1; however, it appeared to not affect self-esteem among young adolescents at Time 2. This finding suggests that the effects of family factors on self-esteem may be higher among younger rather than older individuals [41]. In terms of gender in the relationship between parental influences and self-esteem, prior studies [42-44] reported varying results. For example, several reviews mentioned that family functioning and family relationships might be more influential on boys’ self-esteem than on girls’ self-esteem [42,43]. However, other research conducted with a sample of 230 college students found that while parental authoritativeness and authoritarianism were shown to be predictive of self-esteem, female students were more likely than male students to be affected by their parents’ attitudes [44].

Limitations and Strengths

This study had some limitations. First, this study mainly examined the estimated effects of excessive smartphone use on self-esteem, and gender differences, among young and middle-aged adults with internet gaming disorder. However, evidence indicates a bidirectional relationship between addictive behaviors and psychological factors [12]. Second, due to the cross-sectional nature of the study, we may not infer a causal relationship between excessive smartphone use and self-esteem. Next, despite using measures for self-esteem and excessive smartphone use, which were found to be valid and reliable in prior research [32,33], the 4-point Likert scale (strongly agree, somewhat agree, somewhat disagree, strongly disagree) may not have been able to capture correct answers to the survey questions completely. For instance, some respondents might have intended to answer somewhere between strongly agree and somewhat agree or between strongly disagree and somewhat disagree; therefore, there may have been response bias by being limited to a scale with only 4 points [45].

Despite the limitations, there were several strengths. First, this study was conducted based on unique data, including a wide range of information about smartphone usage, internet gaming disorder, self-esteem, family-related factors, adverse experiences among young and middle-aged adults in South Korea. This allowed us to adjust for various related factors in associations between excessive smartphone use and self-esteem, which resulted in meaningful results, such as family-related factors. Second, this study, is the first (of which we are aware) to examine the relationship between excessive smartphone use and self-esteem among adults with internet gaming disorder, a population that was less explored in prior research. Finally, we further investigated gender differences in the association between smartphone overuse and self-esteem in this population, about which little is known.

Conclusions

Although smartphones, with their advantageous features, have become an essential part of people’s daily lives, smartphone overuse could harm individual health and well-being. It is of
particular concern for those more susceptible or vulnerable such as individuals with mental health disorders, including internet gaming disorder. Our finding of the negative association between excessive smartphone use and self-esteem among adults with internet gaming disorder suggests that more efforts or endeavors should be made by considering developing public health interventions or programs to reduce excessive or problematic smartphone use, particularly among those with mental health disorders such as internet gaming disorder. Furthermore, our finding of gender differences in the association between smartphone overuse and self-esteem could suggest merit in developing gender-specific interventions targeting men with internet gaming disorder.
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Abstract

Background: Dementia is a major and growing health problem, and early diagnosis is key to its management.

Objective: With the ultimate goal of providing a monitoring tool that could be used to support the screening for cognitive decline, this study aims to develop a supervised, digitized version of 2 neuropsychological tests: Trail Making Test and Bells Test. The system consists of a web app that implements a tablet-based version of the tests and consists of an innovative vocal assistant that acts as the virtual supervisor for the execution of the test. A replay functionality is added to allow inspection of the user’s performance after test completion.

Methods: To deploy the system in a nonsupervised environment, extensive functional testing of the platform was conducted, together with a validation of the tablet-based tests. Such validation had the two-fold aim of evaluating system usability and acceptance and investigating the concurrent validity of computerized assessment compared with the corresponding paper-and-pencil counterparts.

Results: The results obtained from 83 older adults showed high system acceptance, despite the patients’ low familiarity with technology. The system software was successfully validated. A concurrent validation of the system reported good ability of the digitized tests to retain the same predictive power of the corresponding paper-based tests.

Conclusions: Altogether, the positive results pave the way for the deployment of the system to a nonsupervised environment, thus representing a potential efficacious and ecological solution to support clinicians in the identification of early signs of cognitive decline.

(JMIR Mhealth Uhealth 2020;8(9):e17963) doi:10.2196/17963
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Introduction

Background

In the near future, the exponential growth of the number of people 65 years or older is expected to have an impact on health care systems because of the physical and cognitive decline typically associated with the aging process. In terms of cognitive decline, population aging goes hand in hand with the rapid increase in the number of people with dementia and the related increase in public costs. Indeed, as reported by the World Health Organization, the total estimated worldwide cost of dementia in 2010 reached US $604 billion, of which approximately one-third was spent in Western Europe [1].

The transient step between physiological aging and dementia is known as mild cognitive impairment (MCI); MCI is a condition characterized by cognitive weakening that is not yet producing a clinically significant effect on daily activities but can be detected through clinical examinations or formal cognitive tests [2,3]. Currently, there is no effective treatment for dementia; however, nonclinical interventions such as cognitive training started in the MCI stage [4] can delay the onset of dementia and extend the duration of independent living [5]. Therefore, early diagnosis is crucial.

Currently, neuropsychological assessment represents an important tool for the diagnosis of dementia and MCI. It consists of a set of multi-item rating scales and batteries of brief cognitive tests that evaluate the different cognitive functions and is administered by a specialist in controlled environments, typically hospitals or clinical facilities [6]. The controlled environment setting might easily delay the diagnosis [7] for 2 main reasons: (1) the long waiting times of outpatient facilities [8] and (2) the fact that individuals are often examined after the manifestation of symptoms and when serious concerns are raised by their referents. In addition to this delayed diagnosis, a recent meta-analysis [9] showed that the proportion of undetected dementia is above 60%.

In this framework, the American Psychological Association recognized the importance of computerized testing [10] as an essential part of the screening procedures in the nearest future. Indeed, computerized assessment has potential advantages over the widely used paper-and-pencil testing, including cost and time efficiency, accurate recording of responses, automatic extraction of quantitative features related to test performance, computation of additional fine indicators, and comparison of the patient’s outcome between different sessions over time. Owing to the perservasion of contemporary computing technologies, computerized testing can be a solution to counter delayed diagnosis of dementia, eventually allowing the adoption of proper preventive measures; such tools can be used in clinical facilities to increase the effectiveness of medical services or be deployed in home environments to detect possible cognitive impairment earlier than sporadic medical visits.

Prior Work

Although initial attempts to introduce computerized versions of the classic paper-and-pencil neuropsychological tests have been reported [11-16], the achievement of feasible, effective, and ecological computerized testing is hampered by 3 main factors: (1) the lack of normative data to support tool validity, (2) technology use anxiety of older adults, and (3) the challenging implementation of test supervision. Concerning the first challenge, Zygouris and Tsolaki [17] pointed out that in most cases data supporting the concurrent validity of computerized testing with formal paper-and-pencil tests are largely incomplete or inconclusive. Against this backdrop, 2 computerized test batteries—the CNS Vital Signs (CNSVS; CNS Vital Signs, LLC) [18] and the Cambridge Neuropsychological Test Automated Battery (CAN-TAB; Cambridge Cognition Ltd) [19]—were particularly successful in providing normative databases. The CNSVS [18] is self-administered and implements a number of heterogeneous tests, including finger tapping, verbal and visual memory, test of shifting attention, digit symbol coding, Stroop test, and continuous performance test. The CAN-TAB [19] is administered by a trained technician and includes various tests that assess visual memory, executive function, attention, semantic and verbal memory, decision making, response control, and social cognition that can be combined into different batteries.

For the second challenge, the reduced familiarity with technology that characterizes older adults can affect both their performance and willingness to undergo computerized testing. Werner and Korczyn [20] conducted interviews to examine factors associated with the expressed willingness to use computerized systems to diagnose dementia and reported a strong effect of technology anxiety, particularly for participants with lower socioeconomic status and for female users. In this framework, NeuroTrax Mindstreams (NeuroTrax Corporation) [16] was reported to be particularly user-friendly [21]. Mindstreams implements digitized adaptations of tests designed to study different domains. Tests are performed with the support of an examiner who is needed throughout the testing process and include assessing verbal and nonverbal memory, visual-spatial skills, verbal fluency, information processing, attention, executive function, and motor skills. In a study by Fillit et al [22], the battery was rated as easy to use by most older adults, even by those with significant cognitive impairment.

Concerning the third challenge, despite the great achievements of state-of-the-art computerized testing systems, automatizing test supervision remains to be a crucial problem. Usually, computerized testing is either performed under the supervision of an expert professional (as requested for the CAN-TAB and Mindstreams batteries) or self-administered (as for the CNSVS). In the first case, home-deployment of computerized testing is hindered by the need for a professional, whereas in the latter case, the absence of supervision to guarantee and guide proper test execution in uncontrolled environments may affect test results [17].

Objectives

In this study, we developed a platform that provides a computerized version of 2 neuropsychological tests commonly used to assess dementia and MCI, the Trail Making Test (TMT) [23] and the Bells Test [24]. The goal was to go one step further
to present state-of-the-art systems and provide a tool that could effectively support the diagnosis of cognitive decline. Our system provides test supervision through an intelligent vocal assistant (VA) embedded in the platform and introduces a replay functionality to allow remote inspection of the user’s performance after test completion. Such innovative functionalities potentially allow the delivery of the system directly to the user’s home or for usage in clinical facilities without strict supervision to support current medical services. To adopt the system in nonsupervised environments, extensive functional testing of the platform was performed, together with a clinical validation of the computerized version of the tests. The validation had the two-fold aim of evaluating the system’s usability and acceptance and investigating the concurrent validity of the computerized assessment compared with the corresponding paper-and-pencil tests in identifying clinical cognitive decline. This paper presents the results obtained from a study on 83 older adults.

Methods

Design Approach and Definition of Requirements

Batteries of neuropsychological tests are usually administered by a neuropsychologist at clinical premises. The neuropsychologist explains the test to the user, supervises test execution (possibly notifying and correcting the user in case of errors), and assigns the score after test completion. The level of supervision is strictly dependent on each test protocol.

To design the supervised digitized neuropsychological tests, the principles of the design thinking process were adopted [25]. First, brainstorming sessions with clinical experts (neuropsychologists and geriatricians) and technical partners were organized to identify user and functional needs. The following requirements were obtained:

- Test supervision should mimic the one offered by the neuropsychologist during the paper-based version of the test. To this aim, events requiring supervision should be promptly and consistently recognized to trigger the related intervention.
- Test raw data and indicators should be stored and accessible for evaluation by authorized experts. Pseudonymization of data should be provided.
- A replay functionality—capable of recording a test session, reproducing it, and highlighting relevant events—should be provided to allow clinicians to remotely inspect the test after its execution.
- The digitized version of the test should be conveyed by standard consumer technology.
- The digitized version of the test should be intuitive and allow easy interactions with the user (as tests are designed to be performed by patients with cognitive decline).
- Test scores should not depend on any speech-based interaction with the user, which should aid in the execution of the actual test.

The prototyping process consisted of different testing iterations to refine the requirements and, consequently, system development. Clinicians and target users were involved during these early stages of design. The first testing iterations consisted of showing the software to a team of geriatricians and neuropsychologists. Once the software was collectively approved, some tests on older adults were performed to check the software behavior with the target users and to gather additional feedback for usability improvement. The feedback from 4 subjects recruited from a senior association was leveraged to improve the system and fine-tune the interface and the interfacing modalities (eg, implementation of palm rejection, inclusion of additional written indications to facilitate test comprehension and execution, implementation of specific software improvements to minimize errors in the automatic scoring). After these refinements, testing was conducted on a large population of users.

Test Selection

On the basis of the identified functional requirement and the experience of clinicians, the TMT including its 2 conditions, Part A (TMT-A) and Part B (TMT-B), and the Bells Test were chosen. The TMT was chosen as it is a well-established predictor of cognitive functional abilities in both healthy older adults and patients with MCI [23]. In the TMT-A, subjects are asked to draw a line connecting, in sequential order, 25 target numbers presented on an A4 paper sheet (portrait orientation). The TMT-B requires subjects to connect, in sequential and alternate order, 13 target numbers and 12 target letters (ie, 1, A, 2, B...N, and 13). Both tests must be executed as quickly as possible, possibly without lifting the pen from the paper. If patients make an error, the examiner reorients them to the last correct target. The test ends when the correct sequence is completed with the last target, and the main outcome is the time of completion. The 2 versions of the test allow the examiner to assess different cognitive domains: psychomotor speed and tracking for the TMT-A and processing speed, mental flexibility, and executive functions for the TMT-B. Furthermore, to better isolate the cognitive processes associated with the TMT-B performance, it is common practice to subtract the time required to complete the TMT-A from the time required to complete the TMT-B, thus deriving a new parameter (TMT-BA) [26].

The Bells Test was selected to investigate attentional functions through a visual search task. In the version proposed by Gauthier et al [24], subjects are asked to find and mark 35 targets (black-ink drawings of bells), presented on an A4 paper sheet (landscape orientation), among 280 distractors. If the subject stops before all the bells are encircled, the examiner gives one incitement to verify that all the targets have been found. After this incitement, the test ends when subjects stop their searching activity. The main outcome of the test is the number of targets correctly identified.

Supervised Computerized Neuropsychological Tests

System Architecture

The supervised computerized neuropsychological tests platform presents a hierarchical architecture (Figure 1) based on the integration of 2 main components: an app running on a tablet that implements the digitized tests (TabletWebApp) and an intelligent VA that provides the supervision required to conduct
the test autonomously in an uncontrolled environment. The web app, TabletWebApp, displays the tests on a tablet, processes in real time the trace executed by the user, recognizes relevant events such as users’ errors, and interacts with the VA during test execution. The VA, owing to its interactions with the TabletWebApp during test execution, interactively explains the test to the user, supervises test progression, and provides adequate feedback to the user through speech interventions. The integration between the 2 main components is enabled by a bidirectional communication channel following the Message Queue Telemetry Transport (MQTT) protocol, a publish or subscribe transport layer built on top of TCP/IP (Transmission Control Protocol and Internet Protocol) widely used for internet of things applications. The messages sent and received via this channel allow the TabletWebApp and VA to exchange information about the present state of the test, so that consistent speech interventions can be triggered.

The TabletWebApp comprises a server component that resides in the cloud and a client component embodied in the tablet (Figure 1). A Samsung Galaxy Tab A6 10.1 with S Pen (115 mm long stylus, with a squared section of 6.5 mm×5 mm) was used, thus making it the most similar solution to the paper-and-pencil approach. The client displays, at a frame rate of 30 Hz, the current view of the test (as received from the server) along with the trajectory of the stylus to provide the user with the sensation of drawing on the screen. It also logs the current stylus position and communicates it to the server in real time. The client features a user front end based on HTML5 and JavaScript with graphical user interfaces (GUIs). The client interfaces have been developed to work on any touch device to be adaptable to the users’ needs; the test canvas is displayed on a full screen to avoid distraction. The server component is based on Node.js; it keeps track of the present state of the test and provides the app’s view via http to the tablet client. To secure communication, the encrypted http secure protocol is leveraged between the client and server. All raw data (along with the indicators and parameters are presented in the Digitized TMT and Bells Test section) are stored server-side inside a NoSQL (Not only Structured Query Language) database.

As for the VA, a voice user interface was chosen to meet the requirement of an easy and intuitive interaction with the user. Previous work [27] on senior users showed that a voice-based interaction increases the overall engagement with the device, compared with the alternative of operating a GUI. The VA interacts with users through speech, adopting a 2-phase implementation: (1) speech recognition and (2) speech synthesis.

The VA includes a speech module and a dialogue manager. The speech module encompasses a speech recognition service that exploits the speech-to-text Google Cloud Platform Speech Application Programming Interface (API). The dialogue manager implements a high-level logic for speech interaction, supervises speech by running a Finite-state Machine that tracks the present state of the dialogue engaged with the user, manages the speech synthesis based on Acapela Voice as a Service, and manages the interaction with TabletWebApp via MQTT.

The dialogue manager calls the speech module whenever an utterance from the user is needed for the correct flow of the interaction. The speech module is responsible for opening the microphone to listen to the user’s utterances, sending the recorded utterance to the Google Cloud Platform for recognition, and analyzing the text returned from the Google Speech API. To provide the most natural interaction, the VA has been designed to recognize different utterances that provide the same semantic meaning. For this reason, the inputs detected by the microphone and processed by the Google API are further analyzed to look for relevant keywords. The speech from the user is sent to the Google Speech API which returns a text with the transcription of the user’s speech. In this text, the speech module looks for relevant keywords that are organized in sets of different input dictionaries so that different utterances with the same semantic meaning are clustered in a single semantic input (eg, “Yes, I understood,” “I have understood,” and “I understand” are associated to the same semantic input “understood”). Once a relevant keyword is found, it is considered as the user’s answer and is communicated to the dialogue manager. The dialogue manager then selects the next correct utterance of the VA from a set of output dictionaries and reproduces the associated audio file obtained through the Acapela API. Each output dictionary is appropriate for the specific state of the dialogue manager, which is changed after receiving the answer from the speech module. Once a transition between the 2 states of the dialogue manager is executed, a message is sent to the TabletWebApp, which properly reacts to work in parallel with the VA. The state transitions of the dialogue manager can also be activated by the TabletWebApp, which automatically recognizes the user’s actions and sends a message to trigger proper transition.

As described by its architecture, the platform is distributed across a local client, and a server is deployed in the cloud. Consequently, all the described functionalities constantly require a reliable internet connection.
**Digitized TMT and Bells Test**

The digitized TMTs were designed to be structurally similar to the paper-based version proposed by Giovagnoli et al [28]; however, given the reduced dimensions of the tablet (14.8 cm × 21 cm) compared with the A4 paper sheet, the number of targets was decreased to 20 for both versions (TMT-A: 1-20; TMT-B [Italian version]: 1A-10L; and TMT-B [English version]: 1A-10J; **Figure 2**) [13]. For both TMT-A and TMT-B, the first and last targets were indicated by a written sign. In the digitized TMT, a target is considered reached when the stylus trace hits the target active area, which corresponds to the circle shown on the screen. To increase the robustness of the platform, the active area of the last target is increased by 20% when it is next to be reached according to the correct order. This choice was made because, as noticed from pretesting on potential users (see the Design Approach and Definition of Requirements section), it may occur that at the end of the test, the pen trace approaches the final target without really entering the circle. The software logs the events (target hit), analyzes the connection order, and classifies each reached target as a correct target (respecting the order), a repeated target (previously hit in the sequence), or an error (violating the order). The TMT starts automatically when the first target is entered and ends automatically when the last target is reached after being connected in the correct order with all previous ones or after a 5-min timeout.
The layout of the digitized Bells Test, on the other hand, was identical to that proposed by Vallar et al (35 targets and 280 distractors) [29]; however, all graphical elements were scaled to fit the tablet size (Figure 2). Rather than keeping the symbol size constant and reducing the number of symbols compared with the paper-based version, we opted for this solution to maintain the original configuration of the Bells Test with the characteristic distribution and ratio between targets and distractors. Moreover, pretesting on potential users (see the Design Approach and Definition of Requirements section) reported that the symbol size on the tablet was not considered problematic for test execution. In the digitized Bells Test, a target is considered as found when a collision occurs between the stylus trace and the target active area. The target’s active area here is a circle centered in the symbol centroid, with an area that exceeds the symbol surface by 20%. The software logs the events (target found), analyzes the symbol marked, and classifies it as a correct target (bell) or as an error. The Bells Test ends when all the bells have been correctly identified, when the user believes to have found all the bells and declares it, or after a 5-min timeout.

For both tests, the test layout data (target coordinates) and the collected raw data (stylus coordinates at each time instant) are stored in a cloud database, together with a log of events that occurred during test execution. Each detected event is described in the log by the following fields: target ID, timestamp, 2-dimensional pen coordinates (if present), event type (target-TMT: if the correct target was connected; target-Bells: if a bell was correctly identified; error-TMT: if a target was connected in the wrong order; error-Bells: if a symbol different than a bell was identified; and repetition-TMT: if a target already correctly connected in the sequence was repeated).

The stored data, anonymized in compliance with users’ privacy, are used with a two-fold purpose: (1) computing test indicators and (2) providing a remote replay functionality.

To compute test indicators for the 2 tests, the following evaluation indicators are chosen:

- **TMT:**
  - Time: time required to complete the test (main outcome of the test).
  - Targets: total number of target-TMT events.
  - Errors: number of error-TMT events.
  - Errors/targets: the number of error-TMT events divided by the number of target-TMT events.
  - \(\Delta T\): the average time between 2 successive target-TMT events.
  - \(\Delta T_n\): the time between 2 successive target-TMT events, averaged over the last 21−n target-TMT events (with 1≤n≤20).

- **Bells:**
  - Targets: total number of target-Bells events (main outcome of the test).
  - \(\Delta T\): the average time between 2 successive target-Bells events.
• $\Delta t_n$: the time between 2 successive target-Bells events, averaged over the last $36-n$ target-Bells events (with $1 \leq n \leq 35$).

• NIDmin: The number of inversions in direction (NID) was computed as a measure of the regularity of the patient’s scanning strategy. The scanning trace of the Bells Test execution was calculated by connecting the coordinates of the first 25 target bells in the order of detection and then decomposed into horizontal (x) and vertical (y) components. The x- and y-scanning traces were smoothed (moving average over a span of 3 elements). For each of the 2 directions, the NID was computed as the number of zero-crossings of the derivative of the smoothed trace. As the scanning strategy can be organized either in a vertical or horizontal pattern, the smallest NID over the 2 directions was retained.

• 1Bell: the location of the first target-Bells event, expressed in terms of subarea. The canvas of the test is divided into 9 rectangular subareas of equal sizes (3 rows [1, 2, and 3]×3 columns [A, B, and C]).

Regarding the second aim, the test data are used to provide a remote replay functionality, which reproduces the test and highlights all the events that had been detected by the software. The aim of the replay is to provide clinicians and caregivers with the possibility of watching a deferred session of the test through any web browser.

**Test Progression**

The session begins when the user starts the test app by tapping its icon on the tablet’s home screen. First, a short explanation is presented by the VA. Once the user acknowledges the comprehension of the explanation, the tutorial of the digitized test starts. Such a tutorial aims to replicate the one conducted by the neuropsychologist during the paper-based test and consists of a short example of the test: a small subset of targets is presented to the user, who hears the VA explaining the test while the app performs the initial part of the demonstration by highlighting the first targets; at the end, the VA asks the user to practice with the remaining ones. The tutorial flowchart for the TMT is shown in Figure 3. Once the tutorial is over, the actual test starts. For the TMT, as soon as the user fails to connect targets in the right order, an error is detected by the tablet app, and an error message is shown on the tablet screen. At this point, virtual supervision is triggered: the VA notifies the user that an error has been made and that test execution should be resumed from the last target correctly identified. As in the paper-based test, the user receives notifications for a maximum of 3 errors. The high-level activity diagram of the TMT execution is shown in Figure 3. During the Bells Test, supervision is implemented under the following 2 conditions: (1) if no additional bells are identified for more than 45 seconds, the VA asks the users if they believe to have found all the targets, and the test is either resumed or terminated based on the users’ answer, or (2) if the users declare to have finished the test, the VA recognizes the command and the test is terminated.

TMT-A and TMT-B are conducted in a row, and, at the end of both tests, users are asked for their availability to take the Bells Test. At the end of the whole assessment, the VA reproduces a general accomplishment notification to the user (eg, “Thank you for taking part in this test”). Such a general remark is provided regardless of the actual results of the tests, as requested by clinical partners following the paper-and-pencil evaluation.
In this section, we report a series of tests conducted on the devised system. First, functional testing was executed to verify the robustness of the entire platform (see the System Architecture Functional Testing section). In addition, validity and usability of the tablet-based neuropsychological testing were evaluated for potential users (see the Clinical Validation of the Digitized Tests section).

**System Testing and Validation**
In this section, we report a series of tests conducted on the devised system. First, functional testing was executed to verify the robustness of the entire platform (see the System Architecture Functional Testing section). In addition, validity and usability of the tablet-based neuropsychological testing were evaluated for potential users (see the Clinical Validation of the Digitized Tests section).

**System Architecture Functional Testing**
The 2 components of the proposed framework, namely the TabletWebApp and the VA, were extensively evaluated in terms of robustness and functionality both as stand-alone components and as an integrated system.

**Functional Evaluation of VAs**
Supervision over test execution is performed by a series of speech-based interactions between the VA and the user. Test
supervision mimics the one performed by clinicians at clinical premises and consists of a series of sentences with a very simple structure. Speech recognition is of paramount importance as issues related to the understanding of the users’ answers may undermine the effectiveness and usability of the entire platform, resulting in misuse of the system. The correct identification of the semantic meaning of the user’s utterances and the correct interaction flow were assessed in a controlled setting (ie, university laboratory) on adult subjects. No constraint on the age of the users was imposed as the subject’s age should not affect the speech recognition performance of the Google Cloud Platform Speech APIs. Subjects were instructed to interact with the system without any specific constraint to test the robustness of recognizing natural language variants. Possible noise sources that could undermine the performance of VA speech recognition were simulated (eg, background noise coming from a television and people talking in the background). Overall, 200 tests were performed.

**Functional Evaluation of the Integrated System**

To test the communication and integration of the 2 main components (TabletWebApp and VA), a set of 15 experimental runs with all possible branches of the interaction between the user, VA, and the TabletWebApp were performed. From the data collected, a detailed analysis of the workflow steps was performed by computing the following metrics: (1) passed steps, that is, steps successfully completed with their expected outcome; (2) incomplete steps, that is, steps not completed because of adverse events/errors, whose possible occurrence was expected and consequently managed by the system (eg, MQTT disconnection); (3) blocked steps, that is, steps not started because of incomplete previous steps; and (4) failed steps, that is, steps resulting in unexpected outcomes, which were not managed by the system.

**Clinical Validation of the Digitized Tests**

Testing the validity and usability of the tablet-based TMT and Bells Test is necessary before a possible deployment of the full system guided by a VA in an unsupervised environment. For this reason, the digitized tests were performed on a group of older adults in clinical premises. During the clinical validation of the digitized tests, the experimental sessions were conducted under the supervision of a clinician specifically trained to use the tablet app.

**Participants**

With the aim of improving the early assessment of cognitive decline, this study addresses older adults who do not have high cognitive impairment. For this reason, the following inclusion criteria were defined: (1) aged ≥65 years and (2) a Mini-Mental State Examination score ≥20. Participants were recruited by neuropsychologists of the geriatric unit of the Foundation IRCCS (Istituti di Ricovero e Cura a Carattere Scientifico) Ca’ Granda Ospedale Maggiore Policlinico (Milan, Italy) from among the patients undergoing a neuropsychological visit that included the administration of a battery of standard neuropsychological tests, including the original paper-based TMT and Bells Test.

The ethical board of the Foundation IRCCS Ca’ Granda Ospedale Maggiore Policlinico approved the study protocol (October 12, 2017; n°642_2017bis).

**Experimental Protocol**

To reduce the effect of possible facilitation of the computerized test execution, each participant started the battery of standard neuropsychological tests with the paper-and-pencil TMT and Bells Test. On the basis of the outcome of the visit, the neuropsychologist provided a diagnosis and the subject was categorized into 1 of the following 3 groups: normal, MCI, or dementia.

The administration of the digitized tests took place after the completion of the clinical neuropsychological assessment so that the computerized tests were performed about 2 hours after the paper-based tests. Participants were seated at a table with the tablet flat in front of them. In case of poor eyesight, participants were instructed to wear their glasses. The digitized neuropsychological tests were performed under the supervision of a trained clinician in the following order: (1) TMT-A, (2) TMT-B, and (3) Bells Test. Before each digitized test, subjects were provided with an oral explanation of the test and were allowed to practice the tutorial on the tablet. Each digitized test was started only after the participant had shown a proper understanding of the execution mechanism.

After the completion of the computerized neuropsychological tests, subjects were asked to fill out a questionnaire. The questionnaire consisted of 2 parts:

- A series of 7 questions were related to the ease of use of the digital platform, the clarity of the provided explanations and the graphical interface, the overall satisfaction, and the user’s familiarity with technology. The following questions were rated on a 3-point Likert scale:
  - I believe the test explanation and tutorial were clear.
  - I have found the graphical interface of the TMT to be simple and intuitive.
  - I have found the graphical interface of the Bells Test to be simple and intuitive.
  - I am satisfied with the overall experience.

The following were yes or no questions:
- Have you ever used a computer?
- Have you ever used a tablet?
- Have you ever used a smartphone?

- The Italian version of the System Usability Scale (SUS) questionnaire [30].

Once the experimental session was completed, a neuropsychologist (who was not present during the execution of the digitized tests) remotely watched users’ performances and scored the computerized tests observed through the replay functionality.

**Data Analysis and Statistics**

Data analysis was conducted with 4 main aims to (1) test system acceptance and usability, (2) test system validity, (3) study and compare the discriminative power of the paper-based and
digitized test outcomes, and (4) study the digital-specific indicators in the different diagnostic groups.

**System Acceptance and Usability**

For each diagnosis group separately (dementia, MCI, normal) a frequency analysis (to understand how often each answer was chosen within the same group) was conducted on the answers to the items of the questionnaires was carried out. As for the SUS, the original scores were converted into a 0 to 100 range by following the guidelines provided in a study by Brooke [30]. An SUS score above 68 was considered above average.

**System Validity**

System validity was assessed by comparing the scores assigned to the digitized test by the software with both the performance assessed by a neuropsychologist through the replay functionality (see the Digitized Test Versus Replay section) and the score obtained in the paper-based counterpart (see the Digitized Test Versus Paper-Based Test section).

- **Digitized Test Versus Replay**
  
  In the TMT, the sporadic occurrence of the error-TMT events resulted in zero-clustered data that were not well suited for a correlation analysis [31]; therefore, the sensitivity, specificity, and accuracy of the computerized tests were computed according to the following definitions: true-positive is the number of error-TMT events correctly identified; true-negative is the number of target-TMT events correctly identified; false-positive is the number of events erroneously identified as error-TMT; and false-negative is the number of error-TMT events not identified.
  
  For the Bells Test, the Spearman correlation between the outcome of the digitized tests automatically computed by the TabletWebApp (targets) and the score assigned by a clinician to the execution of the same test inspected through the replay functionality was analyzed.

- **Digitized Test Versus Paper-Based Test**
  
  Concurrent validity of the digitized neuropsychological tests with regard to the paper-based tests was tested by running a Spearman correlation between the primary outcomes (time for TMT-A, TMT-B, and TMT-BA and targets for Bells Test) of the digitized and paper-based tests. In cases of a weak correlation, we investigated whether 1 of the 2 versions of the test systematically returned a higher number of targets through a Kruskal-Wallis test.

**Discriminative Power of Neuropsychological Test Outcomes**

For both paper-based and digitized versions, we studied the possible differences in test outcomes (time for TMT-A, TMT-B, and TMT-BA and targets for Bells Test) based on the subjects’ neuropsychological diagnoses (normal, MCI, and dementia). The Kruskal-Wallis test with a Bonferroni adjustment for pairwise comparison was performed.

**Discriminative Power of Novel Indicators Derived From the Digitized Tests**

To study the ability of the digital-specific indicators to distinguish the 3 diagnostic groups (normal, MCI, and dementia), the Kruskal-Wallis test (with a Bonferroni adjustment for pairwise comparison) was performed on the following indicators: errors/targets ratio for TMT-A and TMT-B; ΔT for TMT-A, TMT-B, and Bells Test; and NIDmin for Bells Test. The trend of ΔT_n (TMT and Bells Test) and 1Bell (Bells Test) indicators according to the neuropsychological diagnosis was also studied, together with the scanning strategy during the Bells Test.

The significance level was set at 5% for all tests. Nonparametric statistical analyses were performed after verifying that the data were not normally distributed (Lilliefors test). The analyses were performed using RStudio version 1.0.143 (RStudio Inc).

**Results**

An example of the execution of the supervised neuropsychological test is provided in Multimedia Appendix 1 (the video presents the supervised execution of the 3 neuropsychological tests by an adult).

**System Architecture Functional Testing**

The correct identification of the semantic meaning of the users’ utterances and the correct interaction flow were assessed on 3 subjects (2 women aged 25 and 26 years and 1 man aged 35 years).

The speech recognition functionality of the VA, evaluated over 200 tests, resulted in the detection of 92.5% (185/200) of the answers. The undetected answers can be ascribed to 2 main reasons: (1) excessive noise in the trials performed with added background noise and (2) wrong timing (eg, the user replied too soon, when the VA was not yet listening). A total of 91.9% (170/185) of detected answers were correctly recognized in the first attempt. In the remaining 8.1% (15/185) of cases, the VA automatically asked the user to repeat the answer. Only 1 repetition per answer was requested by the VA before it was able to correctly recognize the answer.

The workflow of the integrated system was tested in all possible execution branches, and no issues were encountered (100% (255/255) passed steps and 0% incomplete, blocked, and failed steps). During these runs, the system required the repetition of only 3 vocal inputs provided by the user. Given this result, the functional evaluation of the system architecture was considered successful. A demonstration of the interaction between the VA and TabletWebApp has also been proposed and tested during a series of live sessions [32,33].

**Clinical Validation of the Digitized Tests**

This study presents the results from 83 recruited patients. From the clinical neuropsychological visits, 27% (22/83) patients were categorized as normal, 59% (49/83) as MCI, and 15% as (12/83) dementia (Table 1). The age of the participants in the 3 diagnostic groups was not statistically different (P=28). Among the patients selected by the neuropsychologist after the clinical visit, 6% (5/89) refused to take part in the study, whereas 1 patient who was recruited decided not to continue with the experimental trial because of an eye disease. All participants gave written informed consent for participation and authorization for the use of protected health information as reported in the ethical submission documentation.
Table 1. Characteristics of the participants (overall and divided into diagnosis groups).

<table>
<thead>
<tr>
<th>Diagnosis groups</th>
<th>Normal</th>
<th>Mild cognitive impairment</th>
<th>Dementia</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population, n</td>
<td>22</td>
<td>49</td>
<td>12</td>
<td>83</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>76.2 (4.2)</td>
<td>78.0 (5.4)</td>
<td>78.6 (4.0)</td>
<td>77.6 (4.9)</td>
</tr>
<tr>
<td>Range</td>
<td>69-84</td>
<td>65-93</td>
<td>71-82</td>
<td>65-93</td>
</tr>
<tr>
<td>Mini-Mental State Examination score, mean (SD)</td>
<td>28.9 (1.1)</td>
<td>27.5 (2.2)</td>
<td>22.8 (1.9)</td>
<td>27.1 (2.7)</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>12.4 (4.4)</td>
<td>10.3 (4.6)</td>
<td>8.8 (5.1)</td>
<td>10.6 (4.9)</td>
</tr>
</tbody>
</table>

| Sex, n (%)       |        |                          |          |       |
| Female           | 16 (73) | 23 (47)                  | 8 (67)   | 47 (57) |
| Male             | 6 (27)  | 26 (53)                  | 4 (33)   | 36 (43) |

System Acceptance and Usability

The results obtained for system acceptance and usability are reported in Tables 2-4. The satisfaction questionnaire showed strong positive results. Indeed, most users (95% (21/22) normal, 91% (45/49) MCI, and 83% (10/12) dementia) were pleased with the overall experience. More specifically, the graphical interfaces of both the TMT (90.5% (20/22) normal, 83% (41/49) MCI, and 100% (12/12) dementia) and the Bells Test (81% (18/22) normal, 86% (42/49) MCI, and 83% (10/12) dementia) were considered simple and intuitive. In addition, the tutorial at the beginning of each test was found to be easy to understand by most users (100% (22/22) normal, 91% (45/49) MCI, and 100% (12/12) dementia). These data are particularly important if we consider that most users had limited familiarity with touch technology, as found from the questionnaires. Although some participants were able to use a computer (57% (13/22) normal, 37% (18/49) MCI, and 33% (4/12) dementia), few of them had used a smartphone (38% (8/22) normal, 17% (8/49) MCI, and 50% (6/12) dementia), and even fewer participants were acquainted with tablet technology (9.5% (2/22) normal, 6% (3/49) MCI, and 0% (0/12) dementia).

Table 2. System acceptance results from questions rated on a 3-point Likert scale.

<table>
<thead>
<tr>
<th>General questions</th>
<th>Answers, n (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Agree</td>
<td>Neutral</td>
<td>Disagree</td>
<td>Diagnosis</td>
</tr>
<tr>
<td>I believe the test explanation and tutorial were clear</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>1</td>
<td>0</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>3</td>
<td>0</td>
<td>MCI</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>Dementia</td>
</tr>
<tr>
<td>I have found the graphical interface of the TMT to be simple and intuitive</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>2</td>
<td>0</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>41</td>
<td>3</td>
<td>0</td>
<td>MCI</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>Dementia</td>
</tr>
<tr>
<td>I have found the graphical interface of the Bells Test to be simple and intuitive</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>4</td>
<td>0</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>6</td>
<td>0</td>
<td>MCI</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>Dementia</td>
</tr>
<tr>
<td>I am satisfied with the overall experience</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>1</td>
<td>0</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>4</td>
<td>0</td>
<td>MCI</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>Dementia</td>
</tr>
</tbody>
</table>

*a*Indicates 0%.

*MCI: mild cognitive impairment.*

*TMT: Trail Making Test.*
Table 3. System acceptance results from yes or no questions.

<table>
<thead>
<tr>
<th>General questions</th>
<th>Answers, n (%)</th>
<th>Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Have you ever used a smartphone?</td>
<td>8 (38)</td>
<td>14 (62)</td>
</tr>
<tr>
<td></td>
<td>8 (17)</td>
<td>41 (83)</td>
</tr>
<tr>
<td></td>
<td>6 (50)</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Have you ever used a tablet?</td>
<td>2 (9.5)</td>
<td>20 (90.5)</td>
</tr>
<tr>
<td></td>
<td>3 (6)</td>
<td>46 (94)</td>
</tr>
<tr>
<td></td>
<td>_</td>
<td>12 (100)</td>
</tr>
<tr>
<td>Have you ever used a computer?</td>
<td>13 (57)</td>
<td>9 (43)</td>
</tr>
<tr>
<td></td>
<td>18 (37)</td>
<td>31 (63)</td>
</tr>
<tr>
<td></td>
<td>4 (33)</td>
<td>8 (67)</td>
</tr>
</tbody>
</table>

MCI: mild cognitive impairment.

Indicates 0%.

Table 4. System usability results from the System Usability Scale questionnaires.

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>SUS score, mean (SD)</th>
<th>Participants with a positive score ≥68 (%), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>82.0 (16)</td>
<td>19 (86)</td>
</tr>
<tr>
<td>Mild cognitive impairment</td>
<td>76.0 (17)</td>
<td>38 (77)</td>
</tr>
<tr>
<td>Dementia</td>
<td>77.5 (12)</td>
<td>10 (83)</td>
</tr>
</tbody>
</table>

SUS: System Usability Scale.

In addition, for the SUS scores, positive results in terms of system usability emerged for all 3 groups: the average SUS score was 82 (SD 16) for normal, 76 (SD 17) for MCI, and 77.5 (SD 12) for dementia groups. Overall, 86% (19/22), 77% (38/49), and 83% (10/12) of the participants reported a positive SUS score (≥68) for the normal, MCI, and dementia groups, respectively.

System Validity

Digitized Test Versus Replay

For the TMT-A, the automatically identified error-TMT and target-TMT events by the software were compared with the ground truth that could be obtained by leveraging the replay functionality, reporting a sensitivity of 85.71%, specificity of 99.45%, and accuracy of 99.39%. For the TMT-B, a sensitivity of 72.16%, specificity of 98.39%, and accuracy of 96.84% was attained.

As for the Bells Test, the target indicator was strongly correlated with the one reported by the clinician through the replay (p=0.96; P<.001).

Digitized Test Versus Paper-Based Test

For both TMT-A and TMT-B, the completion time obtained in the digitized versions was strongly correlated with the completion time of the paper-based tests (TMT-A: p=0.68, P<.001; TMT-B: p=0.78, P<.001). Similarly, a significant strong correlation between the score of the digitized and the paper-based versions was found for TMT-BA (p=0.70; P<.001). On the other hand, the correlation between the targets in the digitized and paper-based versions of the Bells Test was significant but weak (p=0.39, P<.001). However, the Kruskal-Wallis test did not reveal any systematic difference between the 2 versions of the test as 45% (54/83) of the subjects achieved a better performance in the digitized test, whereas 44% (33/83) of them did better in the paper-based version, with a similar average number of targets identified in the 2 modalities of the test (digitized: mean 32.01 [SD 2.75]; paper-based: mean 31.80 [SD 3.74]).

Discriminative Power of the Neuropsychological Test Outcomes

For the TMT-A, the completion time obtained in the paper-based version was significantly different according to the diagnosis ($X^2=22.6; P<.001$), with values increasing as the diagnosis worsened. The posthoc analysis highlighted significant differences between all the groups (normal vs dementia: $P<.001$; normal vs MCI: $P=.003$; and MCI vs dementia: $P=.02$). As can be observed in Figure 4, the same significant trend was found for the digitized test ($X^2=12.2; P=.002$). However, the posthoc analysis showed a significant difference only between normal
and dementia groups ($P=.002$) and an almost significant $P$ value when comparing normal and MCI ($P=.06$) groups.

For the TMT-B, a significant effect of diagnosis on time emerged for both the paper-based ($X^2=36.2; P<.001$) and digitized ($X^2=21.9; P<.001$) tests, with values increasing as the diagnosis worsened. For both versions of the test, the posthoc analysis reported significant differences between all the groups (paper-based test: normal vs dementia $P<.001$, normal vs MCI $P<.001$, and MCI vs dementia $P<.001$; digitized test: normal vs dementia $P<.001$, normal vs MCI $P=.004$, and MCI vs dementia $P=.02$).

The TMT-BA showed similar results. Indeed, a significant effect of diagnosis emerged for both the paper-based ($X^2=33.3; P<.001$) and digitized ($X^2=17.1; P<.001$) versions, with more time required by patients with more severe symptoms. The posthoc analysis revealed significant differences between all the groups (paper-based test: normal vs dementia $P<.001$, normal vs MCI $P<.001$, and MCI vs dementia $P<.001$; digitized test: normal vs dementia $P<.001$, normal vs MCI $P=.01$, and MCI vs dementia $P=.05$).

Finally, for the Bells Test, the diagnosis had a significant effect on the targets of the paper-based ($X^2=7.2; P=.03$) and the digitized ($X^2=18.9; P<.001$) versions. However, as can be seen in Figure 4, only for the digitized version, we can observe a clear trend with fewer targets identified as the diagnosis worsened. Such observations were confirmed by the posthoc analysis. Although for the paper-based version, a difference emerged only between normal and MCI ($P=.02$), for the digitized test, the number of targets identified was significantly different between normal and dementia ($P<.001$) and normal and MCI ($P<.001$) groups.

**Figure 4.** Differences in test scores based on the participant’s neuropsychological diagnosis. The boxplots represent, for the 3 neuropsychological diagnosis groups (normal, mild cognitive impairment, and dementia), the main outcome of the tests (time for Trail Making Test [TMT]-Part A, TMT-B, and TMT-BA and targets for Bells Test) as median and IQRs. Asterisks indicate significance from pairwise comparison (a indicates 1% significance and b indicates 5% significance ).

**Discriminative Power of Novel Indicators Derived From the Digitized Tests**

The errors/targets ratio was significantly affected by the diagnosis only for the TMT-B (normal: 0.05 [IQR 0.05]; MCI: 0 [IQR 0.1]; dementia: 0.15 [IQR 0.39]; $X^2=8.6; P=0.01$). The posthoc analysis revealed that the errors/targets ratio of the dementia group significantly differed from both the MCI ($P=.01$) and the normal ($P=.04$) groups.
$\Delta T$ significantly changed according to the diagnosis for all the 3 tests (TMT-A: normal 1.67 [IQR 0.78] seconds, MCI 2.10 [IQR 1.24] seconds, dementia 2.55 [IQR 0.48] seconds; $X^2 = 12.2, P = .002$; TMT-B: normal 3.66 [IQR 2.14] seconds, MCI 6.10 [IQR 7.45] seconds, dementia 10.07 [IQR 9.14] seconds; $X^2 = 21.1, P < .001$; and Bells Test: normal 4.46 [IQR 1.11] seconds, MCI 5.88 [IQR 2.15] seconds, dementia 6.59 [IQR 2.94] seconds; $X^2 = 13.5, P = .001$). The posthoc analysis reported that, for the 3 tests, $\Delta T$ of the dementia group was significantly greater than that of the normal group (TMT-A: $P = .002$; TMT-B: $P < .001$; Bells Test: $P = .004$). $\Delta T$ for the TMT-B and Bells Test showed significant differences between the normal and MCI groups (TMT-B: $P = .003$ and Bells Test: $P = .004$). Only for the TMT-B, $\Delta T$ significantly differed between the MCI and dementia groups ($P = .03$).

A qualitative analysis of $\Delta T_n$ was conducted and is presented in Figure 5. For all the 3 tests, the time between targets increases as the diagnosis worsens, as can be observed from the different offsets of the 3 lines. For TMT-A, the analysis revealed that $\Delta T_n$ decreased with test progression in all 3 patient groups. On the other hand, for all the groups, $\Delta T_n$ tended to increase toward the end of the TMT-B. As expected, for the Bells Test, the time between targets increased when identifying the final bells. In particular, a rapid increase can be observed after the 25th bell, especially in the dementia group. Note that the final drop of the dementia group curve is because of the fact that very few subjects were able to find more than 30 bells; therefore, the last points are obtained from the mean value over 1 or 2 patients and are not particularly representative of the entire dementia group.

**Figure 5.** From top to bottom, $\Delta T_n$ for Trail Making Test (TMT)-Part A, TMT-B, and Bells Test. For each test, the 3 lines represent the average $\Delta T_n$ over the diagnosis groups (black: normal; dark gray: mild cognitive impairment; and light gray: dementia).
Digitized testing is particularly suitable to gain insights into the subject’s visuo-attentional scanning during the Bells Test execution. Figure 6 reports representative examples of visuo-attentional strategies that emerged during the digitized Bells Test for the 3 diagnostic groups. As can be observed, the regularity of visuo-attentional scanning decreases with MCI and even more with the onset of dementia. This behavior is reflected in the NIDmin indicator, which presents an increasing trend with the worsening of the diagnosis, although not statistically significant (normal: 1 [IQR 1.5], MCI: 2 [IQR 3], and dementia: 3 [IQR 3.5]).

**Figure 6.** Examples of scanning strategies during the digitized Bells Test for 3 subjects, one for each diagnosis group; from top to bottom: normal (NIDmin=0), mild cognitive impairment (NIDmin=2), and dementia (NIDmin=4). MCI: mild cognitive impairment; NIDmin: minimum number of inversions in the direction.

Another meaningful indicator that can be easily extracted and stored from the digitized Bells Test is related to the position of the first identified bell (1Bell), which is presented in Figure 7 (one panel for each diagnosis group). From Figure 7, it can be observed that although most of the subjects started the scanning strategy from the top-left corner (A1), this percentage decreases with the worsening of the diagnosis (normal: 74%, MCI: 66%, and dementia: 55%). In addition, the position of the first bell seems to be repeated among normal subjects, whereas an increased variability can be observed within the MCI group, for which the 1Bell indicator is spread over the canvas. In the dementia group, we noticed an additional reduction of the typical left-side start, although within-group variability decreases compared with MCI, as a significant percentage of patients with dementia (45% (5/12)) identified the first bell in the bottom-right corner (B3 and C3).
Figure 7. 1Bell for the 3 diagnosis groups (from top to bottom: normal, mild cognitive impairment, and dementia). For each group, the table represents the writing area of the tablet divided into 9 subareas and the percentage of subjects who started the scanning strategy in each subarea (1Bell). MCI: mild cognitive impairment.

<table>
<thead>
<tr>
<th>Normal</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>74%</td>
<td>0%</td>
<td>16%</td>
</tr>
<tr>
<td>2</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>3</td>
<td>11%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MCI</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>66%</td>
<td>9%</td>
<td>11%</td>
</tr>
<tr>
<td>2</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>3</td>
<td>4%</td>
<td>4%</td>
<td>0%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dementia</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>55%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>2</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>3</td>
<td>0%</td>
<td>18%</td>
<td>27%</td>
</tr>
</tbody>
</table>

Discussion

Novelty of Our System

Following the information and communication technology (ICT) revolution, computer-based versions of most classical neuropsychological tests have been developed in both research [12,13,15,34] and commercial [35] domains. However, the full potential of ICT technology is not captured by these approaches as the digitized tests must be either administered under the supervision of a clinical expert or self-administered without proper instructions and without including a professional in the loop. With the goal of providing a monitoring tool that offers a reliable administration of the tests, we developed a platform offering a supervised digitized version of 2 neuropsychological tests commonly used to assess dementia: the TMT, in its A and B parts, and the Bells Test. Our supervised tool aims to support screening for the early onset of age-related cognitive decline. Although, to the best of our knowledge, no previous work ever implemented a digitized version of the Bells Test, previous literature developed a computerized TMT [12,13]. However, the novelty of our system originates from the intent of deploying the platform in an uncontrolled environment for which supervision on the mode of use is needed to guarantee the validity of the recorded data. A VA was designed to mimic the supervision offered by a neuropsychologist during the administration of the paper-based version of the tests: it delivered instructions to the user, recognized the user’s answers, and produced the associated responses or interventions. The interaction between the VA and older adults is mediated through speech, as it is considered the most natural way of interacting with machines [27,36,37]. To this end, the dialogues were structured following the directions of clinical experts, and specific keywords and dictionaries were created to allow the VA to understand utterances with an equivalent semantic meaning. This way, the user can provide answers without constraints on the specific word, and the interaction is more robust and natural.

Together with web-based supervision, another key module of our system is the replay functionality, which was developed with the aim of allowing clinicians to remotely assess the test after execution. This functionality is crucial to increase the robustness and reliability of the system as it provides the clinician with the possibility of watching the test execution to better understand the obtained digitized score. Moreover, such functionality can be leveraged at clinical premises as the possibility of accessing test execution even at the end of the standard visit may potentially support the neuropsychologist in the diagnosis process, which could otherwise be hampered by the strict time schedule of the visits.

Principal Findings

As a first step, we successfully conducted a laboratory-based functional testing of the developed platform to test the robustness of the VA and its integration with the TabletWebApp. A necessary second step, before the deployment of the developed computerized testing in an uncontrolled environment, is the study of user acceptance and test validity, which are known to be the 2 main barriers to achieving feasible computerized assessment [17]. The results obtained from the sample of 83 older individuals were very promising. Indeed, in terms of usability, most users reported a favorable score, independent of their diagnosis (86% (19/22) normal, 77% (38/49) MCI, and 83% (10/12) dementia. Concerning user acceptance, the questionnaire reported strongly positive results for all the 3 diagnosis groups, with most users satisfied with the overall experience and appreciating the clarity of the graphical interface. This result is even more appreciable if we consider the overall low familiarity with the technology of the recruited
subjects, especially with tablet devices. Our findings seem to confirm recent studies showing that although elders often portray themselves as digital illiterates, they show a surprising openness and ease of use when confronted with well-designed user-friendly technology [38]. In addition, it is worth pointing out that only 5 subjects refused to take part in the study, mostly because of exhaustion after the long neuropsychological visit, which took place right before the experimental session.

For system validity, we first leveraged the replay functionality to validate the software. For the Bells Test, the software was successfully validated, presenting a correlation coefficient between the 2 scores close to 1. In addition, for the TMT, satisfactory results were obtained in terms of specificity and accuracy, which were close to 100%. The sensitivity was slightly lower, mainly as some error-TMT events were misclassified as repetition-TMT when previously connected targets were hit again. Future work should focus on improving the sensitivity of the TMT software. Possible solutions may be the extension of the time-variant active area to all targets (and not restricted to the last one) and a postprocessing phase aimed at identifying possible misclassified error-TMT events.

We investigated both the concurrent and clinical validity of the computerized assessment compared with the traditional paper-and-pencil tests. For the TMT, the strong correlation between the 2 versions of the test suggests the potential of the digitized TMT to retain the same predictive power of the paper-and-pencil counterpart. This result confirms previous literature [13] for the digitized version of the TMT-B, whereas our results show a better outcome with regard to previous work on the TMT-A, for which only a moderate correlation was found between the digitized and paper-based versions. Concurrent validity is also supported by what emerged when investigating the effect of the neuropsychological diagnosis on the TMT score, with the time of completion increasing as the diagnosis worsened. Concerning the Bells Test, the weak correlation between the main outcome of the digitized and paper-based versions is somewhat surprising, especially given the fact that, contrary to the TMT, the layout of the digitized Bells Test was not modified with regard to the paper-based version, except for scaling down its layout size. Such differences in size are unlikely to explain the result as, owing to visual acuity, one would expect to identify a lower number of targets on a smaller support. However, in our case, there was no specific version of the test for which participants systematically achieved a better performance. A difference between the digitized and paper-based versions of the Bells Test also emerged when investigating the effect of the neuropsychological diagnosis on test scores. Although the result of the digitized test met our expectations, with the number of targets decreasing as dementia developed, the same trend was not found in the paper-based test, for which the number of bells identified by the dementia group was not statistically different from the normal group and was comparable with the MCI group. Thus, our results suggest a better discriminative power between mild and severe cognitive impairment for the digitized version of the Bells Test. Future work should investigate whether the reduced spatial contrast sensitivity that may characterize patients with dementia [39] could partially explain such a result.

One important advantage of computerized testing over traditional paper-based assessment is the possibility of quantifying additional information related to test execution strategies and not being restricted to the final test score. Such finer indicators may help clinicians gain insights into the patient’s executive functions. In this framework, our work extracted novel indicators that can capture information related to the between-target time and the user’s scanning strategy, which showed a decent discriminative power between diagnosis. In particular, the errors/targets ratio and ΔT indicators reported a very good between-diagnosis discriminant power, especially for the TMT-B; such a result is in line with previous literature on the paper-based TMT, which highlighted the effect of the diagnostic category only for TMT-B [40].

Depending on the test, different behaviors of ΔT_n indicator were observed. The TMT-A seemed to become easier toward the end of the execution (decrease in ΔT_n), and this trend appeared not to be affected by cognitive decline, as it was shared by all the 3 diagnostic groups. On the other hand, TMT-B test execution appeared to become more challenging for all the 3 groups when connecting the final targets, probably because of the mental fatigue induced by the test. In addition, for the Bells Test, the time between targets increased together with test progression, as expected.

In addition, the digitized version of the Bells Test allowed us to investigate the users’ scanning strategy. Although the scanning order can potentially be studied for the paper-based test also, the procedure of writing down the bell identification order is time-demanding for the clinician, resulting in its nonapplicability in real practice. On the other hand, digitized testing allows extraction and visualization of the patient’s scanning strategy in a convenient and easy way. As shown in Figure 7, the percentage of older adults starting the Bells Test scanning pattern from the top-left corner decreased with the severity of the diagnosis. Indeed, the normal group always started scanning from the sides, mostly from the left, as in the reading and writing processes. Instead, the MCI group showed the highest variability in the starting point of the scanning strategy. This variability decreased in the dementia group; however, almost half of the group identified the first bell in the bottom-right corner. An attempted explanation of what emerged is that, compared with healthy subjects, patients with MCI seem to be less attentive and present a mild early impairment of the planning strategy, reflecting slight executive function deficits [41]. In the dementia group, such deficits seem to be systematic, possibly revealing a visuo-attentional distortion.

Future Direction

Given the promising results obtained from the fine digital-specific indicators, future work should strengthen the collaboration between technicians and clinicians, within fruitful bidirectional translational research, with the aim of defining novel indicators that could make digitized tests even more useful. However, it is crucial to keep in mind that such computational tools should not and cannot replace human care providers or clinicians, but they should provide possible recommendations for seeking further professional help, thus
representing cost-effective solutions that are able to support the dementia screening programs of asymptomatic elders.

It is important to point out that, in this study, user acceptance and test validity were evaluated during an experimental protocol that did not include the VA. Indeed, digitized testing was performed at clinical premises under the supervision of a trained professional, without the guidance of the VA. Therefore, the reported results in terms of usability and concurrent validity do not apply to the full digitized testing platform; however, they represent a key and necessary step before the validation of the combined system. For this reason, we envisage that further usability and validity studies on the entire platform be performed in a home setting. To this end, the entire platform was deployed at the users’ home within the European MoveCare Project [42], and further usability results will be available at the end of the pilot project.

Our system requires a reliable internet connection. Future work should explore solutions that are able to work without a stable internet connection to increase the accessibility of such tools and foster their use in rural areas. A possible solution should leverage open-source technologies for the development of VAs that also work offline, pushing the execution of core system functionalities to the user’s side and introducing a local cache for data collection. In this way, we could loosen the persistent reliability of connectivity and allow the system to conduct all its functionalities under any network contingency. Indeed, functionalities running on the user’s side can also work offline, and locally cached data can be resynchronized as soon as the communication channel is restored.

Finally, future work should investigate the possibility of juxtaposing traditional and strategy-related indicators in the creation of a predictive model that can boost the classification process between neuropsychological diagnoses.

Conclusions

Over the past decade, there has been a rapid evolution in the field of health screening methods to assist medical professionals to more accurately monitor older adults in relation to age-related conditions, such as dementia. With the goal of providing an effective tool to support the screening of cognitive decline, this work successfully designed and developed a supervised system for computerized neuropsychological assessment. The platform also includes a replay functionality designed to remotely inspect the user’s performance after test completion. Test supervision and replay functionalities potentially allow the delivery of the system directly at the user’s home or its use in clinical facilities without strict supervision to support the present medical services. Functional testing of the platform was successfully conducted. The digitized neuropsychological tests demonstrated very good concurrent validity, clinical validity, and a very high degree of user acceptance. The emerging positive results are necessary steps that pave the way toward the deployment of the system in clinical and nonclinical environments.
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Multimedia Appendix 1

Supervised execution of the 3 tablet-based neuropsychological tests by an adult.
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Abstract

Background: Establishing pre- and postoperative contact with patients is part of successful medical management in outpatient surgery. In France, this is mostly done via telephone. Automated information with short message service (SMS) reminders might be an interesting alternative to increase the rate of compliance with preoperative instructions, but no study has shown the safety of this approach.

Objective: The objective of this study was to evaluate the impact of pre- and postoperative automated information with SMS reminders on medical safety in outpatient surgery.

Methods: We conducted a retrospective, single-center, nonrandomized, controlled study with a before-after design. All adult patients who had outpatient surgery between September 2016 and December 2017 in our university hospital center were included. Before April 2017, patients were contacted by telephone by an outpatient surgery nurse. After April 2017, patients were contacted by SMS reminder. All patients were contacted the day before and the day after surgery. Patients contacted by SMS reminder were also contacted on day 7 after surgery. The primary end point was the conversion rate to full-time hospitalization. Secondary end points were hospitalization causes (anesthetic, surgical, organizational) and hospitalization costs.

Results: A total of 4388 patients were included, 2160 before and 2228 after the introduction of SMS reminders. The conversion rate to full-time hospitalization was 34/4388 (0.77%) with a difference between SMS group (8/2228, 0.36%) and telephone group (26/2160, 1.20%). The cost of SMS reminders was estimated as half that of telephone calls.

Conclusions: In this work, we report a decrease in the rate of conversion to full-time hospitalization with the use of pre- and postoperative SMS reminders. This new approach could represent a safe and cost-effective method in an outpatient surgery setting.

(JMIR Mhealth Uhealth 2020;8(9):e14346) doi:10.2196/14346
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Introduction

Outpatient surgery represents a major challenge in the organization of care. The increasing number of outpatient surgeries highlights the need to ensure the highest level of safety for each patient. Establishing contact with patients before and after surgery is part of successful medical management in
outpatient surgery, and it is strongly recommended by several practice guidelines [1,2].

Until recently, outpatients in France were mainly contacted by telephone before their surgery [3]. Telephone contact is costly and time-consuming with no guarantee of actually reaching the patient. According to Gaucher et al [4], the rate of telephone call failure to contact outpatients was 20.82% (425/2041 patients), whereas everyone can receive a short message service (SMS) text message so long as their mobile telephone is switched on. The use of SMS to contact surgery outpatients seems an interesting alternative to the telephone and has already been studied in chronic diseases and adherence to long-term treatments.

Several studies have shown the benefit of using SMS reminders [5,6] in patients with high blood pressure to decrease systolic blood pressure compared with usual care at 12 months or improve medication adherence. Others have developed a bank of text messages for the prevention of recurrent cardiovascular events [7]. A bank of 137 mobile telephone text messages designed to support behavior change and decrease cardiovascular risk has been developed through a multistep iterative process. During the testing of those 137 text messages, 92% of participants found the messages easy to understand and 86% found the messages contained useful information.

SMS reminders and a smartphone app have been used successfully to monitor and reduce the alcohol consumption of military veterans from a median of 5.6 units per drinking day in the first week to 4.7 units by the last week during the 4 weeks of study [8]. In contrast, inconsistent results were found in suicide prevention. There was no significant effect on likelihood or severity of current suicidal ideation or likelihood of a suicide risk incident or on emergency department visits [9].

Patient safety is a major concern for all medical teams. In studies, safety is defined as the occurrence of perioperative complications, conversion to full-time hospitalization, or rehospitalization after outpatient surgery. The most frequently used indicator is the conversion rate to full-time hospitalization [10-13]. Previous studies have shown that the use of SMS reminders before outpatient surgery increased the rates of compliance with preoperative instructions [14] and reduced the number of cancellations in gastrointestinal endoscopy [15]. The objective of this study was to evaluate the impact of pre- and postoperative SMS messages on medical safety in outpatient surgery.

Methods

Study Design

This was a retrospective, single-center, nonrandomized, controlled study with a before-after design. All data were extracted retrospectively from the database about patients who were hospitalized in the adult outpatient surgery unit of a French university hospital center from September 2016 to December 2017. Two groups of patients were formed corresponding to two study periods: September 2016 to March 2017 and April 2017 to December 2017. Ethical approval for this study (No. E2019-11) was provided by the noninterventional research committee based at Rouen University Hospital, Rouen, France. The requirement for written informed consent was waived by the committee.

Patient Selection

Patients scheduled for orthopedic; ear, nose, and throat; oral; dental; gynecologic; vascular; and thoracic outpatient surgery were included. Patients were eligible if they were aged over 18 years and had a mobile telephone. Patients were excluded if they were pregnant, younger than age 18 years, or did not speak French [1].

Study Procedure

Before April 2017, the first group of patients (telephone group) was contacted by telephone the day before and the day after surgery by an outpatient surgery nurse (Figure 1). After April 2017, the second group of patients (SMS group) was contacted by text message the day before surgery and on day 1 and day 7 after surgery (Figure 1). The deployment of a new version of scheduling software allowed us to send an SMS reminder to all patients with scheduled outpatient surgery. As soon as the outpatient surgery was scheduled, a nurse was able to set up SMS reminders, which were automatically sent. Patients’ mobile telephone numbers are stored in the Géistime software internally developed by our university hospital center and connected to Computerized Medical Records CDP (GIP Cpage).

Messaging started two days before surgery with an SMS reminder and the possibility of alerting the medical staff if the patient was unable to attend surgery. The patient was able to respond ALERT if there was a medical problem or if assistance was required. A response different to ALERT was categorized as an unexpected response. There was no obligation to respond to the SMS reminder (Figure 2). We noted the percentage of patients who received the message but did not have the ability to know if messages were read or not. The day before surgery, the patient received 3 messages informing them of the required time of arrival and location of the outpatient unit, fasting recommendations, and hygiene rules (Figure 2).
After surgery, patients received several SMS reminders with the possibility to answer. On day 1 after surgery, patients received an SMS reminder with recommendations on pain medication, a question about the onset of complications (nausea, vomiting, bleeding, fever, or other), and a pain evaluation on a numerical scale from 0 to 10 (Figure 3). If patients rated their pain more than 3/10, a reminder was sent to take their pain medication or immediately answer (TAKEN) if their pain medication had been taken. Patients were asked to send another pain evaluation 1 hour after taking their pain medication.
On day 7 after surgery, patients received one SMS reminder asking if they had had an unplanned consultation since their surgery and a second one asking them to evaluate their pain (Figure 4). Patients received one last message asking them to rate their global satisfaction with their outpatient care using a numerical scale from 0 to 10. Examples of SMS reminders are shown in Multimedia Appendix 1.

Figure 3. Short message service text pattern day 1 after surgery.

Figure 4. Short message service text pattern day 7 after surgery.

Data Collection
Data were extracted from the medical computerized database of our university hospital center. For hospitalized patients, anesthesia and surgery charts were reviewed. Perioperative data were collected.

- Preoperative: age, sex, BMI, comorbidities, allergies, smoking status, American Society of Anesthesiologists physical status classification (an assessment of the patient’s preanesthesia medical comorbidities)
- Perioperative: type of surgery, type of anesthesia, length of surgery, time of end of surgery

- Postoperative: length of stay in postanesthesia care unit, pain evaluation using a 100-mm horizontal visual analog scale, need for complementary morphine titration, postoperative nausea and vomiting

SMS data were extracted from the computerized MemoQuest (Calmedica) database.

Outcome Variables
The primary end point was the conversion rate to full-time hospitalization. Secondary end points included cancellation rates on the day of surgery and a medicoeconomic study of SMS reminder use. In addition, causes of conversion to full-time hospitalization.
hospitalization (anesthetic: persisting pain, postoperative nausea and vomiting, sickness, aspiration syndrome; surgical: difficulty or length more than 2 hours; and organizational: entering or exiting operating room after 3:00 pm) and preoperative message (rate of ALERT replies, unexpected replies, undelivered SMS reminders) and postoperative pain (pain evaluation on day 1) data were collected. Last, data on pain evaluation and satisfaction and declarative rate of rehospitalization or unplanned medical consultation on day 7 postoperatively were collected, but we could not examine links between these different items.

**Statistical Analysis**

This study investigating the safety of SMS reminder contact before outpatient surgery did not require an a priori calculation of the number of subjects required. The values are presented as absolute and percentage for categorical variables and as mean and standard deviation for quantitative variables. The quantitative variables were compared using a Student \( t \) test (if the distribution was normal) or a Mann-Whitney \( U \) test (if the distribution was not normal). The categorical variables were analyzed using a Fisher or chi-square test. The significance threshold was set at .05. All statistics were produced using Prism 5.0 (GraphPad Software).

**Results**

**Patient Characteristics**

Between September 2016 and December 2017, 4388 patients were included in the study, 2160 in the telephone group and 2228 in the SMS group. Patient characteristics are presented in Table 1.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (n=4388)</th>
<th>Telephone group (n=2160)</th>
<th>SMS\textsuperscript{a} group (n=2228)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>43.2 (17.6)</td>
<td>43.0 (17.4)</td>
<td>43.3 (17.9)</td>
<td>.61</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>3011 (68.62)</td>
<td>1466 (68.87)</td>
<td>1545 (69.34)</td>
<td>.67</td>
</tr>
<tr>
<td>Men</td>
<td>1377 (31.38)</td>
<td>694 (32.13)</td>
<td>683 (30.66)</td>
<td>.47</td>
</tr>
<tr>
<td>Length of surgery (min), mean (SD)</td>
<td>51.5 (32.6)</td>
<td>52.5 (30.6)</td>
<td>50.5 (31.6)</td>
<td>.04</td>
</tr>
<tr>
<td>Type of surgery, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thoracic</td>
<td>198 (4.51)</td>
<td>76 (3.52)</td>
<td>122 (5.48)</td>
<td>.002</td>
</tr>
<tr>
<td>Vascular</td>
<td>136 (3.10)</td>
<td>64 (2.96)</td>
<td>72 (3.23)</td>
<td>.67</td>
</tr>
<tr>
<td>Oral</td>
<td>296 (6.75)</td>
<td>168 (7.78)</td>
<td>128 (5.75)</td>
<td>.009</td>
</tr>
<tr>
<td>Dental</td>
<td>190 (4.33)</td>
<td>87 (4.03)</td>
<td>103 (4.62)</td>
<td>.37</td>
</tr>
<tr>
<td>Ear, nose, and throat</td>
<td>417 (9.50)</td>
<td>225 (10.42)</td>
<td>192 (8.62)</td>
<td>.04</td>
</tr>
<tr>
<td>Orthopedic</td>
<td>1578 (35.96)</td>
<td>817 (37.82)</td>
<td>761 (34.16)</td>
<td>.01</td>
</tr>
<tr>
<td>Gynecologic</td>
<td>1573 (35.85)</td>
<td>723 (33.47)</td>
<td>850 (38.15)</td>
<td>.001</td>
</tr>
</tbody>
</table>

\( \text{SMS: short message service.} \)

**Primary and Secondary Outcomes**

The overall conversion rate to full-time hospitalization was 0.78% (34/4388); 1.20% (26/2160) in the telephone group versus 0.36% (8/2228) in the SMS group (\( P = .001 \)). The conversion rates to full-time hospitalization and cause of hospitalization are shown in Table 2.

There was a significantly higher rate of cancellations declared on the day of surgery in the SMS group than in the telephone group: 3.66% (79/2160) versus 2.24% (50/2228); \( P = .02 \). There was no statistically significant difference in the demographic characteristics of patients converted to full-time hospitalization between groups (Table 3). Most of the surgeries were done under general anesthesia (25/34, 74%). Among all surgeries, orthopedic surgery accounted for 50% (17/34) and gynecologic surgery 44% (15/34).

In our study, 95.60% (2130/2228) of patients contacted by SMS reminder after their surgery actually received the reminder. For SMS reminder 1 sent on day 2 before surgery, 0.81% (18/2228) of patients replied ALERT and 6.24% (139/2228) sent an unexpected response. Most of the unexpected responses confirmed the patient’s attendance at surgery.

For SMS reminder 2 sent on day 1 after surgery, 7.00% (156/2228) of patients rated their pain as more than 3/10. For SMS reminder 3 sent on day 7 after surgery, 2.60% (58/2228) of patients rated their pain as more than 3/10, and 6.69% (149/2228) of patients replied that they had seen their general practitioner or had been rehospitalized. A total of 90.98% (2027/2228) of patients gave a satisfaction score of 7/10 or more. The mean satisfaction score was 8.7 (SD 1.9).
Table 2. Conversion rates to full-time hospitalization between groups and according to the cause of hospitalization (n=4388).

<table>
<thead>
<tr>
<th>Cause</th>
<th>Telephone group (n=2160)</th>
<th>SMSa group (n=2228)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>26 (1.20)</td>
<td>8 (0.36)</td>
<td>.001</td>
</tr>
<tr>
<td>Anesthetic</td>
<td>15 (0.69)</td>
<td>4 (0.18)</td>
<td>.01</td>
</tr>
<tr>
<td>Surgical</td>
<td>7 (0.32)</td>
<td>3 (0.13)</td>
<td>.22</td>
</tr>
<tr>
<td>Organizational</td>
<td>4 (0.19)</td>
<td>1 (0.04)</td>
<td>.12</td>
</tr>
</tbody>
</table>

aSMS: short message service.

Table 3. Characteristics of patients converted to full-time hospitalization.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Telephone group (n=26)</th>
<th>SMSa group (n=8)</th>
<th>Total (n=34)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of anesthesia, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>20 (77)</td>
<td>5 (63)</td>
<td>25 (74)</td>
</tr>
<tr>
<td>General + regional</td>
<td>4 (15)</td>
<td>1 (13)</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Regional</td>
<td>1 (4)</td>
<td>1 (13)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Spinal</td>
<td>1 (4)</td>
<td>1 (13)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Type of surgery, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orthopedic</td>
<td>12 (46)</td>
<td>5 (63)</td>
<td>17 (50)</td>
</tr>
<tr>
<td>Gynecologic</td>
<td>12 (46)</td>
<td>3 (38)</td>
<td>15 (44)</td>
</tr>
<tr>
<td>Oral</td>
<td>2 (8)</td>
<td>0 (0)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Length of surgery (min), mean (SD)</td>
<td>84.4 (60.7)</td>
<td>88.7 (58.1)</td>
<td>85.5 (58.6)</td>
</tr>
<tr>
<td>Length of stay in PACUb (min), mean (SD)</td>
<td>87.5 (37.1)</td>
<td>75 (58.6)</td>
<td>84.6 (50.5)</td>
</tr>
<tr>
<td>VASc, mean (SD)</td>
<td>3.3 (3.3)</td>
<td>1.7 (2.9)</td>
<td>2.9 (3.1)</td>
</tr>
<tr>
<td>Morphone titration, n (%)</td>
<td>4 (15)</td>
<td>2 (25)</td>
<td>6 (18)</td>
</tr>
<tr>
<td>Morphone dose (mg), mean (SD)</td>
<td>1.8 (4.2)</td>
<td>1.7 (3.2)</td>
<td>1.7 (3.7)</td>
</tr>
<tr>
<td>Prevention of PONVd, n (%)</td>
<td>22 (85)</td>
<td>7 (88)</td>
<td>29 (85)</td>
</tr>
<tr>
<td>PONV, n (%)</td>
<td>24 (92)</td>
<td>8 (100)</td>
<td>32 (94)</td>
</tr>
<tr>
<td>Length of hospitalization in days, mean (SD)</td>
<td>3.0 (10.4)</td>
<td>2.5 (3.9)</td>
<td>2.9 (8.5)</td>
</tr>
</tbody>
</table>

aSMS: short message service.
bPACU: postanesthesia care unit.
cVAS: visual analog scale.
dPONV: postoperative nausea and vomiting.

Economic Aspect of Short Message Service Versus Telephone

Until recently, outpatients were mainly contacted by telephone by an outpatient surgery nurse before their surgery. However, telephone contact is time-consuming, representing 15 minutes per patient. In our study, there were approximately 3600 outpatients per year. At 15 minutes per patient, around 900 hours per year are spent contacting patients by telephone. Considering that the annual work time of a full-time nurse in France is 1607 hours [16], based on our findings, 56% of a nurse’s time is spent contacting patients by telephone. Given that the annual cost of a full-time nurse is estimated at around €40,000 (US $45,018), the time spent contacting patients by telephone represents an overall cost of €22,400 (US $25,210) and an estimated cost of €6 (US $6.75) per patient. The use of an SMS reminder platform like MemoQuest (Calmedica), at an estimated cost of €3 (US $3.37) per patient [17], represents an annual cost of €10,800 (US $12,154) for 3600 patients. The cost of an SMS reminder was estimated as half that of a telephone call. The nurse time to check the SMS platform is negligible. One patient a day is called back after SMS reminder responses. The duration of the contact is much shorter (5 minutes) because the problem has already been focused by the SMS reminder.

Discussion

Principal Findings

In this work, we report a decrease in the rate of conversion to full-time hospitalization with the use of pre- and postoperative SMS reminders in an outpatient surgery setting. The rate of conversion to full-time hospitalization is one of the main criteria for monitoring safety in outpatient surgery [18]. We found a
lower rate of conversion (1.2%) compared with other studies. Cousin et al [19] in 2012 observed a rate of 3.1% in a retrospective study including 15,994 patients. Whippey et al [20], in a case-control study with 20,657 patients, observed a 2.7% conversion rate. Fortier et al [12], in a prospective study published in 1998 including 15,172 patients, reported a hospitalization rate of 1.4%.

Several hypotheses may underlie this decrease in the rate of conversion after the implementation of SMS reminders. First, the use of an SMS reminder before day surgery may be an efficient tool to confirm oral information given during a preanesthesia consultation. Garnier et al [14] showed that the use of SMS reminders significantly increased compliance with preoperative instructions, time of arrival, fasting rules, and hygiene rules. In our work, this decrease was associated with anesthetic causes, defined by persisting pain, postoperative nausea and vomiting, sickness, and aspiration syndrome. It is likely that an increase in compliance with preoperative instructions is associated with a decrease in intraoperative complications. Second, the use of SMS reminders may better identify subgroups of patients likely to cancel their surgery. This hypothesis is supported by the rate of cancellations observed on the day of surgery, which was higher in the SMS group compared with the telephone group (3.5% vs 2.3%). In a randomized controlled trial, Hashim et al [21] showed that the use of telephone reminders the day before an appointment significantly increased the rate of appointment cancellations, from 9.9% to 17% (P<0.001). Moreover, our center has set up a waiting list of surgery outpatients to replace last-minute cancellation and thus avoid periods of inactivity in the operating room. Third, the use of SMS contact after surgery could improve patients’ follow-up compared with nurse telephone calls. In our study, 95.6% of patients contacted by SMS reminder after their surgery actually received the reminder. This rate seems to be higher than that found in the literature for telephone contact. In the study by Hwa and Wren [22], 78% of all outpatients were successfully contacted by telephone. According to Gaucher et al [4], this rate was 79%. With the use of SMS reminders, patients were able to respond to the reminder to report a medical problem and were then contacted by telephone by an outpatient surgery nurse. Others have demonstrated the efficiency of SMS contact on medical safety. In a study on the use of SMS reminders to follow up on colorectal surgery patients enrolled in an enhanced recovery program, Carrier et al [23] showed early alerts of postoperative complications and no missed complications.

For these reasons, we consider that the use of SMS reminders represents a safe and cost-effective method to contact patients in an outpatient surgery setting. Few studies have determined the cost and effectiveness of reminders in an outpatient surgery setting. In a meta-analysis on appointment reminders, any type of reminder, whether by SMS or telephone, increased surgery attendance rates compared with no reminder. Although similar attendance rates were found between telephone and SMS reminders, the cost of an SMS reminder was more than 2 times less than that of a telephone call [24]. One recent systematic review highlighted the usefulness of appointment reminders even if further optimization is required [25]. The impact of reminders on the health care system is not well assessed at a time when the optimization of medical time, a limited and expensive resource, is much discussed. In our work, we estimated the cost of a telephone call to be around €6 (US $6.75) including nurse time. The use of SMS reminders represents an approach that could reduce costs by one-half. Others also evaluated the social cost [26] using parameters as nonuse or the misuse of personnel time, equipment, or ward capacity in a period of shortage of resources and a political will to restrain the costs of the health care services. In a recent practice survey of French outpatient surgery units, most preoperative reminders were done by telephone by nurses (58%), and email or SMS reminders were little used (1%). Postoperative follow-up was not systematically performed but when it was done it was by telephone and mainly by nurses (70%) [3]. The use of SMS reminders instead of telephone would allow nurses to spend more time taking care of their patients on the ward and less time making time-consuming telephone calls.

Strengths and Limitations

Our study has several limitations such as a lack of randomization. There are significant differences in patient characteristics between the groups. The 2-minute difference in the length of surgery, although statistically significant, has little overall impact. This small difference is probably related to the fact that there was more thoracic surgery than orthopedic ear, nose, and throat surgeries. Another limitation of our study is its retrospective single-center design. However, the fact that it was conducted in an outpatient surgery unit of a university hospital center ensured the standardized organization of care teams. Our study has several strengths, including a relatively large number of patients. Also, the study period was short, which allowed us to observe the direct impact of the SMS reminders and limitations of other confounding factors.

Conclusion

In this work, we report a decrease in the rate of conversion to full-time hospitalization with the use of pre- and postoperative SMS reminders. This new approach could represent a safe and cost-effective method in an outpatient surgery setting.
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Abstract

Background: There is strong evidence that short-term smoking cessation before surgery can reduce postoperative morbidity. There are, however, several structural problems in health care systems concerning how to implement smoking cessation interventions in routine practice for preoperative patients.

Objective: This study aimed to analyze the implementation of a text messaging, smoking cessation intervention targeting patients having elective surgery. Implementation of facilitated access (ie, referral from practitioners) and the perceived usefulness among patients were investigated. Elective surgery is defined as scheduled, nonacute surgery.

Methods: A qualitative study was carried out at two medium-sized hospitals in the south of Sweden. The implementation of facilitated access was investigated during a 12-month period from April 2018 to April 2019. Facilitated access was conceptualized as specialists recommending the text messaging intervention to patients having elective surgery. Implementation was explored in terms of perceptions about the intervention and behaviors associated with implementation; that is, how patients used the intervention and how specialists behaved in facilitating usage among patients. Two focus groups with smoking cessation specialists and 10 individual interviews with patients were carried out. Qualitative content analysis was used to analyze the data.

Results: Two main categories were identified from the focus group data with smoking cessation specialists: implementation approach and perceptions about the intervention. The first category, implementation approach, referred to how specialists adapted their efforts to situational factors and to the needs and preferences of patients, and how building of trust with patients was prioritized. The second category, perceptions about the intervention, showed that specialists thought the content and structure of the text messaging intervention felt familiar and worked well as a complement to current practice. Two categories were identified from the patient interview data: incorporating new means of support from health care and determinants of use. The first category referred to how patients adopted and incorporated the intervention into their smoking cessation journey. Patients were receptive, shared the text messages with friends and family, humanized the text messages, and used the messages as a complement to other strategies to quit smoking. The second category, determinants of use, referred to aspects that influenced how and when patients used the intervention and included the following: timing of the intervention and text messages, motivation to change, and perceptions of the mobile phone medium.

Conclusions: Smoking cessation specialists adopted an active role in implementing the intervention by adapting their approach and fitting the intervention into existing routines. Patients showed strong motivation to change and openness to incorporate the intervention into their behavior change journey; however, the timing of the intervention and messages were important in optimizing the support. A text messaging, smoking cessation intervention can be a valuable and feasible way to reach smoking patients having elective surgery.
Introduction

Smoking is responsible for more than 60 diseases and is the single-most important preventable factor for disease and premature mortality [1]. In persons between 45 and 64 years of age, the proportion of daily smokers is higher than for any other age group: 10% for women and 9% for men [2]. When including occasional smokers, the proportions are 16% for women and 13% for men. Although the proportion of smokers in Sweden is less than in many other countries, tobacco is associated with 9.6% of the total disease burden [3]. Thus, around 6400 people die every year in Sweden due to smoking.

The negative impact of smoking on outcomes following elective surgery is well established [4-6]. Several large studies have shown that the risk of cardiovascular, respiratory, and wound-healing complications and even death within 30 days of operation is greater for smokers than nonsmokers [7,8]. For instance, one study showed that smokers (11.3%) had a considerably increased risk for postoperative complications compared to nonsmokers (7.5%), especially an increased risk for pulmonary complications. In fact, smoking was found to be an independent risk factor exemplified by the fact that smokers needed intensive care and prolonged postoperative hospital stays to a greater extent than nonsmokers [9]. Research also show that complications can be avoided even with short-term perioperative smoking cessation [10,11]. Findings in a Cochrane review, based on indirect comparisons and evidence from two small trials, show that interventions beginning 4-8 weeks before surgery and including weekly counseling were most likely to have a significant impact on complications and on long-term smoking cessation [10].

However, more knowledge is needed on how to organize smoking cessation support within health care systems, especially for preoperative patients. Research has shown that various factors determine how and to what degree smoking cessation is implemented in routine care. For instance, motivation, knowledge, training, and confidence among health care professionals to deliver smoking cessation support have been shown to have an influence [12-14]. Beliefs and preconceptions among health care professionals that question the value or benefit of smoking cessation support have also been reported; for example, some health care professionals believe that interventions are time-consuming, ineffective, or intrusive [15]. Furthermore, organizational challenges, including lack of standardized pathways or referral routines across and between parts of the health care system, have also been quoted [12]. Indeed, organizational solutions as to how to best implement smoking cessation support for this patient group is unclear, for example, whether smoking cessation support optimally is delivered in hospitals, via specialist care, or in primary care. Although primary care could be a useful setting for smoking cessation support before surgery, challenges to achieve working referral routines have been reported, including long waiting times, resistance from staff in primary health care to offer support to patients from specialist care, and unclear communication between specialist care and primary health care [16,17].

These hurdles to implement smoking cessation support in health care present a need for new types of innovations [17]. One way forward could be to give smokers having elective surgery access to support through their mobile phones. Mobile phone–based interventions that use text messaging typically encompass a series of automated messages during a period of about 8-12 weeks. Messages aim to guide and support participants to plan and prepare for a quit attempt and then reinforce and support continued smoking cessation [18].

There is a substantial body of evidence demonstrating the effect of text messaging on smoking cessation among adolescents [19-21], university students [22], and adults [18,21,23,24]. Furthermore, mobile phone–based interventions including text messaging have shown to be one of the most cost-effective interventions for tobacco control and are endorsed by the World Health Organization [25]. Major advantages have been shown to be cost-effectiveness, reach, and flexibility, whereby they can be delivered at any time [26].

In our previous research, we have developed evidence-based interventions that use text messaging: the NEXit (Nicotine Exit) and NEXit Junior trials [22,27]. These interventions are based on behavior change theory and evidence-based practice guidelines [28,29]. This study aimed to analyze the implementation of a text messaging, smoking cessation intervention targeting patients having elective surgery. Specifically, implementation of facilitated access (ie, referral from practitioners) and the perceived usefulness of the intervention among patients were investigated. Elective surgery is defined as scheduled, nonacute surgery.

Methods

Design

In this qualitative study, we investigated the implementation of facilitated access and perceived usefulness of a text messaging, smoking cessation intervention among patients having elective surgery. Two focus groups with smoking cessation specialists and 10 individual interviews with patients were carried out. The implementation of facilitated access (ie, referral from practitioners) was investigated during a 12-month period from April 2018 to April 2019. Implementation was explored in terms of perceptions about the intervention and behaviors associated with implementation; that is, how patients used the intervention and how specialists behaved in facilitating usage among patients.

Setting

The study was carried out at two medium-sized hospitals in the south of Sweden. The smoking cessation offices were located at the hospitals and received patients by referral from surgeons
and walk-ins. Referral came primarily from general, orthopedic, heart, and gastrointestinal surgery departments as well as, to a smaller extent, from pulmonary medicine, rheumatology, and cardiac clinics. Practice routines typically include an initial session with a patient where motivation to quit is explored, followed by follow-up meetings and/or telephone calls depending on the preferences of the patient.

The three smoking cessation specialists were asked to facilitate implementation by inviting patients to sign up for the intervention during a face-to-face visit. Sign-up was done by patients sending a text message with a specific code to a dedicated telephone number. The text messaging, smoking cessation intervention is an evidence-based, 12-week, fully automated text messaging program that has been described elsewhere [30].

In total, 100 patients were approached, and 30 patients signed on to the intervention during the visit, 44 patients wanted to think about signing up at a later stage at home, whereas 26 patients were not interested in the intervention. After signing up to the intervention, the patients received a text message with a link to a baseline questionnaire; a total of 27 patients completed the questionnaire and were thereafter enrolled in the intervention.

Data Collection and Participants

Smoking Cessation Specialists

The smoking cessation specialists were registered nurses with training in smoking cessation counseling. The training included a 3-day course to become registered smoking cessation specialists as well as ongoing supervision. All specialists were also qualified in motivational interviewing. All three smoking cessation specialists were invited and took part in focus group interviews. Data collection was conducted at two time points: at 6 and 12 months after starting to implement the intervention among their patients. The focus group interviews lasted approximately 1 hour; they followed a semistructured format and included questions on the experience of implementing the intervention in routine practice.

CL and PB took part in the first focus group and CL and KT took part in the second focus group. Participants were all women between 45 and 54 years of age.

Patient Interviews

Telephone interviews were conducted with patients 3 months after the intervention. A semistructured interview guide was used that aimed to capture patients’ experiences and use of the intervention.

A total of 14 patients were contacted via telephone and invited to take part in interviews; 4 patients declined to participate. A total of 10 interviews were carried out and they lasted between 10 and 40 minutes. Respondents were between 45 and 70 years of age; the sample was made up of 6 men (60%) and 4 women (40%). Telephone interviews were either scheduled later or conducted straight away depending on patients’ preferences.

Data Analyses

All focus group discussions and individual interviews were audio-recorded and transcribed verbatim. The two datasets—patients and specialists—were analyzed separately. The analysis process, which followed conventional content analysis guidelines by Hsieh and Shannon [31], was used to analyze the data. Conventional content analysis is a structured process where data relevant to the study aim are coded and categorized. First, all transcripts were read through. Second, words and text that depicted areas relating to the study aim were identified (coding). In a parallel process, these identified codes were grouped (categorizing) based on similarity in content and their relation to each other. The content of each category was expanded by revisiting the data and comparing data across formed categories. Lastly, a comparison across categories was done to make sure that categories were defined and described in a way that maximized internal homogeneity and external heterogeneity. KT performed initial data analysis, which was then discussed by KT and PB.

Ethical Approval

The study has received ethical approval by the Regional Ethical Review Board of Linköping University, Sweden (2018/4-31).

Results

Focus Group Interviews With Specialists

Overview

Two main categories were identified in the data that described the implementation of the intervention in routine smoking cessation practice: implementation approach and perceptions about the intervention. Initial coding resulted in a number of codes. Examples of these codes are given in Table 1. For example, prioritizing trust referred to how specialists chose to behave, communicate, and give information to patients that enhanced patients’ trust. For instance, specialists actively chose to communicate the intervention at the end of sessions when initial trust between patients and themselves had been established.
### Implementation Approaches

#### Overview

The category implementation approach refers to how specialists implemented the intervention and strategies that they used: adapting to specific situations and building trust with patients before introducing the intervention.

#### Adapting

Adapting refers to how specialists altered their behavior and approach to facilitate implementation through, for instance, how they introduced the intervention, talked about it, or assisted the patient in signing up. Adaptations were influenced by patient needs and capacities as well as situational factors. For example, the patients were perceived to have varied capacities and capabilities to sign up and engage in the intervention. One respondent described how one patient was not able to sign up for the intervention due to feeling overwhelmed by the technical requirements of completing the registration and, thus, needed additional support.

> When I sat with my patient and together completed the registration with him, he thought “What’s this?” and in the end I had to take the phone and, like, do it for him.

Similarly, the specialists used strategies to invite patients to sign up for the intervention depending on the needs and preferences of the patients. For example, specialists could help patients sign up and complete baseline questionnaires if this would enable patients to start the intervention.

> It, you start with the patient, you always have the patient in mind, so there’s lots of different needs for whoever sits there.

Furthermore, adaptations were made due to situational factors such as time constraints. Respondents expressed that it was sometimes challenging to have enough time to introduce and sign up patients within one session. Adaptations were made regarding how they spoke about the intervention or delayed introducing the intervention until later sessions to make sure they would have enough time to engage patients in registration.

Finally, one respondent expressed that when meeting patients that were “good student”–type people, it was easier to introduce the intervention and that this group of patients needed less guidance.

> Yes, I think about the lonely people, it becomes a friend in a way, that somebody sends you text messages. And those who are really, some are very thoughtful and careful and want to do the right thing always.

#### Trust Building

Respondents expressed that they tried to build trust with patients first and then, often at the end of the session, introduce the intervention. Building trust entailed creating a trusting relationship with the patient by listening to their needs and
pacing how much, and what kind of, information they shared with the patient. Respondents expressed that it was useful to invest in this relationship first and then introduce the intervention.

Yes, you can say that I have a way, you try to create a relationship with the patient at the first meeting and then finish with “Oh, we have this study,” and then I tell a bit more about that.

Perceptions About the Intervention

Overview

The category perceptions about the intervention refers to how specialists perceived the intervention: whether its content and structure were familiar, and whether the intervention was a complement to current practice.

Familiarity

In general, the respondents were positive toward the intervention and voiced that the concept, content, and structure of the intervention was in line with techniques that they already used in patient practice. Specialists expressed that they experienced the intervention as familiar, for instance, that its content was straightforward, logical, and compatible with smoking cessation strategies that they already employed among patients. The respondents further described the intervention as feasible and easy to implement. In addition, respondents spoke about mobile phone–based interventions in general and expressed an interest and ease to incorporate these types of tools in practice.

And there’s much, you recognize a lot that’s written in the messages. We got them all on paper before, it is, you recognize, a lot that I use in my work, so I think it is good.

Complementary

The intervention was perceived as a complement to be offered to patients alongside existing support and tools, such as follow-up phone calls or medication. The intervention was described as something that was introduced to most patients at the end of the routine smoking cessation session. Respondents perceived the intervention as a complement to what they already did, something parallel that did not necessarily affect established routines but a tool that was feasible to use.

No, but I have seen this as a complement to what I do, so doesn’t disturb what I do, I haven’t seen it in that way.

It’s been an add-on to what we already offer, now we can offer this as well: “Would this be something for you?”

It feels like it’s not what you want to start with; you have to focus on the main issue and create the relationship, and you can’t do that if you pressure the patient.

Furthermore, the intervention was described as a valuable alternative tool when there were limited resources, particularly for patients with complex needs.

Sure, we have some quite intensive patients that need more regular contact and follow-up visits. And then it feels nicer if they have accepted this, to know that, yes, they get something; meanwhile, if I can’t book them in next week when I was supposed to, then I know that they will get some sort of support.

Individual Interviews With Patients

Overview

Two main categories were identified in the data: incorporating new means of support from health care and determinants of use. See Table 2 for examples of these codes.
### Incorporating New Means of Support From Health Care

#### Overview

This category referred to how patients adopted and incorporated the intervention into their smoking cessation journey. Incorporating new means of support from health care encompassed the following: being receptive, sharing the text messages with friends and family, humanizing of text messages, and using the text messages as a complement to other strategies to quit smoking.

#### Incorporating new means of support from health care

<table>
<thead>
<tr>
<th>Categories and subcategories</th>
<th>Code examples</th>
<th>Excerpts of quotes from raw data[^a]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Being receptive</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Curiosity</td>
<td>“I was waiting on the text messages every day, like so like you looked and wondered what have they written today.”</td>
<td></td>
</tr>
<tr>
<td>Openness</td>
<td>“So it was like a bit, ok, I’ve got [a message] from them again [laughs], so it has been really good I think.”</td>
<td></td>
</tr>
<tr>
<td><strong>Sharing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impact beyond user</td>
<td>“I have sent screenshots to a friend when it has been good stuff.”</td>
<td></td>
</tr>
<tr>
<td>Communicating</td>
<td>“And we said, my wife always asked, ‘Is it the smoking cessation people?’ Yes, and now they write this and that.”</td>
<td></td>
</tr>
<tr>
<td><strong>Humanizing of text messages</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expectations</td>
<td>“To start again when they have put so much effort in, I felt it would be to let somebody down if I started again.”</td>
<td></td>
</tr>
<tr>
<td>Presence</td>
<td>“It feels like there is somebody sitting and sending the messages.”</td>
<td></td>
</tr>
<tr>
<td><strong>Text messages as a complement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alternative strategies</td>
<td>“So I could do it at my pace and then, and then my wife said it doesn’t matter if it takes 10 minutes or half hour, ‘Let’s go for a walk.’”</td>
<td></td>
</tr>
<tr>
<td>Combination</td>
<td>“I think it was the combination, ‘cause I don’t think text messages alone would do it for me.”</td>
<td></td>
</tr>
<tr>
<td><strong>Determinants of use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Timing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relevance</td>
<td>“Yes I think then that...the text messages are really good when you’re in the middle of it before surgery, then you get triggered.”</td>
<td></td>
</tr>
<tr>
<td>Timing</td>
<td>“But as I had already quit, then it was a bit stupid, this about preparing for quitting in two weeks, then I had already quit.”</td>
<td></td>
</tr>
<tr>
<td><strong>Motivation to change</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decisiveness</td>
<td>“Yes, I can see now, I have thought that there is no point or meaning to start again.”</td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>“And then I walked down to her at the unit straight away from meeting with the surgeon to speak with her.”</td>
<td></td>
</tr>
<tr>
<td><strong>Perceptions of the mobile phone medium</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reached</td>
<td>“It was a bit personal, as it came from a text message rather than an app.”</td>
<td></td>
</tr>
<tr>
<td>Limited interaction</td>
<td>“I didn’t go on the links...you got to write why you quit...but I read all the text messages.”</td>
<td></td>
</tr>
</tbody>
</table>

[^a]: Translation from Swedish to English for the purposes of this publication only.

**Being Receptive**

Being receptive refers to having an openness to learn, to assimilate information, and to try techniques suggested in the text messages. Learning is talked about in terms of gaining knowledge about new things, such as how to manage abstinence but also about being reminded of things you already know; for example, the health risk of smoking. Respondents describe an openness to this learning process and that it was useful in their behavior change.

In addition, being receptive was illustrated by curiosity and interest among respondents regarding the content of the
messages. This can further be exemplified by a respondent that described that they awaited for the text message to arrive in the morning, being eager to know what it would say. The data further showed that users read all the text messages, either when they arrived or later the same day if it was more convenient. Even respondents that expressed irritation from text messages described that they still read all the text messages and reflected on their content.

It is difficult to say. Now I waited for this...every day...like, you looked, “What did they say today?”

Sharing
Part of processing the content of the intervention entailed sharing it with significant others. Respondents expressed that they read the text messages and shared what they learned or discrete messages with friends and family. For example, one respondent described that they, together with their partner, each day read the messages and reflected on their content. In this way, using the intervention was a shared activity, similar to the actual smoking cessation journey where family members would be described as an important influencer. Other respondents described that they forwarded messages to friends they knew smoked and who could benefit from the content.

I have a friend that also wants to quit, so I, like, sent the messages to her, the good ones, so I forwarded those to her, like.

Humanizing of Text Messages
Respondents spoke about the text messages as personal and compatible with human support. Respondents described that receiving text messages made them feel less lonely, safer, and as if somebody cared about them. For example, one respondent perceived the text messages as a presence, as somebody who cheered them on and encouraged them to keep being smoke-free. Another respondent highlighted nonsmoking norms in society and how smokers are often a minority and that the text messages made him feel less abandoned.

Yes, I think so. Because I think that many people feel like this, that they feel lonely in all of this, like when they do it.

No, I don’t know, but I was really grateful that I got support and that somebody cared and that I wasn’t alone with this to struggle with.

Furthermore, there were similarities between the expectations that respondents placed on the text messages and people in their social environment. For example, one respondent compared the text messages to a nagging relative that wanted them to quit smoking. Similar to expectations in their social environment, this respondent expressed that they did not appreciate nagging but preferred encouraging messages.

Yes, a bit, I have told my family, my friends as well, that “Stop nagging, it doesn’t work.” I think it is even worse then.

Text Messages as a Complement
Respondents used the intervention as a complement to other smoking cessation strategies, such as medication and physical activity. As respondents were recruited by the smoking cessation specialist, some had continued support from the specialist, while others did not. Some respondents tried medication or nicotine patches with varied outcomes. Finally, other respondents described finding their own strategies to cope with abstinence, such as going for regular walks. Nevertheless, the text messaging, smoking cessation intervention was described as one piece of the jigsaw that was combined with all the above strategies.

Well...now when I was really motivated ‘cause I had to stop, so I think that I could have done it without the text message, but it was a good complement to the sessions.

Determinants of Use
Overview
The category determinants of use refer to aspects that influenced how and when patients used the intervention and included the timing of the intervention, motivation to change among patients, and perceptions of the mobile phone as a medium for support.

Timing
Timing referred to how well the intervention could respond to the needs of the patients. The timing of content contributed to how the intervention was perceived and used among patients. When the timing was optimal, a text message could offer support, consolidate or confirm feelings or states of the users, and empower respondents to keep going. However, when timing was suboptimal, text messages could prompt adverse experiences, such as irritation or craving. For example, one informant described that stopping smoking was not an issue or difficult to do, but that the intervention reminded him about cigarettes and prompted cravings. Another respondent described that she had already stopped smoking when she signed up for the intervention, which made the text messages about preparing to quit have limited relevance for her.

I will be totally honest; I didn’t have any problems quitting at all. But then I got lots of text messages and then I got reminded of it and I started to feel and think, “Do I fancy a cigarette?” So it was the opposite for me. Do you know what I mean?

Motivation to Change
The data showed that patients having elective surgery had a strong motivation and persistence for smoking cessation, which contributed to the openness toward using the intervention. There was an urgency to stop smoking among the respondents that stemmed from their health status or requirements from the surgery department. This strong motivation was illustrated by immediate action to stop smoking after having been given the information about surgery or diagnosis. One informant described that they finally had been given a reason to quit the cigarettes, and when compared to previous attempts to stop smoking, this time quitting was effortless.

And then I walked down to her at the unit straight away from meeting with the surgeon to speak with her. And then I said, “Let’s throw away the cigarettes.”
However, the data also showed that motivation to stop smoking could be vulnerable and predominantly depend on surgery scheduling and outcome. For example, one informant described that they had to have multiple surgeries and that they timed their smoking cessation accordingly.

The respondents also took an active role in their care plan. Minimizing risks for complications after surgery were described as a team effort where the respondents acknowledged their responsibility to be smoke-free before surgery. Respondents described their appreciation about having access to surgery and felt that they needed to contribute to optimal conditions for surgery. For example, one respondent explained that she felt afraid of the risks of smoking before surgery and ashamed for being a smoker, and that these feelings contributed to her smoking cessation.

So, I think that when they are doing the operation and they have planned this and they want me to quit if I could, then I thought that “Of course I need to give to this as well.”

Yes, but absolutely. And especially that feeling that L...when I walked out of that room, like both scared and ashamed and...it became “Yes, let’s do this.”

Perceptions of the Mobile Phone Medium

The data showed that users’ perceptions of the mobile phone medium and the text messages used to reach them contributed to how they used the intervention and how they appraised the content. Respondents described that text messages as a medium to deliver the intervention was useful, reliable, and required little from them as users. For example, one respondent perceived text messages to be more personal than mobile apps, which were thought of as more generic. Another respondent expressed that text messages gave a more serious impression than other methods, such as social media.

So, it becomes like there is somebody that sits there and sends the message, or maybe they maybe it is automated, but you take it seriously ’cause it comes as a text message.

Informants expressed that receiving cessation support and factual information on the phone, in the text message format, was described as valuable and that the content, albeit something they already knew, was thought about in a different way when it arrived via their personal phone.

I don’t care what it says there [health adverts campaigns], but ’cause it was in a text message...yes, then it becomes more personal so you take it in a different way.

However, although respondents described that they read most of the text messages, they expressed that they engaged very little with the interactive modules of the intervention. Respondents described that using the intervention had to be effortless.

And then it was like it was quite effortless for me. I don’t need to do that much, but that there was somebody else all the time that reminded me or motivated me; do you know what I mean?

I didn’t want to sit with it [mobile phone]; I thought that it was so awkward with it. No, so...no, I didn’t, I never...yes, that’s what it’s, it’s awkward to sit. But I thought reading the text message, like, that I found ok.

Discussion

Principal Findings

This study investigated the implementation of facilitated access where smoking cessation specialists invited patients to sign up for the intervention during a face-to-face visit. Also, the perceived usefulness of the text messaging, smoking cessation intervention among patients waiting to undergo surgery was explored. Smoking cessation specialists used strategies such as building trust with patients and adapting their approach to drive the implementation forward. Specialists perceived the intervention as a useful complement to routines and that its content and structure were compatible with existing practice. Findings from interviews showed that this patient group had a strong motivation to quit smoking and that the timing of the intervention influenced how text messages were perceived and used. Patients’ use of the intervention was characterized by an openness to learn, embracing the advice given, and humanizing and sharing of text messages. The intervention was often used as a complement, in combination with other strategies such as physical activity.

Findings showed that smoking cessation specialists found the facilitated access elements relatively straightforward to implement into their routines. Specialists talked about how they recognized the content and advice given in the intervention to be compatible with their existing practice. Also, they perceived the intervention to be a valuable and useful complement to existing routines. Implementation theory and research propose that how a new practice is perceived among key stakeholders is important for how, and to what extent, it is implemented [32]. Accordingly, how users perceive the characteristics of an intervention in terms of its compatibility, trialability, complexity, relative advantage, and observability will contribute to how the intervention is used and implemented. Smoking cessation specialists expressed that the content of the intervention was compatible with other strategies that were used and that the intervention could fit into the session structure. However, other aspects, such as perceived complexity of the intervention and its implementation, relative advantage, and observability of the benefits of the intervention, could have made implementation more difficult. Findings do not indicate that facilitated access was difficult to carry out, per se; however, specialists expressed that they struggled to communicate the intervention to patients in an optimal way and that limited time made it challenging to always engage patients. Relative advantage and observability are difficult to pinpoint, as the intervention was thought of, and intended, as a complement to other support. Thus, implementing facilitated access of a text message intervention in routine smoking cessation practice seemed to have been facilitated by characteristics such as the perceived compatibility; however, implementation could have been further facilitated in terms of how the intervention was communicated to patients.
Furthermore, findings showed that specialists overcame barriers to implement by adapting how they presented and spoke about the intervention as well as which role they adopted, depending on the specific need of the situation or patient. Implementation theory proposes that innovations that can be adapted to fit local needs and resources are easier to implement. The notion of adapting evidence-based programs and interventions was defined decades ago as the degree to which an intervention is altered in the process of adoption and implementation [32]. Recent definitions highlight in what way adaptations occur, such as the content and delivery of an intervention [33,34]. Previous research has shown that adaptations occur due to the needs and situations of patients or practitioners [35], due to the restraints such as limited time or resources [35,36], to promote recruitment or retention [37], and to increase the fit between the intervention and the actual implementation setting [35]. A potential challenge with text message–based interventions, that are generic and automated, is that they can seldom be tailored to individual patients compared to, for example, motivational interviewing. However, our findings showed that the routines around the intervention and how practitioners talked about the intervention was adapted to the situation.

Moreover, adapting how the intervention was presented to patients meant that specialists took a relatively active role in the implementation process. The fact that they built trust with patients to contribute to introducing the intervention is another example of adopting an active role and taking responsibility for implementation. Interestingly, specialists used existing therapy strategies to enable and optimize the conditions for implementation (ie, building trust with patients). This suggests that facilitated access could be a useful setting for implementation, as it is facilitated by the patient-practitioner relationship. The way specialists approached implementation and their flexibility most probably facilitated implementation efforts.

Furthermore, the health situation of the patients could have promoted implementation and use of the intervention. The findings illustrated a patient group that was relatively engaged in both their behavior change and using the intervention. Patients were receptive of the intervention, which can be illustrated by their openness toward the content of the text messages and sharing of the intervention with significant others. However, how text messages were thought of and humanized indicate that the patients processed and integrated the content of the messages into their behavior change efforts. Self-determination theory proposes different types of motivations that are driven predominantly either by controlled conditions (eg, external motivation, where behavior change happens due to someone telling you to change) or autonomous conditions (eg, intrinsic motivation, where behavior change is rewarding in itself) [38]. Our findings suggested that the patient group expressed external motivation rather than intrinsic motivation. For instance, patients described that requirements to quit smoking before surgery and to optimize healing postsurgery had prompted and motivated them to quit smoking. Behavior change based on external motivation, rather than intrinsic motivation, is more difficult to sustain in the long term. Thus, smoking cessation before surgery could be an effective time to reach smokers; however, interventions should ensure that cessation persists is the long term.

However, the interviews also showed that usage was limited regarding interactive modules and depended on the components being effortless and on the timing, of both the intervention and the content, being optimal. The role of timing was highlighted by both specialists and patients. Patients stressed the importance of timing between their quit date and commencing the intervention. Practitioners suggested that identifying and recruiting patients would be more efficient in primary care rather than waiting for the surgery department to refer patients. Previous research has highlighted that preoperative interventions are indeed difficult to implement and that primary care is an ideal setting for implementing smoking cessation [39]. This has implications for future implementation efforts of similar interventions in terms of when to introduce similar interventions for smoking cessation support in health care organizations.

Methodological Considerations

A limitation of the study is the number of focus groups and interviews that were carried out. The study had access to two smoking cessation offices that, in total, employed three smoking cessation specialists. Although all the specialists were invited to focus groups, this is a limited number. In addition, only women took part in the focus groups, which could have been a potential limitation. All specialists that worked at the offices were invited to take part in focus groups and all were women. This may represent the real-world situation of smoking cessation and nursing practice, which includes professional contexts where women are overrepresented. Nevertheless, a limited number of men in the study could have been a limitation.

Credibility of the study could have increased by including additional hospitals. Unfortunately, this was not feasible within the time frame of the study. However, we believe that the findings are still valuable in illustrating how a text messaging, smoking cessation intervention can be implemented and used in this kind of setting. We also tried to endorse credibility by involving different researchers in the data collection (CL, PB, and KT), main data analysis (KT), and critical review of the main findings (all authors). The trustworthiness of the main findings in terms of credibility was reviewed by all authors. Trustworthiness of the study in terms of dependability was increased by using data from two perspectives (ie, specialists and patients), using interview guides for all data collection, and employing a structured and systematic data analysis process. Interestingly, findings from the two datasets verified each other, for example, regarding the importance of timing and the use of the intervention as a complement. Reflexivity was used during the data analysis to increase confirmability. This was done by critically reviewing the analysis process (eg, rationale for merging codes and creating categories). Confirmability could have been increased further, however, through also systematically using reflexivity during the data collection phase and creating an explicit audit trail depicting the whole research process. Finally, the findings could be transferable to smoking cessation counseling practice in hospital settings and among adult patient preoperative populations.
Implications
The findings showed that preoperative patients exhibit strong motivation for smoking cessation and an openness toward using their mobile phones in their efforts to quit smoking. These findings imply great potential for health care systems to incorporate digital tools in practice to support patients. However, more research is needed that investigates the impact of different implementation strategies. This study focused on facilitated access at a smoking cessation unit in a hospital setting; future studies could explore implementation in primary care settings. Indeed, the findings highlighted the importance of timing between patients’ quit dates and the intervention start date. By exploring possibilities of reaching patients in primary care, the timing could potentially be improved.

Conclusions
Smoking cessation specialists adopted an active role in implementing the intervention by adapting their approach and fitting the intervention into existing routines. Patients showed strong motivation to quit smoking and an openness to incorporate the intervention into their behavior change journey; however, the timing of the intervention and messages were important to optimize support. A text messaging, smoking cessation intervention can be a valuable and feasible way to reach smoking patients having elective surgery.
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Abstract

Background: Advances in voice technology have raised new possibilities for apps related to daily health maintenance. However, the usability of such technologies for older users remains unclear and requires further investigation.

Objective: We designed and evaluated two innovative mobile voice-added apps for food intake reporting, namely voice-only reporting (VOR) and voice-button reporting (VBR). Each app features a unique interactive procedure for reporting food intake. With VOR, users verbally report the main contents of each dish, while VBR provides both voice and existing touch screen inputs for food intake reporting. The relative usability of the two apps was assessed through the metrics of accuracy, efficiency, and user perception.

Methods: The two mobile apps were compared in a head-to-head parallel randomized trial evaluation. A group of 57 adults aged 60-90 years (12 male and 45 female participants) was recruited from a retirement community and randomized into two experimental groups, that is, VOR (n=30) and VBR (n=27) groups. Both groups were tested using the same set of 17 food items including dishes and beverages selected and allocated to present distinct breakfast, lunch, and dinner meals. All participants used a 7-inch tablet computer for the test. The resulting data were analyzed to evaluate reporting accuracy and time efficiency, and the system usability scale (SUS) was used to measure user perception.

Results: For eight error types identified in the experiment, the VBR group participants were significantly (P<.001) more error prone owing to the required use of button-tapping actions. The highest error rates in the VOR group were related to incomprehensible reporting speech (28/420, 6.7%), while the highest error rates in the VBR group were related to failure to make required button taps (39/378, 10.3%). The VOR group required significantly (P<.001) less time to complete food reporting. The overall subjective reactions of the two groups based on the SUS surpassed the benchmark and were not significantly different (P=.20).

Conclusions: Experimental results showed that VOR outperformed VBR, suggesting that voice-only food input reporting is preferable for elderly users. Voice-added apps offer a potential mechanism for the self-management of dietary intake by elderly users. Our study contributes an evidence-based evaluation of prototype design and selection under a user-centered design model. The results provide a useful reference for selecting optimal user interaction design.
The design approach integrated both voice and typical button design enhancement for mobile app–based food intake reporting. Therefore, this research integrated a voice-input method, and other food attributes of a single dish. The initial prototype was reviewed by two senior dietitians, and testing results showed that one of the major obstacles was misrecognition of speech inputs. To reduce system complexity, we applied a design heuristics approach for simplicity [31,32] to propose two alternatives. The first alternative, voice-only reporting (VOR), decomposes the food contents of a dish into two parts. The user would then use voice inputs to describe these major content items, with additional items added later using traditional touch screen or voice input. The second alternative, voice-button reporting (VBR), adds a voice input feature to the existing touch-screen input procedure, based on our previous combinatorial food reporting concept. Major food ingredients were reported by voice input, and the remaining ingredients were reported using traditional touch screen–based user interaction.

### App Implementation

The two apps were implemented in the Android operating system for use on 7-inch tablet computers. The VOR app allows users to simultaneously verbally report food names and food attributes, whereas the VBR app allows users to verbally report food names and then select food attributes by clicking the optional buttons. The Google speech cloud service (Google, Inc) was used for continuous speech recognition in both apps. The developed interfaces included senior-friendly design elements, such as bigger buttons and text, a simple layout, and high-contrast colors. Based on recommended design guidelines for seniors [17], the two apps shared a common interface design, including placement of buttons, text, and icons. Clear and intuitive visual cues were used to facilitate user interaction.
App Operation Overview

Voice-Only Reporting for a Dish With a Single Ingredient

Figure 1A shows the initial screen with the large “record” button used to activate speech recognition (Multimedia Appendix 1). The Chinese spoken language features many homophones, and recognized speech can be interpreted multiple ways. Figure 1B shows a menu of options resulting from the recognized speech, listed in descending order of confidence. The user selects the correct item from the list, and then, the system confirms the user’s selection (Figure 1C). Thereafter, the confirmed selection is displayed (Figure 1D).

As shown in Figure 1B, the user selects the desired response from the listed responses or selects “cancel” to rerecord the input. A lexical filter prunes the list of potential responses to only eliminate less relevant responses, thus avoiding presenting the user with a long list of unlikely possibilities. A grammatical function called “Food Grammar” was developed to parse the selected results by selecting predefined keywords from the app’s food name database based on four food attributes (method of cooking, sugar, fat, and topping). Words not kept by the filter are assumed to be food ingredients. For example, for “steamed rice,” “steamed” is identified as the method of cooking, while “rice” is recognized as an ingredient. Following the parsing operation, the app displays the recognized food contents as “rice, steamed” (Figure 1C). When the user clicks “confirm” (Figure 1C), the screen presents a food editing page with the name of the food, along with corresponding images and food attributes (Figure 1D). Clicking the “add more (+)” button located at the bottom center (Figure 1D) allows the user to input additional ingredients or dishes by returning to the initial step (Figure 1A). As shown in Figure 1D, there is an attribute adjustment feature to account for variations in the method of cooking (eg, salad, boiled, stewed, stir fried, fried, and deep fried), sugar content (eg, 0%, 25%, 50%, 75%, and 100%), types of milk, topping (eg, tapioca bubbles, coconut milk, and ice cream), and portion size (eg, plate, bowl, cup, and other).

Figure 1. Voice-only reporting operation of a dish with a single ingredient, using steamed rice as an example.

Voice-Only Reporting for a Dish With Two or More Food Ingredients

For dishes with two ingredients, the user verbally inputs the first ingredient followed by its associated food attribute, and then repeats the process for the second ingredient (Multimedia Appendix 2). As shown in Figure 2A, the user inputs the dish as follows: “broccoli, stir-fried, carrot.” In this case, the displayed list presents five possible alternatives (Figure 2B). The user selects the intended input from the list. After parsing, the selected result is shown (ie, broccoli, carrot, stir-fried; Figure 2C). The user then clicks “confirm” to move to the food editing page (Figure 2D). This input process is extended for dishes with two or more ingredients.
Voice-Button Reporting for a Dish With a Single Ingredient

Using VBR for a dish with a single ingredient, users first verbally input the name of the dish (Multimedia Appendix 3), for example, “rice” (Figure 3A). The food attributes are added in the following editing page by clicking one of the five buttons on the upper right (Figure 3D). The user thus adjusts the cooking method of “rice” by selecting “cooking method” (Figure 3D) and then selects the appropriate cooking method (e.g., steamed; Figure 3E). The user clicks “OK” to then be presented with cooking method information (e.g., steamed).
**Voice-Button Reporting for a Dish With Two or More Ingredients**

For dishes with two or three ingredients, the user begins by verbally inputting the first food ingredient and follows the first four steps (Figure 4A-D; Multimedia Appendix 4). The user then clicks the “add more (+)” button and continues to report all subsequent food ingredients. When all ingredients have been reported, the user clicks the “mix” button to assemble the dish.

As shown in Figure 4, the user reports “broccoli” (Figure 4D) and “carrot” (Figure 4E). The user selects the desired food items (eg, broccoli and carrot) and clicks the “mix” button (Figure 4F) to create mixed-food information (Figure 4G). The user then chooses the desired cooking method and clicks “confirm” (Figure 4H). The “add more (+)” button also allows the user to report other dishes while the “complete” button finishes the food reporting session (Figure 4I).

**Figure 4.** Voice-button reporting operation for a dish with two or more ingredients, using stir-fried broccoli with carrot as an example.
Study Design and Participant Recruitment

A parallel two-group randomized trial was designed to evaluate the relative effectiveness of the two apps in terms of reporting accuracy, task time, and user acceptance. The study protocol was reviewed by the Ethics Committee of Chang Gung Memorial Hospital and received Institutional Review Board approval (201900324B0). Recruitment was conducted through notices placed on designated bulletin boards in the Chang Gung Health and Culture Village retirement community located in northern Taiwan. Registration, schedule arrangement, and collection of background information were conducted through an online form. Biographic data were used to allocate participants into the VOR or VBR group. Self-reported baseline information included gender, age, BMI, experience in nutrition education, use of nutrition-related apps, cooking experience, and experience using mobile phones/tablets. Eligible participants were (1) aged from 60 to 90 years and (2) capable of reading and operating the app on their mobile phone. Participants currently under any form of dietary control, currently engaged in deliberate weight loss, or following a vegetarian diet were excluded. The assessment was conducted in a public area inside the community.

Dishes and beverages for the experiment were selected under the supervision of a senior nutritionist. The dishes were typical local Asian and Western-style foods. Three set meals involving 17 food items were used to represent breakfast, lunch, and dinner. Each set meal contained five food items (ie, a staple food, a main course, a dish with two ingredients, a dish with three ingredients, and a beverage). These set meals were presented on life-size colored food-photo boards (30 cm × 42 cm; photographed from above). Following previous research [28], to avoid disturbing variables, each dish was labeled (72 pt) above or below the food item (Multimedia Appendix 5).

Sample Size Estimation

The sample size was based on our previous experience of customized dietary recording [28]. The mean difference for time required to complete the task using the two approaches was 4 seconds, with a SD of 5 seconds. Therefore, given a statistical power of 80% and a two-tailed α level of 5%, the minimum sample size required was 26 subjects each for VOR and VBR. Therefore, the minimum recruitment size was determined to be 52 subjects.

Randomization

A total of 57 senior participants were recruited and completed informed consent. SAS [33] was used to generate randomized lists of equal size with a 1:1 ratio for the two study arms, with 30 and 27 participants assigned to the VOR and VBR groups, respectively (Figure 5). The experiment was conducted with individual participants from each group in accordance with the randomization list.
**Evaluation Outcomes**

The following three outcome types were assessed to evaluate the respective effectiveness of the two mobile apps for food reporting: accuracy, user operation time, and perception of efficacy.

**Accuracy**

An error was defined as the participant engaging in operating steps outside of those required to obtain the predefined answer. Possible error types of dish reporting were identified, and they have been described in the subsection “Error Types.” The rate of a specific error type was expressed as the error count divided by the total count. The error count was defined as the sum of participants with incorrect responses in the error type. The total count was calculated as the number of participants multiplied...
by the number of all dishes. In a specific error type, each participant’s reporting task might encounter more than one incorrect response, but was counted as one. The accuracy for error type was defined as the difference between the total count and error count divided by the total count.

**Error Types**

The error types were derived thematically for data analysis [34], which has been described in the subsection “Thematic Analysis.” Data were derived from each participant-system interaction, with the app automatically logging the participant’s selection of any functional buttons (eg, voice or mix button), and each interaction was tagged with a time stamp. The app also recorded the suggested results from the speech input along with the item subsequently selected and confirmed by the participant.

**Task Duration**

For VOR and VBR, the operating duration covered the time from when the participant began to input a food item until the participant tapped the “complete” button on the screen. For the VOR group, the task duration was calculated from the time the participant clicked the “voice” button to begin speaking to the time the participant clicked the “complete” button (Figure 1D and Figure 2D). For the VBR group, the task duration was calculated from the time the participant clicked the “voice” button to begin speaking to the time the participant completely mixed the multiple resulting ingredients and adjusted the cooking method (Figure 3F and Figure 4I). The mobile app automatically recorded the assessment duration of each participant.

**Perception**

The system usability scale (SUS) [35] was used to measure participant perception, with a questionnaire of 10 items. Each item used a 5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree). Following the study by Bangor et al [36], the mean SUS score with an adjective rating scale was used. Mean scores of 35.7, 50.9, 71.4, and 85.5 were rated as “poor,” “ok,” “good,” and “excellent,” respectively, in the adjective scales.

**Assessment Procedures**

The experiment was carried out by two research assistants. Informed consent was explained to and obtained from each participant. All participants utilized the same hardware (ie, a 7-inch Android tablet). All participant trials were conducted on a single day. Each participant session was scheduled by appointment and implemented individually. Each participant was first trained by watching an instructional video demonstrating how the food reporting app could be used. The researchers then spent several minutes teaching each participant how to navigate the interface, to ensure familiarity with app operation and features. The experiment was arranged on the basis of a set meal, with each set meal involving a staple food, a main course, a dish with two ingredients, a dish with three ingredients, and a beverage. Having understood the meal concept, each participant conducted a “dry run,” which involved voice reporting of five food items (porridge, sausage, chicken egg, gluten with peanuts, and soy milk) on a photo board (Multimedia Appendix 5). A research assistant guided each participant to clearly pronounce the food name before conducting the food reporting. All participants were encouraged to become familiar with the app until they were confident with the app’s operation flow. Participants were informed that their time to task completion was also a performance to be considered. Respondents were asked to report three set meals (breakfast, lunch, and dinner). The first set meal, representing breakfast, featured boiled rice porridge, grilled pork sausage, stir-fried chicken egg, wheat gluten stewed with peanuts, and soy milk. The second set meal, representing lunch, featured steamed rice, deep-fried chicken, stir-fried broccoli with carrots, stir-fried tofu with green beans, stir-fried cabbage with bacon and black mushrooms, and green tea. The third set meal, representing dinner, featured fried noodles, pan-fried mackerel, stir-fried bitter melon with bell peppers and carrots, and tea with milk. The meal tests were performed in sequence, with a rest of 1 to 3 minutes between each test. The total test time for each participant took about 1 hour, beginning from when the participant first clicked the voice record button, according to the procedure shown in the “General Overview of the Approach” section. All participants completed the assessment.

**Statistical Analysis**

The chi-square test and t test were applied to examine the baseline characteristics of participants for categorical and continuous variables, respectively. According to our study endpoints, the accuracy between different groups was reported by the error proportion calculated as the number of errors by the total answer items. Second, the time duration for operating assessment was also employed for efficiency evaluation. As the time duration of reporting is a continuous variable, the t test was used to assess and compare the difference between the VOR and VBR groups. This comparison was also applied for dishes with different ingredients. SAS version 9.1.4 software (SAS Institute) was used to conduct all statistical analyses. All two-tailed statistical test results with a P value below .05 were considered to be statistically significant.

**Thematic Analysis**

Following the study by Bree and Galagher [37], all analyses were conducted using a Microsoft Excel worksheet (Microsoft Inc). The data were analyzed by two research assistants. The themes (ie, the error types) were first identified. The process of identifying a possible theme included the following steps. First, each assistant investigated the data independently, highlighting and labeling mismatched operating tasks for each dish. Similar labels were clustered into a single error type with a common tag, such as “missing food names” and “missing cooking methods” (Multimedia Appendix 6). Similar error types could be further grouped into a theme, such as “trouble after reporting” and “trouble in selecting one among the choices.” When new error types or themes emerged, the overall network was revised accordingly. Discrepancies between the two assistants were discussed, and a consensus was reached under the supervision of the project leader.
Results

Participant Characteristics

A total of 68 participants were registered. Of these, 57 participants were scheduled and completed the experiment (Figure 5) and 11 failed to schedule an appointment. As shown in Table 1, 30 and 27 respondents were included in the VOR and VBR groups, respectively. The valid respondent pool had 21% (12/57) male and 79% (45/57) female participants, with an overall mean age of 73.92 (SD 1.48) years, where 12% (7/57) were aged 60 to 64 years, 40% (23/57) were aged 65 to 74 years, and the remaining 48% (27/57) were aged above 75 years. The mean BMI of all participants was 22.55 kg/m² (SD 2.25). Nearly half (28/57, 49%) of the participants had a bachelor’s degree, followed by junior high school (12/57, 21%), senior high/vocational school (11/57, 19%), master’s degree (5/57, 9%), and others (1/57, 2%). Looking at previous relevant experience, 95% (54/57) of respondents reported having experience in cooking, while 68% (39/57) reported previous experience using mobile phones or tablets, 32% (18/57) had taken nutrition-related courses, and 7% (4/57) had used nutrition-related apps. Among the two groups, the baseline information did not reveal relevant differences, confirming randomized allocation.

Table 1. Participant characteristics in the voice-only reporting and voice-button reporting groups.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total (N=57), n (%) or mean (SD)</th>
<th>Voice-only reporting group (n=30), n (%)</th>
<th>Voice-button reporting group (n=27), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>12 (21%)</td>
<td>5 (17%)</td>
<td>7 (26%)</td>
<td>.39</td>
</tr>
<tr>
<td>Female</td>
<td>45 (79%)</td>
<td>25 (83%)</td>
<td>20 (74%)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>≤64</td>
<td>7 (12%)</td>
<td>6 (20%)</td>
<td>1 (4%)</td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>13 (48%)</td>
<td>10 (33%)</td>
<td>13 (48%)</td>
<td></td>
</tr>
<tr>
<td>≥75</td>
<td>23 (48%)</td>
<td>14 (47%)</td>
<td>14 (48%)</td>
<td></td>
</tr>
<tr>
<td><strong>BMI (kg/m²)</strong></td>
<td>22.55 (2.25)</td>
<td>22.63 (2.37)</td>
<td>22.45 (2.15)</td>
<td>.77</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Junior high school</td>
<td>12 (21%)</td>
<td>6 (20%)</td>
<td>6 (22%)</td>
<td></td>
</tr>
<tr>
<td>Senior high/vocational school</td>
<td>11 (19%)</td>
<td>6 (20%)</td>
<td>5 (19%)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>28 (49%)</td>
<td>14 (47%)</td>
<td>14 (52%)</td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>5 (9%)</td>
<td>3 (10%)</td>
<td>2 (7%)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>1 (2%)</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
<td></td>
</tr>
<tr>
<td><strong>Q1. Experience with nutrition-related courses</strong></td>
<td></td>
<td></td>
<td></td>
<td>.40</td>
</tr>
<tr>
<td>Yes</td>
<td>18 (32%)</td>
<td>8 (27%)</td>
<td>10 (37%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>39 (68%)</td>
<td>22 (73%)</td>
<td>17 (63%)</td>
<td></td>
</tr>
<tr>
<td><strong>Q2. Experience with health education</strong></td>
<td></td>
<td></td>
<td></td>
<td>.58</td>
</tr>
<tr>
<td>Yes</td>
<td>17 (30%)</td>
<td>8 (27%)</td>
<td>9 (33%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>40 (70%)</td>
<td>22 (73%)</td>
<td>18 (67%)</td>
<td></td>
</tr>
<tr>
<td><strong>Q3. Experience in cooking</strong></td>
<td></td>
<td></td>
<td></td>
<td>.60</td>
</tr>
<tr>
<td>Yes</td>
<td>54 (95%)</td>
<td>29 (97%)</td>
<td>25 (93%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3 (5%)</td>
<td>1 (3%)</td>
<td>2 (7%)</td>
<td></td>
</tr>
<tr>
<td><strong>Q4. Experience using nutrition-related apps</strong></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Yes</td>
<td>4 (7%)</td>
<td>2 (7%)</td>
<td>2 (7%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>53 (93%)</td>
<td>28 (93%)</td>
<td>25 (93%)</td>
<td></td>
</tr>
<tr>
<td><strong>Q5. Experience using mobile phones or tablets</strong></td>
<td></td>
<td></td>
<td></td>
<td>.38</td>
</tr>
<tr>
<td>Yes</td>
<td>39 (68%)</td>
<td>19 (63%)</td>
<td>20 (74%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>18 (32%)</td>
<td>11 (37%)</td>
<td>7 (26%)</td>
<td></td>
</tr>
</tbody>
</table>

*aAge and BMI data were analyzed with analysis of variance.*
Error Types and Overall Accuracy

Table 2 presents overall accuracy results in terms of correct and incorrect counts for the 17 food items. Eight error types were identified and categorized from the analysis of each participant’s food recording procedures (Multimedia Appendix 6). In the VOR group, error types were related to voice input (#1-3 and #5) and typical finger tap operations (#4 and #5-8). In the VBR group, error types were related to voice input (#1-3) and finger tap issues (#4-8). The error type “repeated pronunciations” (#5) was only relevant to VOR and “did not select the ‘mix’ button” (#7) only occurred in the VBR group. Among the eight error types, two error types (“missing cooking method(s)” [#4] and “did not select the ‘mix’ button” [#7]) showed significant differences ($P<.001$). The VOR group outperformed the VBR group in these two error types. In the VOR group, “no desirable choices” (#3) was the most commonly found error at a rate of 6.7% (28/420), followed by “incorrect selections in the list” (#6) at 3.8% (16/420) and “incorrect operation” (#8) at 2.6% (11/420). In the VBR group, “did not select the ‘mix’ button” (#7) was the most common error type at a rate of 10.3% (39/378), followed by “missing cooking method(s)” (#4) at 7.4% (28/378) and “no desirable choices” (#3) at 7.1% (27/378).
Table 2. Overall accuracy comparison of error types in the voice-only reporting and voice-button reporting groups.

<table>
<thead>
<tr>
<th>Error type (correct/incorrect)(^a)</th>
<th>Total (N=57), n (%)</th>
<th>Voice-only reporting group (n=30), n (%)</th>
<th>Voice-button reporting group (n=27), n (%)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Missing the first food names/syllable(s)(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correct</td>
<td>796 (99.7%)</td>
<td>418 (99.5%)</td>
<td>378 (100.0%)</td>
<td>.50</td>
</tr>
<tr>
<td>Incorrect</td>
<td>2 (0.3%)</td>
<td>2 (0.5%)</td>
<td>0 (0.0%)</td>
<td></td>
</tr>
<tr>
<td>(2) Missing the last food names/syllable(s)(^c)</td>
<td></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>Correct</td>
<td>792 (99.2%)</td>
<td>416 (99.0%)</td>
<td>376 (99.5%)</td>
<td></td>
</tr>
<tr>
<td>Incorrect</td>
<td>6 (0.8%)</td>
<td>4 (1.0%)</td>
<td>2 (0.5%)</td>
<td></td>
</tr>
<tr>
<td>(3) No desirable choices(^d)</td>
<td></td>
<td></td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>Correct</td>
<td>743 (93.1%)</td>
<td>392 (93.3%)</td>
<td>351 (92.9%)</td>
<td></td>
</tr>
<tr>
<td>Incorrect</td>
<td>55 (6.9%)</td>
<td>28 (6.7%)</td>
<td>27 (7.1%)</td>
<td></td>
</tr>
<tr>
<td>(4) Missing cooking method(s)(^e)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Correct</td>
<td>766 (96.0%)</td>
<td>416 (99.0%)</td>
<td>350 (92.6%)</td>
<td></td>
</tr>
<tr>
<td>Incorrect</td>
<td>32 (4.0%)</td>
<td>4 (1.0%)</td>
<td>28 (7.4%)</td>
<td></td>
</tr>
<tr>
<td>(5) Repeated pronunciations(^f)</td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>Correct</td>
<td>794 (99.5%)</td>
<td>416 (99.0%)</td>
<td>378 (100.0%)</td>
<td></td>
</tr>
<tr>
<td>Incorrect</td>
<td>4 (0.5%)</td>
<td>4 (1.0%)</td>
<td>0 (0.0%)</td>
<td></td>
</tr>
<tr>
<td>(6) Incorrect selections in the list(^g)</td>
<td></td>
<td></td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>Correct</td>
<td>771 (96.6%)</td>
<td>404 (96.2%)</td>
<td>367 (97.1%)</td>
<td></td>
</tr>
<tr>
<td>Incorrect</td>
<td>27 (3.4%)</td>
<td>16 (3.8%)</td>
<td>11 (2.9%)</td>
<td></td>
</tr>
<tr>
<td>(7) Did not select ‘mix’ button(^h)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Correct</td>
<td>759 (95.1%)</td>
<td>420 (100.0%)</td>
<td>339 (89.7%)</td>
<td></td>
</tr>
<tr>
<td>Incorrect</td>
<td>39 (4.9%)</td>
<td>0 (0.0%)</td>
<td>39 (10.3%)</td>
<td></td>
</tr>
<tr>
<td>(8) Incorrect operation(^i)</td>
<td></td>
<td></td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>Correct</td>
<td>775 (97.1%)</td>
<td>409 (97.4%)</td>
<td>366 (96.8%)</td>
<td></td>
</tr>
<tr>
<td>Incorrect</td>
<td>23 (2.9%)</td>
<td>11 (2.6%)</td>
<td>12 (3.2%)</td>
<td></td>
</tr>
</tbody>
</table>

\(a\)Three items in beverage were not counted as no error types were found. Fourteen out of the 17 food items were included.

\(b\)#1 Missing first food name/syllable(s): After verbal reporting, the presented answer list did not include the first food name or the first syllable(s) of the food names.

\(c\)#2 Missing last food name/syllable(s): After verbal reporting, the presented answer list did not include the last food name or the last syllable(s) of the food names after voice reporting.

\(d\)#3 No desirable choices: After verbal reporting, the presented answer list did not present the desired food name or cooking method.

\(e\)#4 Missing cooking method(s): After verbal reporting, the presented answer list did not include the desired cooking method(s).

\(f\)#5 Repeated pronunciations: The presented answer list showed repeated pronunciations of food names and/or food attributes after voice reporting.

\(g\)#6 Incorrect selections in the list: Participant had trouble accurately tapping the desired choice (click interaction), leading to incorrect selection in the answer list.

\(h\)#7 Did not select the ‘mix’ button: Trouble before dish completion (click interaction). The user did not tap the “mix” button to complete dishes with two or three ingredients.

\(i\)#8 Incorrect operations: Incorrect operation procedure.

Accuracy and Trial and Error for Each Dish

The results are presented in terms of dish complexity (ie, number of ingredients) (Table 3). In addition, no errors were found for the three beverage items in either test group.
Table 3. Accuracy comparison of each food item in the voice-only reporting and voice-button reporting groups.

<table>
<thead>
<tr>
<th>Food item and error type</th>
<th>Total (N=57), n (%)</th>
<th>Voice-only reporting group (n=30), n (%)</th>
<th>Voice-button reporting group (n=27), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Staple food</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boiled rice porridge</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#4</td>
<td>3 (5%)</td>
<td>1 (3%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>#5</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#7</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#8</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Steamed white rice</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3</td>
<td>3 (5%)</td>
<td>2 (7%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#4</td>
<td>6 (11%)</td>
<td>0 (0%)</td>
<td>6 (22%)</td>
</tr>
<tr>
<td>#5</td>
<td>1 (2%)</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#7</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#8</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Stir-fried noodle</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#4</td>
<td>2 (4%)</td>
<td>0 (0%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>#5</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#7</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#8</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td><strong>Main course</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Grilled pork sausage</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3</td>
<td>2 (4%)</td>
<td>1 (3%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#4</td>
<td>3 (5%)</td>
<td>1 (3%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>#5</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>2 (4%)</td>
<td>1 (3%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#7</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#8</td>
<td>2 (4%)</td>
<td>1 (3%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td><strong>Stir-fried chicken egg</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Food item and error type</td>
<td>Total (N=57), n (%)</td>
<td>Voice-only reporting group (n=30), n (%)</td>
<td>Voice-button reporting group (n=27), n (%)</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>---------------------</td>
<td>----------------------------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#2</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#4</td>
<td>2 (4%)</td>
<td>0 (0%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>#5</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>3 (5%)</td>
<td>2 (7%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#7</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#8</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td><strong>Deep-fried chicken leg</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3</td>
<td>2 (4%)</td>
<td>0 (0%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>#4</td>
<td>2 (4%)</td>
<td>0 (0%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>#5</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>3 (5%)</td>
<td>0 (0%)</td>
<td>3 (11%)</td>
</tr>
<tr>
<td>#7</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#8</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td><strong>Pan-fried mackerel</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3</td>
<td>10 (18%)</td>
<td>6 (20%)</td>
<td>4 (15%)</td>
</tr>
<tr>
<td>#4</td>
<td>2 (4%)</td>
<td>0 (0%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>#5</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>1 (2%)</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#7</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#8</td>
<td>1 (2%)</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Dishes with two ingredients</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Stewed wheat gluten with peanuts</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>1 (2%)</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>1 (2%)</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3</td>
<td>19 (33%)</td>
<td>12 (40%)</td>
<td>7 (26%)</td>
</tr>
<tr>
<td>#4</td>
<td>3 (5%)</td>
<td>0 (0%)</td>
<td>3 (11%)</td>
</tr>
<tr>
<td>#5</td>
<td>2 (4%)</td>
<td>2 (7%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>12 (21%)</td>
<td>10 (33%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>#7</td>
<td>14 (25%)</td>
<td>0 (0%)</td>
<td>14 (52%)</td>
</tr>
<tr>
<td>#8</td>
<td>6 (11%)</td>
<td>2 (7%)</td>
<td>4 (15%)</td>
</tr>
<tr>
<td><strong>Stir-fried broccoli with carrot</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#4</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#5</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>2 (4%)</td>
<td>0 (0%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>Food item and error type</td>
<td>Total (N=57), n (%)</td>
<td>Voice-only reporting group (n=30), n (%)</td>
<td>Voice-button reporting group (n=27), n (%)</td>
</tr>
<tr>
<td>--------------------------</td>
<td>---------------------</td>
<td>------------------------------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>#7</td>
<td>3 (5%)</td>
<td>0 (0%)</td>
<td>3 (11%)</td>
</tr>
<tr>
<td>#8</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Stir-fried tofu with green bean</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>1 (2%)</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3</td>
<td>2 (4%)</td>
<td>1 (3%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#4</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#5</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#7</td>
<td>7 (12%)</td>
<td>0 (0%)</td>
<td>7 (26%)</td>
</tr>
<tr>
<td>#8</td>
<td>1 (2%)</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Stir-fried chicken egg with tomato</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>1 (2%)</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#4</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#5</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#7</td>
<td>5 (9%)</td>
<td>0 (0%)</td>
<td>5 (19%)</td>
</tr>
<tr>
<td>#8</td>
<td>2 (4%)</td>
<td>0 (0%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td><strong>Stir-fried bitter melon with salted duck egg</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#3</td>
<td>7 (12%)</td>
<td>2 (7%)</td>
<td>5 (19%)</td>
</tr>
<tr>
<td>#4</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#5</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#7</td>
<td>3 (5%)</td>
<td>0 (0%)</td>
<td>3 (11%)</td>
</tr>
<tr>
<td>#8</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Dishes with three ingredients</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Stir-fried cabbage with bacon and black fungus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#3</td>
<td>5 (9%)</td>
<td>2 (7%)</td>
<td>3 (11%)</td>
</tr>
<tr>
<td>#4</td>
<td>4 (7%)</td>
<td>2 (7%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>#5</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>2 (4%)</td>
<td>2 (7%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#7</td>
<td>5 (9%)</td>
<td>0 (0%)</td>
<td>5 (19%)</td>
</tr>
<tr>
<td>#8</td>
<td>5 (9%)</td>
<td>4 (13%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td><strong>Stir-fried dry bean curd with bell pepper and carrot</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2</td>
<td>2 (4%)</td>
<td>2 (7%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Food item and error type</td>
<td>Total (N=57), n (%)</td>
<td>Voice-only reporting group (n=30), n (%)</td>
<td>Voice-button reporting group (n=27), n (%)</td>
</tr>
<tr>
<td>--------------------------</td>
<td>---------------------</td>
<td>-----------------------------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>#3</td>
<td>3 (5%)</td>
<td>2 (7%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#4</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#5</td>
<td>1 (2%)</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#6</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>#7</td>
<td>2 (4%)</td>
<td>0 (0%)</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>#8</td>
<td>3 (5%)</td>
<td>2 (7%)</td>
<td>1 (4%)</td>
</tr>
</tbody>
</table>

**Beverage**

**Soymilk**

<table>
<thead>
<tr>
<th></th>
<th>Total (N=57), n (%)</th>
<th>Voice-only reporting group (n=30), n (%)</th>
<th>Voice-button reporting group (n=27), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1 Soymilk</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2 Soymilk</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3 Soymilk</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#4 Soymilk</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#5 Soymilk</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

**Green tea**

<table>
<thead>
<tr>
<th></th>
<th>Total (N=57), n (%)</th>
<th>Voice-only reporting group (n=30), n (%)</th>
<th>Voice-button reporting group (n=27), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1 Green tea</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2 Green tea</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3 Green tea</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#4 Green tea</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#5 Green tea</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

**Milk tea**

<table>
<thead>
<tr>
<th></th>
<th>Total (N=57), n (%)</th>
<th>Voice-only reporting group (n=30), n (%)</th>
<th>Voice-button reporting group (n=27), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1 Milk tea</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#2 Milk tea</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#3 Milk tea</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#4 Milk tea</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>#5 Milk tea</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

**Dishes With a Single Ingredient**

These food items included three staple foods and four main courses. The VOR group featured fewer “missing cooking method(s)” errors (n=2) than the VBR group (n=18). The two groups showed similar results for error types #3 and #6. Both groups showed elevated error rates for error type #3 for pan-fried mackerel (n=6 in the VOR group; n=4 in the VBR group). In the VBR group, the incidence of error type #4 was higher for steamed white rice (n=6), but low for boiled rice porridge (n=2), stir-fried noodle (n=2), grilled pork sausage (n=2), stir-fried chicken egg (n=2), and deep-fried chicken leg (n=2). The incidences of other error types were relatively low.

**Dishes With Two Ingredients**

Five dishes included two ingredients. In the VOR group, error type #3 was more frequent for stewed wheat gluten with peanuts (n=12, 40%) and error type #6 was more frequent for stewed wheat gluten with peanuts (n=10, 33%). In the VBR group, error type #7 was more frequent for stewed wheat gluten with peanuts (n=7, 33%).
peanuts (n=14, 52%), stir-fried tofu with green bean (n=7, 26%),
and stir-fried chicken egg with tomato (n=5, 19%). In the VBR
group, the frequency of error #3 was also relatively high for
stir-fried bitter melon with salted duck egg (n=5, 19%). The
incidences of other error types were relatively low in both
groups.

**Dishes With Three Ingredients**

Three dishes were tested. In both the VOR and VBR groups,
error type #3 occurred for two dishes, that is, stir-fried cabbage
with bacon and black fungus (n=2 and n=3, respectively) and
stir-fried dry bean curd with bell pepper and carrot (n=2 and
n=1, respectively). Error type #7 had a higher incidence in the
VBR group for stir-fried cabbage with bacon and black fungus
(n=5), while error type #8 occurred frequently in the VOR group
for stir-fried cabbage with bacon and black fungus (n=4). The
incidences of other error types were relatively low in both
groups.

**Time Efficiency**

Table 4 shows the time participants needed to complete the
reporting task for the 17 food items. The results showed that
the VOR group significantly outperformed the VBR group in
terms of time efficiency (P < .001), with statistically significant
advantages for all food items, aside from beverages. The per
task operation time in the VOR group ranged from 9 to 42
seconds, as opposed to 8 to 70 seconds (mean 37.52 s) in the
VBR group.

<table>
<thead>
<tr>
<th>Food item</th>
<th>Reporting time (s)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total (N=57), mean (SD)</td>
<td>Voice-only reporting group (n=30), mean (SD)</td>
</tr>
<tr>
<td><strong>Staple food</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boiled rice porridge</td>
<td>20.44 (16.20)</td>
<td>10.50 (4.57)</td>
</tr>
<tr>
<td>Steamed rice</td>
<td>14.37 (8.19)</td>
<td>10.11 (4.98)</td>
</tr>
<tr>
<td>Stir-fried noodle</td>
<td>14.20 (10.75)</td>
<td>8.67 (3.45)</td>
</tr>
<tr>
<td><strong>Main course</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grilled pork sausage</td>
<td>26.39 (38.58)</td>
<td>12.20 (6.70)</td>
</tr>
<tr>
<td>Deep-fried chicken egg</td>
<td>16.54 (10.47)</td>
<td>11.46 (8.82)</td>
</tr>
<tr>
<td>Fried chicken leg</td>
<td>16.80 (13.53)</td>
<td>8.99 (2.97)</td>
</tr>
<tr>
<td>Pan-fried mackerel</td>
<td>20.24 (12.69)</td>
<td>15.01 (11.23)</td>
</tr>
<tr>
<td><strong>Dishes with two ingredients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stewed wheat gluten with peanuts</td>
<td>51.73 (32.09)</td>
<td>42.38 (28.05)</td>
</tr>
<tr>
<td>Stir-fried broccoli with carrot</td>
<td>36.20 (36.30)</td>
<td>12.68 (4.17)</td>
</tr>
<tr>
<td>Stir-fried tofu with green bean</td>
<td>30.98 (27.86)</td>
<td>10.80 (4.90)</td>
</tr>
<tr>
<td>Stir-fried chicken egg with tomato</td>
<td>32.32 (28.73)</td>
<td>12.32 (6.32)</td>
</tr>
<tr>
<td>Stir-fried bitter melon with salted duck egg</td>
<td>33.90 (32.36)</td>
<td>12.39 (5.11)</td>
</tr>
<tr>
<td><strong>Dishes with three ingredients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stir-fried cabbage with bacon and black fungus</td>
<td>44.39 (35.08)</td>
<td>21.23 (19.68)</td>
</tr>
<tr>
<td>Stir-fried dry bean curd with bell pepper and carrot</td>
<td>41.81 (33.76)</td>
<td>16.62 (8.42)</td>
</tr>
<tr>
<td><strong>Beverage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soymilk</td>
<td>10.82 (7.20)</td>
<td>9.91 (6.31)</td>
</tr>
<tr>
<td>Green tea</td>
<td>8.76 (2.66)</td>
<td>8.86 (3.07)</td>
</tr>
<tr>
<td>Milk tea</td>
<td>9.64 (6.26)</td>
<td>10.81 (8.35)</td>
</tr>
</tbody>
</table>

**Time Efficiency for Dishes With One Ingredient**

In the VOR group, the operation time ranged from 8 to 15
seconds per task, with pan-fried mackerel taking the longest
time (mean 15.01, SD 11.23 s). In the VBR group, the operation
time ranged from 19 to 41 seconds per task (mean 26.70 s), with
gilled pork sausage taking the longest time (mean 42.15, SD
51.63 s). On average, the performance of the VOR group was
roughly twice that of the VBR group.

**Time Efficiency for Dishes With Two Ingredients**

In the VOR group, four of the five dishes took 11 to 13 seconds,
while stewed wheat gluten with peanuts took over 42 seconds.
In the VBR group, the operation time ranged from 50 to 60
seconds, with stewed wheat gluten with peanuts taking over 60 seconds.

**Time Efficiency for Dishes With Three Ingredients**

The operation time in the VOR group ranged from 16 to 23 seconds, as opposed to 67 to 68 seconds in the VBR group.

**Time Efficiency for Beverages**

Both groups showed similar reporting operation time performance for beverages, with the VOR group taking 9 to 11 seconds per task, as opposed to 9 to 12 seconds in the VBR group.

### Principal Findings

Two different voice-reporting designs were compared to investigate their respective effectiveness for food reporting among elderly users. VOR was designed to use verbal inputs for food names and attributes. VBR was operated through a sequential process of voice input and button tapping to report dietary intake. Experimental results showed the respective advantages and disadvantages of the two design concepts for authentic food reporting by older people. Our evidence-based findings provide insights into the relative usability of voice input in the food intake reporting context. The implications of these findings are discussed below, along with suggestions for further system improvement through the integration of voice input in the mobile health domain.

### Accuracy Analysis: VOR Versus VBR

The eight error types identified in this research provide a useful reference for potential types of errors that will be encountered in voice-enabled user dietary intake interactions. The better performance of VOR for error types #4 and #7 indicates that VOR has the potential to provide greater accuracy in food reporting. Participants experienced error type #3 in both the VOR and VBR groups. This error is related to phoneme and syllable-based speech recognition issues, and food names or food attributes with similar phonemes tend to have lower recognition accuracy. For instance, in the VOR and VBR groups, error type #3 was most prevalent for “stewed wheat gluten with peanuts,” and the Chinese term for “wheat gluten” (miàn gǔ) was frequently misunderstood as “mián chá.” Participants also experienced a higher incidence of recognition errors for cooking methods, for example, lòu (stew) was misrecognized as róu (milk), zhōu (boil), and fū (roasted), contributing to the system’s difficulty in accurately recognizing “stewed wheat gluten with peanuts.” In addition, incorrect recognition results were found for food names such as “peanut,” “bacon,” and “salted duck egg,” possibly because seniors have greater difficulty articulating nasal vowels [38]. One thing worth further investigating is the impact of the additional button tap required in VBR to identify food attributes. In contrast, VOR relied solely on verbal inputs and was designed to accommodate longer utterances, thus reducing the impact of error type #3.

### System Usability Scale and Subjective Perception

Table 5 summarizes the SUS score and its two divisions in terms of usability and learnability. Overall scores showed no significant differences between the VOR and VBR groups ($P=0.20$), but both exceeded the mean score of 71.4, indicating that the participants in both groups considered the app as being “good” to “excellent.” In terms of learnability scores, the two groups showed a marginally significant difference ($P=0.06$), suggesting that users found the VBR app slightly more difficult to learn.

#### Table 5. System usability scale and subjective perception in the voice-only reporting and voice-button reporting groups.

<table>
<thead>
<tr>
<th>Score$^{a,b,c}$</th>
<th>Voice-only reporting group (n=30), mean (SD)</th>
<th>Voice-button reporting group (n=27), mean (SD)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall score</td>
<td>83.80 (9.49)</td>
<td>80.44 (10.25)</td>
<td>.20</td>
</tr>
<tr>
<td>Usability score</td>
<td>83.58 (9.57)</td>
<td>81.57 (9.69)</td>
<td>.43</td>
</tr>
<tr>
<td>Learnability score</td>
<td>84.67 (14.56)</td>
<td>75.93 (20.24)</td>
<td>.06</td>
</tr>
</tbody>
</table>

$a$Questionnaires were presented in Chinese.

$b$The mean score of the system usability scale with adjective ratings were as follows: 35.7 (“poor”), 50.9 (“ok”), 71.4 (“good”), and 85.5 (“excellent”).

$c$The questionnaire’s Cronbach $\alpha$ for voice-only reporting ($\alpha=0.77$) and voice-button reporting ($\alpha=0.78$) exceeded .70, indicating good internal consistency and reliability.

### Discussion

#### Principal Findings

The questionnaire’s Cronbach $\alpha$ for voice-only reporting ($\alpha=0.77$) and voice-button reporting ($\alpha=0.78$) exceeded .70, indicating good internal consistency and reliability.

#### Accuracy Analysis: VOR Versus VBR

The error type “did not select the ‘mix’ button” (#7) had the highest frequency among all errors in the VBR group and was specific to the item categories “dishes with two ingredients” (23.7%) and “dishes with three ingredients” (13.0%). This error may result from the app imposing cognitive overloading, as advanced age is associated with a decline in working memory [39]. VOR was designed to require fewer button taps, thus reducing opportunities for missing taps. To address this issue, future app designs should provide additional user training or design improvements [17] to prompt participants to remember to tap the required buttons.

The error “incorrect selections in the list” (#6) occurred with relatively high frequency in both groups (ranked second in the VOR group and third in the VBR group). This error is related to the user selecting the correct answer from a list of one to five possible choices, and could be explained by issues related to multimodal interaction in hand-eye coordination and speech input [40]. Our previous study [28] also addressed this issue for older adults, and system usability performance could be improved through improvements to the visual layout, increase in font size, or further improvements to user interaction design. Another multimodal interaction issue occurred in the error type “missing first food name/syllable(s)” (#1). However, this error occurred rarely. Among the 17 reporting task items, the three
beverage items did not incur any errors, suggesting that their relative simplicity made them relatively easy to report accurately in both apps.

**Time Efficiency Analysis: VOR Versus VBR**

For dishes with two ingredients, the need to tap buttons in the VBR group contributed to time efficiency up to five times worse than that in the VOR group (eg, 51.63 vs 10.67 s for “stir-friend tofu with green bean”). Aside from the beverage items, VOR consistently outperformed VBR in terms of time efficiency. The slower response time of VBR may be due to the need for additional button tapping to move between pages, and time spent on trial and error to obtain the correct food names or food attributes.

**Participant Perception**

The overall SUS score exceeded the adjective rating of “good,” indicating that the participants considered the two apps to be useful. The high accuracy rate achieved by the two groups may conform with the high overall SUS scores. The significant time difference (P = .06) for task completion might reflect the marginally significant difference in the learnability component of the SUS model.

**Use of Voice-Added Interfaces for Seniors**

Some previous studies [17,26] suggested that senior citizens find button tapping-based interfaces on smartphones to be challenging. Following a previous report [28], the design of the apps developed for this study sought to simplify interface interaction as much as possible, to better suit the needs of senior users. The VOR interface only required one step for dish reporting, while the VBR interface required three steps (report food name, add food attribute, and mix the dish). In the VBR group, participants experienced errors in clicking food attributes (eg, error type #4, “missing cooking method(s)”). Additionally, some participants in the VBR group tended to forget or neglected the add food attributes and mix dish steps, thus reducing dietary intake reporting accuracy. However, neither of these steps was required in the VOR group. The situation is similar to reporting multiple ingredients or methods of cooking in that it requires multiple word inputs, but it did not reduce VOR performance. The results showed that VOR and VBR had a similar frequency of error type #3 for dishes with multiple ingredients. Moreover, VOR had significantly better time efficiency than VBR (P < .001). Previous research [25] has suggested that voice-enabled interfaces could potentially reduce barriers to use by elderly people having vision and motor disabilities. The voice-enabled interface provided in VOR optimizes this approach by minimizing button tapping requirements. Although voice-enabled interfaces may offer improved accessibility for older users, some issues still need to be investigated. This study found that participants using the voice input encountered recognition errors, and certain dish reporting tasks took a relatively long time to complete.

**Limitations and Future Research**

The experiments were conducted under laboratory conditions using a predetermined list of dishes and beverages. Participants were recruited from a retirement community; thus, further tests are required using different target populations (eg, seniors with specific chronic illnesses) whose results may differ from those of the groups tested here. The intended use case [41] in this research was to perform meal reporting with the use of the voice-added intake app, assuming users are familiar with the food ingredients and cooking methods of each dish. To better reflect realistic eating situations, future research should consider field user experience testing conducted in authentic settings. A wider range of authentic Asian and Western-style dishes and longer testing periods could also be included. Additional studies are needed to confirm the value of integrating voice inputs for food reporting. Further comparisons of the performance of voice-enabled and traditional interfaces under various eating contexts are needed. In addition, the idea of applying voice input to support existing dietary intake reporting apps could be explored to determine how and to what degree such integration improves usability. Further work also needs to include additional variables (eg, serving portion size, sugar and fat content, and toppings).

**Conclusion**

Experimental results showed that, while users assessed both VOR and VBR as having similar utility, VOR had better accuracy and time efficiency, making it a better candidate for food reporting by seniors. The design of VOR is superior to that of VBR in that it relies solely on voice input for food intake reporting and does not require additional button taps. Experimental results showed that speech recognition results for certain food items have reduced recognition accuracy, and both groups evidenced challenges in selecting the desired items from the postvoice input suggestion menu. The user experience assessment results for the two apps developed for this research provide a useful empirical reference for the development of high usability consumer apps for dietary monitoring among elderly people. Further studies are required, including investigations involving authentic dining environments with real-world meal options, along with full-scale randomized controlled trials to assess test efficacy.
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Mobile Phone Apps for Food Allergies or Intolerances in App Stores: Systematic Search and Quality Assessment Using the Mobile App Rating Scale (MARS)

Abstract

**Background:** Food allergies and intolerances are increasing worldwide, and mobile phone apps could be a promising tool for self-management of these issues.

**Objective:** This study aimed to systemically search and assess food allergy or intolerance apps in app stores using the multidimensional Mobile App Rating Scale (MARS) to rate the objective and subjective quality and to identify critical points for future improvements.

**Methods:** This systematic search identified apps through the keywords “food allergy,” “food intolerance,” and “allergens” in English, Spanish, and Italian in the Apple App Store (iOS) and Google Play Store (Android). The inclusion criteria were a user star rating of ≥3 (of 5 stars) to limit the selection to the most highly rated apps; ≥1000 reviews as an indicator of reliability; and the most recent update performed up to 2017. Then, the apps were divided according to their purpose (searching for allergen-free “food products,” “restaurants,” or recipes in “meal planners”) and evaluated on a scale of 1 to 5 points using the MARS in terms of (1) app classification category with a descriptive aim; (2) app subjective and objective quality categories comprised of engagement, functionality, esthetics, and information sections (Medline was searched for eligible apps to check whether they had been tested in trials); and (3) an optional app-specific section. Furthermore, the output and input features were evaluated. Differences between MARS sections and between app purposes and correlations among MARS sections, star ratings, and numbers of reviews were evaluated.

**Results:** Of the 1376 apps identified, 14 were included: 12 related to food allergies and intolerances that detect 2-16 food allergens and 2 related only to gluten intolerance. The mean (SD) MARS scores (maximum 5 points) were 3.8 (SD 0.4) for objective quality, highlighting whether any app had been tested in trials; 3.5 (SD 0.6) for subjective quality; and 3.6 (SD 0.7) for the app-specific section. Therefore, a rating ≥3 points indicated overall acceptable quality. From the between-section comparison, engagement (mean 3.5, SD 0.6) obtained significantly lower scores than functionality (mean 4.1, SD 0.6), esthetics (mean 4, SD 0.5), and information (mean 3.8, SD 0.4). However, when the apps were compared by purpose, critical points were identified: meal planner apps showed significantly higher engagement (mean 4.1, SD 0.4) than food product (mean 3.0, SD 0.6; P=.05) and restaurant (mean 3.2, SD 0.3; P=.02) apps.

**Conclusions:** In this systematic search of food allergy or intolerance apps, acceptable MARS quality was identified, although the engagement section for food product and restaurant purpose apps should be improved and the included apps should be tested.
in trials. The critical points identified in this systematic search can help improve the innovativeness and applicability of future food allergy and intolerance apps.

(JMIR Mhealth Uhealth 2020;8(9):e18339) doi:10.2196/18339
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Introduction

Food allergies and intolerances are adverse reactions to the ingestion of, contact with, or inhalation of a specific food, derivative, or additive [1]. The prevalence of such adverse food allergy and intolerance reactions is increasing worldwide, especially in developed countries [2].

On the one hand, food allergies involve an immune-mediated reaction that occurs between a few minutes and 1 hour after exposure to the allergen, with symptoms ranging from moderate to severe [3]. The prevalence of food allergies is higher in children (<10%) than in adults (approximately 1%-2%) [3]. On the other hand, food intolerances are nonimmunological hypersensitivity responses due to a nontolerated dose of a food or a component of a food, with symptoms or signs occurring several hours after food consumption and lasting from hours until several days afterward [4]. Food intolerances are more common worldwide than food allergies, affecting up to 15%-20% of the general population [5].

Although new approaches to food allergies have recently been under clinical investigation [6], one strategy is to correctly identify food allergens to avoid the consumption of even small amounts of an allergen that causes a reaction [7]. To help consumers easily identify food allergens in food products, prepackaged or not, European legislation from 2014 (EU Food Information for Consumer Regulation No. 1169/2011) requires food businesses to clearly provide consumers, through labels or other verbal or written communications, with information about nutritional values and the presence of any of 14 specified food allergens (cereals containing gluten, crustaceans, eggs, fish, peanuts, soya, milk, nuts, celery, mustard, sesame, sulfur dioxide, lupin, and mollusks) [8]. Despite the European legislation, a 2019 study showed gaps in compliance with the regulation, finding that only 83 of the 295 evaluated restaurants (28.1%) labeled food allergens on the menus and that the restaurant staff had deficiencies in their food allergen knowledge and management [9]. In addition to relying on the information provided by food businesses and their employees, consumers must fundamentally self-monitor and self-manage their health [10].

In this context, there is increasing interest in mobile technology, such as apps, that focuses on helping consumers supervise what they are eating [11] by detecting allergens [12] not derived from cross-contamination and delivering specific health information [13,14] in relation to preparing daily meals, purchasing suitable food products, or searching for restaurants with allergen-free menus.

In recent years, mobile health (mHealth) technologies, including software, sensors, and mobile phones [15], have improved the management of health care services [16] and interventions such as the achievement of weight loss and smoking cessation as well as the management of several chronic and mental diseases [17]. Currently, the potential of apps for food-related conditions [18] such as food allergies and intolerances, whose incidence is growing worldwide [19], is also being studied. The convenience of apps in health management is favored by approximately 59% of the world population, corresponding to 4.57 billion people, mostly in northern Europe and the United States, who were active internet users in 2020 [20]. Apps enabling consumers to identify food allergens in foods and products, find allergen-free restaurants, and report and evaluate symptoms related to food allergies are already available, but most of them offer irrelevant and poor content [21].

Since plenty of apps currently exist, their reliability must be verified [22], as the traditional systems used to test app quality, such as users’ star ratings (evaluating apps on a scale of 1 to 5 stars) and reviews, could allow fake or subjective reviews, giving wrong indications to users [23]. Furthermore, app descriptions in app stores are often incomplete or incorrect and are not a valid tool for assessing the quality of an app [24], especially when dealing with sensitive topics such as food allergies.

The necessity of regulating the quality and safety of mHealth technologies, defined by the World Health Organization as medical and public health practices supported by mobile phones, patient monitoring devices, personal digital assistants, and other wireless devices [25], is particularly important for apps intended to be used for the diagnosis, cure, mitigation, treatment, and prevention of a disease or other conditions by aiding clinical decision-making [26]. These kinds of apps are classified and regulated as medical devices by the US Food and Drug Administration to ensure the safety of apps that are recommended by health professionals to their patients [26]. For instance, in 2015, the government of Catalonia (Spain) introduced a public platform for apps with quality accreditation from health professionals (mConnecta platform), thus establishing a safe and reliable environment for people to use these mHealth apps to self-monitor their health practices [27]. However, nonmedical apps intended to provide information and education to users, such as apps for food allergies and intolerances, also need to be regulated since incomplete information is often provided [28]. In this way, apps will provide better information to help users make health-related choices [29], mHealth will have more value, and fewer ineffective and unsafe apps will be available [30].

Owing to the necessity of ensuring better app quality for users, a Mobile App Rating Scale (MARS) was developed by a multidisciplinary team of experts as a simple, objective, and reliable tool for researchers, developers, and health professionals.
to assess app quality and provide suggestions for future designs [31]. The MARS tool provides a multidimensional evaluation of app quality, whereas other existing tools mostly use one-dimensional measures. For example, the Intercontinental Medical Statistics Institute for Healthcare Informatics tool [32] assesses only app functionality, and the criteria of the Health Care Information and Management Systems Society tool [33] evaluate only app usability. The MARS tool has already been used for the quality assessment of different apps related to nutrition [34-36], sleep management [37], food provision [38], calorie counting [39], smoking cessation [40], physical activity [41], and weight management [42] but has not previously been used for food allergy or intolerance apps.

The aim of this paper was to systemically search app stores for apps about food allergies or intolerances, to assess the apps using the multidimensional MARS ratings of objective and subjective quality, and to identify the critical points for future improvements of these apps.

Methods

Search Strategy

The present study featured a systematic search and content analysis of apps about food allergies or intolerances available in the Apple App Store (iOS) and Google Play Store (Android). The apps were searched by the two authors between May 2019 and June 2019. The searches were conducted anonymously by logging out of the user accounts for the stores. Specific keywords such as “food allergy,” “food intolerance,” and “allergens” in English, Spanish, and Italian were used to search for the available apps in any of these 3 languages.

App Selection

The app selection process is described in Figure 1. Specific inclusion and exclusion criteria were applied to limit the search to the most relevant and reliable apps, in line with previous studies [35,38,41,42]. In particular, only apps that offered a free version were included in the search, as they are most commonly used by the general population. Apps in English, Spanish, and Italian were considered if they had (1) a minimum user star rating ≥3 (of 5 stars) to limit the search to the apps most highly rated by users, (2) ≥1000 reviews to identify the apps that were most commonly used and experienced, and (3) a last update up to 2017 to evaluate the most recently produced and revised apps. Finally, apps were included if their aim was to help allergic or intolerant users select suitable food products to buy or consume, personalize their daily nutrition on the basis of their needs and food restrictions, detect allergens in recipes and food product labels, search for specific restaurants or supermarkets according to their needs, and obtain information and advice about allergen self-management. Duplicates and apps that did not fulfill the aforementioned inclusion criteria or did not work were excluded from the study.
**Data Extraction**

All the identified apps were registered in an initial list to count the total number of apps and the number of duplicates. The general characteristics of the included apps were extracted from the information in the app stores, while the main app features were verified by the authors by using the app. Furthermore, the features were categorized as input and output features on the basis of whether the app content was created by the users or automatically generated.

After data extraction, the authors divided the apps according to 3 purpose types (considering that the apps included presented different purposes): (1) searching for allergen-free food products, (2) searching for restaurants offering menus adapted to different food allergies and intolerances, and (3) functioning as meal planners for suitable daily meals according to users’ food allergies or intolerances. This division of the included apps allowed us to compare the MARS quality ratings among apps with a similar purpose and to provide suggestions for future app designs in line with this purpose.

Moreover, web-based searches on the Medline database were conducted by app name (Eat This Much, Fitberry, Mealime, Recetas Vegetarianas y Veganas, SideChef, Tasty, Mercadona, Mi Intolerancia Alimentaria, Open Food Facts, ¿Qué Puedo Comer?, Club VIPS, Find Me Gluten Free, Foster’s Hollywood, and Happy Cow) and by “apps for food allergies and/or intolerances” to determine whether they had already been evaluated in scientific trials.

**MARS App Quality Assessment**

App quality was assessed using the MARS rating scale, a reliable tool with a high internal consistency ($\alpha=0.90$) and an interrater reliability interclass correlation coefficient of 0.79 [31]. The following steps were taken. First, before assessing the app quality, the authors followed specific web-based training organized by the MARS developers [43], such as an exercise to better understand how to classify the apps. Then, to experience and test the functionality of the included apps, the two authors independently used each of the 14 apps for 1 month. Finally, the quality assessment was conducted in agreement between the two authors, and disagreements were resolved through discussion with a third author.
The MARS rating scale consists of 2 categories. The first is the app classification category, with 6 items of descriptive and technical information for each app: (1) descriptive information (name, number, and type of ratings for all versions; developer; version; cost; platform; description; update), (2) focus, (3) theoretical background and strategies, (4) affiliations, (5) age group, and (6) technical aspects (login, password protection, web access, app community, social sharing, and reminder functions). The second category is the app quality category, which is divided into objective and subjective quality. Objective quality has 4 sections (engagement, functionality, esthetics, and information) with 19 items, while subjective quality is comprised of 4 items, for a total of 23 items.

In addition to these 2 categories, there is an optional app-specific section with 6 items to collect further information about the perceived impact of the app on the user (awareness, knowledge, attitudes, intention to change, help-seeking, behavior change).

The app classification category was not rated since its purpose was only descriptive. Instead, to evaluate the app quality category, each item was scored on a 5-point rating scale from 1 to 5 (1: inadequate; 2: poor; 3: acceptable; 4: good; 5: excellent). For each app, the total mean score was the sum of the score of each item divided by the number of total items. The mean score of the 4 objective quality sections (engagement + functionality + esthetics + information) was calculated separately from that of the subjective and app-specific sections to strengthen the impartiality of the measure.

For each objective quality section, the maximum score was 25 points for engagement, 20 points for functionality, 15 points for esthetics, and 35 points for information, for a total of 95 points for objective quality. Subjective quality could reach a maximum of 20 points, and the app-specific section could reach a maximum of 30 points.

In addition to the objective and subjective quality ratings, the app-specific section was evaluated on the 5-point rating scale.

**Statistical Analysis**

Continuous variables of the scores obtained for each section of the MARS quality assessment, with the exception of the app classification category, are presented as the mean and SD. Categorical variables for the included apps and their input and output features are presented as percentages. Multiple comparisons between the 3 purposes of the included apps (food products, restaurants, meal planners), MARS scores, and user star ratings were performed and adjusted using the generalized linear model of the Bonferroni test. Correlations among the MARS scores, user star ratings, and number of reviews were analyzed using Pearson correlation coefficients (for normally distributed variables) and Spearman correlation coefficients (for not normally distributed variables), which were interpreted as strong or moderate according to previously published cutoff points [44]. The analysis was performed with SPSS Statistics version 25. Statistical significance was considered at \( P \leq 0.05 \).

## Results

### App Selection

**Figure 1** shows the flowchart of the app selection process. After the removal of duplicates found in both stores, 1376 apps about food allergies or intolerances were screened by title and description by the two authors, resulting in 1350 apps being excluded on the basis of the inclusion criteria. To further evaluate the eligibility of their content, 26 apps were downloaded, and 12 of these were excluded by common agreement because of irrelevant content (apps from the same developer with equivalent features and findings) and technical problems. As a result, 14 apps about food allergies or intolerances were finally included in the study for quality assessment using the MARS tool; 5 of the 14 (36%) were found in the Google Play Store, and 9 of the 14 (64%) were found in the Apple App Store. Moreover, 4 of the 14 apps (29%) operated only on the Android system, and 10 of the 14 apps (71%) operated on both the Android and iOS systems. None of the included apps had previously been evaluated in scientific trials.

### Data Extraction: App General Characteristics

The general characteristics of the 14 included apps about food allergies or intolerances, shown in Multimedia Appendix 1, are described in the following sections.

### App Purpose

First, the 14 included apps were divided according to their purpose.

Of the 14 apps, 6 (43%) were meal planners, helping users search for and plan meals adapted to allergies or intolerances. In particular, 4 apps (Tasty, Recetas Vegetarianas y Veganas, SideChef, and Fitberry) propose food recipes that can be filtered by the users’ allergies or intolerances and on the basis of personal preferences, such as cooking difficulty and type of meal, diet, and cuisine. The other 2 apps (Mealime and Eat This Much) are meal planners that allow weekly meals to be organized on the basis of personal preferences, dietary goals, and food restrictions, such as food allergies and intolerances. In this way, users can create a personal profile indicating allergens to eliminate from their diet and organize their daily or weekly diet plan, choosing among the dishes proposed automatically by the apps and filtering them by the selected allergen.

Of the 14 apps, 4 (29%) function as food product search tools, helping users search for suitable food products according to their food allergies and/or intolerances. In particular, 3 apps (Open Food facts, ¿Qué Puedo Comer?, and Mercadona) help users search, through barcode scanning or database searches, for the most suitable food by showing the allergens declared on the food product label and indicating the nearest place to buy them, and 1 app (Mi Intolerancia Alimentaria) is a calculator of food compatibility. According to the presence of an allergen, the user’s individual tolerance of the food or meal is calculated and shown using a 3-color code alert system (red, orange, and green) according to whether the compatibility of the food is low, medium, or high.
Restaurant searches represented the main purpose of 4 of the 14 apps (29%), helping users search for restaurants that offer menus adapted for allergic or intolerant consumers. In particular, 1 app (Happy Cow) searches for gluten-free, vegetarian, and vegan restaurants, hotels, supermarkets, and caterers; 1 app (Foster’s Hollywood) belongs to a popular restaurant chain and offers the possibility of looking at the restaurant’s allergen-free menu by checking the available meals in advance; 1 app (Club VIPS) searches for the nearest locations of different restaurant chains with allergen-free options; and 1 app (Find Me Gluten Free) searches for restaurants with gluten-free options.

**Operating System**

Of the 14 apps, 10 (72%) operate on both the Android and iOS systems, and 4 (28%) operate only on the Android system.

**Number of Reviews**

The number of reviews of the included apps varied from 1013 to 48,597 reviews.

**Languages Available**

Of the 14 apps, 4 (28%) are available only in Spanish, 5 (36%) are available only in English, and 5 (36%) are offered in 3-130 different languages.

**Actions**

The included apps enable users to benefit from different actions for the daily management of food allergies or intolerances.

**Focus**

Of the 14 apps, 12 (86%) are related to food allergies or intolerances, while 2 (14%) deal with gluten intolerance only.

**Allergens Detected**

The included apps differed in the number of allergens detected. Specifically, 10 of the 14 apps for food allergies identified milk and eggs; 9 identified crustaceans, peanuts, and nuts; 8 identified fish and soy; 6 identified sesame, mustard, and sulfur dioxide; 5 identified celery and lupin; and 1 identified wheat and grain. In addition, 14 of the apps for food intolerances identified gluten, 4 identified lactose, and 2 identified fructose, sorbitol, histamine, and salicylic acid.

Thus, 5 of the 14 apps (36%) detected all 14 allergens that must be declared in the European Union (cereals containing gluten, crustaceans, eggs, fish, peanuts, soya, milk, nuts, celery, mustard, sesame, sulfur dioxide, lupin, and mollusks) above other food allergens present on the food product label. 2 of the 14 apps (14%) detected only gluten, and 7 of the 14 apps (50%) detected 2-10 food allergens.

**Input and Output Features**

The app features were distinguished as output features (Multimedia Appendix 2), where content is automatically generated by the app, and input features (Multimedia Appendix 3), where content is inserted and created by the user.

The lowest-rated app in the objective quality category, Mi Intolerancia Alimentaria (mean MARS score 3.2, SD 0.5), has fewer output features (4 of the 20 features) than the apps scoring >4 points, which offer 12-15 of the 20 output features and also had the highest scores in the engagement section. The same situation occurred for the input features, with apps scoring >4 points offering 8-9 of the 9 input features.

According to the app purposes, the most used features for the meal planner apps were allergen detection, search filters, sending of reminders and notifications, shopping list creation, suggestions and tips, rating and reviewing possibilities, personal profile, creation of a favorites list, and social sharing. For the food product apps, the most used features were allergen detection, listing of ingredients and additives, personal profile, and rating and reviewing possibilities. For the restaurant apps, the most used features were allergen detection, search filters, prompts and discounts, geolocation, rating and reviewing possibilities, personal profile, and social sharing.

**MARS App Quality Assessment**

The MARS app classification category is the part that collects descriptive and technical information about the included apps. Descriptive data include general information (app name, rating of all versions, developer, number of ratings of all versions, version, cost of basic and upgraded versions, platform, description and last update, focus, theoretical background and strategies, affiliations, age group) and technical aspects present in the app description in the app store. Of these data, only the relevant aspects were extracted (focus, theoretical strategies, affiliation, age group, and technical aspects); they are described in Multimedia Appendix 4.

According to the MARS evaluation, the quality of the 14 included apps assessed in terms of the 4 objectives (engagement, functionality, esthetics, and information) and the one subjective section are shown in Multimedia Appendix 4. Additionally, the results of the optional app-specific section are included.

The overall mean (SD) MARS objective quality score, which allows the evaluation of the general app quality (maximum of 5 points), was 3.8 points (SD 0.6 points); thus, the quality of the 14 included apps was considered acceptable. The score of the subjective quality section was 3.5 points (SD 0.6 points), and that of the app-specific section was 3.6 points (SD 0.7 points).

In particular, the mean scores of the 4 single objective quality sections, from the highest to the lowest score, were as follows: functionality section, 4.1 points (SD 0.6 points); esthetics section, 4 points (SD 0.5 points); information section, 3.8 points (SD 0.4 points); and engagement section, 3.5 points (SD 0.6 points).

When the scores of the 6 MARS sections (4 objective, 1 subjective, and 1 app-specific) were compared, the score of the esthetics section (mean 4, SD 0.5) was significantly higher than that of the engagement section (mean 3.5, SD 0.6; P=.007), and the score of the functionality section (mean 4.1, SD 0.6) was significantly higher than that of the subjective quality section (mean 3.5, SD 0.6; P<.001). Moreover, the score of the information section (mean 3.8, SD 0.4) was significantly higher than that of the subjective quality (mean 3.5, SD 0.6; P=.002) and app-specific (mean 3.6, SD 0.7; P=.001) sections. No further significance was found in the other between-section comparisons.
Among the 3 app purposes (food products, restaurants, and meal planners), comparisons between the MARS sections, as shown in Table 1, were evaluated. The score of the engagement section was significantly higher for meal planner apps (mean 4.1, SD 0.4) than for the food product (mean 3.0, SD 0.6; \( P = 0.05 \)) and restaurant (mean 3.2, SD 0.3; \( P = 0.02 \)) apps. Furthermore, it emerged that for meal planner apps, the scores of the engagement (mean 4.1, SD 0.4; \( P = 0.04 \)) and functionality (mean 4.3, SD 0.7; \( P = 0.02 \)) sections were significantly higher than those of the subjective quality section (mean 3.9, SD 0.5), and the score of the functionality section was significantly higher than that of the esthetics section (mean 4.3, SD 0.3; \( P = 0.04 \)). No further significance was found in the other between-section comparisons among the 3 app purposes.

### Table 1. Differences in the mean MARS scores between app purposes.

<table>
<thead>
<tr>
<th></th>
<th>Meal planners</th>
<th>Food products</th>
<th>Restaurants</th>
<th>( P ) value(^b)</th>
<th>( P ) value(^c)</th>
<th>( P ) value(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement</td>
<td>4.10</td>
<td>3.00</td>
<td>3.20</td>
<td>.05</td>
<td>.02</td>
<td>1.0</td>
</tr>
<tr>
<td>Functionality</td>
<td>4.29</td>
<td>4.12</td>
<td>3.69</td>
<td>1.0</td>
<td>.43</td>
<td>.96</td>
</tr>
<tr>
<td>Esthetics</td>
<td>4.28</td>
<td>3.67</td>
<td>3.83</td>
<td>.17</td>
<td>.46</td>
<td>1.0</td>
</tr>
<tr>
<td>Information</td>
<td>3.97</td>
<td>3.79</td>
<td>3.62</td>
<td>1.0</td>
<td>.79</td>
<td>1.0</td>
</tr>
<tr>
<td>Subjective quality</td>
<td>3.87</td>
<td>3.31</td>
<td>3.19</td>
<td>.46</td>
<td>.26</td>
<td>1.0</td>
</tr>
<tr>
<td>App-specific</td>
<td>3.97</td>
<td>3.46</td>
<td>3.25</td>
<td>.75</td>
<td>.35</td>
<td>1.0</td>
</tr>
</tbody>
</table>

\(^a\)MARS: Mobile App Rating Scale.

\(^b\)Comparison between meal planners and food products.

\(^c\)Comparison between meal planners and restaurants.

\(^d\)Comparison between food products and restaurants.

### Additional Analysis

The relationships between MARS score quality and user star rating and number of reviews were determined using correlations (described in Table 2) and showed that the star ratings were significantly and strongly positively correlated with the MARS engagement section (\( r = 0.69; \( P = 0.007 \) ) and app-specific section (\( p = 0.79; \( P = 0.001 \) ). A moderate correlation was also found between MARS subjective (\( r = 0.63; \( P = 0.01 \) ) and total objective quality (\( r = 0.60; \( P = 0.02 \) ). However, no significant correlations were found between MARS sections and number of reviews.

### Table 2. Correlation coefficients between MARS scores, user star ratings, and number of reviews.

<table>
<thead>
<tr>
<th>Mobile App Rating Scale (MARS)</th>
<th>Number of reviews</th>
<th>Star ratings</th>
<th>( P ) value(^a)</th>
<th>( P ) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functionality</td>
<td>0.13</td>
<td>0.33</td>
<td>.65</td>
<td>.25</td>
</tr>
<tr>
<td>Esthetics</td>
<td>0.11</td>
<td>0.43</td>
<td>.71</td>
<td>.12</td>
</tr>
<tr>
<td>App-specific</td>
<td>0.05</td>
<td>0.79</td>
<td>.87</td>
<td>.001</td>
</tr>
<tr>
<td>Number of reviews</td>
<td>1.00</td>
<td>0.30</td>
<td>N/A(^d)</td>
<td>.30</td>
</tr>
<tr>
<td>Engagement</td>
<td>−0.14</td>
<td>0.69</td>
<td>.50</td>
<td>.007</td>
</tr>
<tr>
<td>Information</td>
<td>0.03</td>
<td>0.42</td>
<td>.62</td>
<td>.14</td>
</tr>
<tr>
<td>Total objective quality</td>
<td>0.60</td>
<td>.92</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Subjective quality</td>
<td>−0.03</td>
<td>0.63</td>
<td>.93</td>
<td>.01</td>
</tr>
<tr>
<td>Star ratings</td>
<td>0.30</td>
<td>1.00</td>
<td>.29</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Correlation between MARS scores and number of reviews.

\(^b\)Correlation between MARS scores and star ratings.

\(^c\)Spearman (\( \rho \)).

\(^d\)N/A: not applicable.

\(^e\)Pearson (\( r \)).

In addition, to verify whether the star ratings assessed by users were similar to the MARS scores obtained in our study, the comparisons were analyzed. The star ratings were significantly higher (mean 4.2, SD 0.4) than the MARS subjective quality score (mean 3.5, SD 0.6; \( P = 0.04 \)).

### Discussion

The present systematic search and quality assessment study provides information about the objective (engagement, functionality, esthetics, and information) and subjective quality...
of the available apps for food allergies or intolerances in app stores. The quality assessment using the MARS tool indicated that the overall app quality of the 14 included apps was acceptable, according to MARS mean ratings of ≥3 from a maximum of 5 points.

By comparing the 6 MARS sections (4 objective quality, 1 subjective quality, and 1 app-specific), the most significant results were related to the apps’ functionality, esthetics, and information, as they appeared visually pleasant, sufficiently descriptive, well arranged, and easy to use, whereas the engagement section of most of these apps needs to be improved. As observed in other studies, apps with simple functionality can motivate people who have no familiarity with technology to adopt mobile apps [45]. Moreover, esthetics, such as visual attractiveness, is another key element for increasing users’ motivation to use the app [46].

Regarding the information section, the included 14 apps clearly presented their content through the support of images, graphics, and videos. Nevertheless, none of the apps has been tested in scientific trials, which is an important aspect of this section of the MARS tool. In addition, it is important to evaluate the apps’ efficacy in helping consumers self-manage food allergies or intolerances, since previous studies have demonstrated that commercial apps do not always provide the expected results when they are evaluated in trials [47-49]. For meal planner apps, future trials could evaluate the improvement in user knowledge and awareness of food allergens, which are considered important targets for the management of food allergies [50].

Moreover, the efficiency of food product apps should be tested in clinical trials to increase users’ confidence when food shopping and reading product labels. For the allergic and intolerant population, it is fundamental for the food labeling system to be available and comprehensive [51], and this kind of app could help consumers more quickly detect allergens in food products. Finally, for restaurant apps, customer satisfaction when eating away from home could be evaluated as a measure of food businesses’ compliance with the European regulation and with the allergen-free menus published on the app. Positive experiences when eating away from home are correlated with the availability of food allergen information provided by the restaurants [52].

Moreover, none of the 14 included apps claims any validation of the content by health professionals or allows remote support. Actually, a critical assessment published in 2015 found that most apps about food allergies lack important health information and are not developed with the support of health professionals [21]. It is important for such apps to be evaluated by health professionals to provide better information to help users make health-related choices [53-55]. Furthermore, apps providing professionally oriented support and communication are more engaging and favored by users, especially adolescents [54].

The results obtained in the present study indicate that app engagement is the section with the lowest score with respect to functionality, esthetics, and information, in line with other MARS assessments of apps for food provision [38], checking for drug interactions [56], and drunk driving prevention [57], and the lack of interactive features influences the engagement quality of these apps. However, in a comparison of the 3 purposes of the included apps, the engagement section of the meal planner apps received higher quality scores than that of the food product and restaurant apps. In fact, food product and restaurant apps do not use interactive features that motivate users to use them repeatedly [58], but for these apps, which are designed for short and specific use such as finding restaurants or products, user engagement and daily use are not really as essential as in meal planner apps. However, including features such as tips and suggestions to support consumers’ decisions or sending notifications [59] to notify users of new products or restaurants could improve the user app experience, growth of the app community, and app competitiveness. To increase user enjoyment and participation, meal planner, food product, and restaurant apps should perhaps include features such as rewards, goal-setting options, challenges, and leaderboard boards, which have been recognized as effective tools in past studies [60-62], especially in adolescent populations, where game competition can motivate users to participate [63]. Finally, features such as feedback and self-monitoring, which have been demonstrated in previous studies to be effective in increasing users’ motivation [32,58] and health behavior [64,65], should be available in apps focused on self-managing food allergies or intolerances; however, only 2 of the 14 apps included in the present systematic search offer these features.

The subjective quality and app-specific sections need to be improved in relation to the 3 purposes of the included apps (meal planners, food products, and restaurants). These sections refer to general users’ impressions of the app, which, if positive, would lead them to recommend and use it. In this context, the lack of enough engagement could influence users’ perceptions. Thus, it is important to increase users’ subjective quality perception and impact of the apps (app-specific) by reinforcing, for example, the engagement profile, as discussed earlier, which mainly influences users’ view of the app.

Based on the number of input and output features offered, among the meal planner apps, Eat This Much, Mealime, and SideChef were found to be the most practical for users, obtaining higher scores in the MARS assessment than other apps with the same purpose. Previous studies have shown that food allergies and intolerances impact people’s quality of life and emotional status, increasing anxiety and depression [66,67]. The avoidance of food allergens requires constant attention because their presence in food is not always evident or is unknown [68]. This problem becomes even more complicated when consumers have to adapt food recipes or make appropriate ingredient substitutions according to their allergy or intolerance [69] without accurate recommendations or support. In this sense, these 3 apps could better help users while providing suggestions for self-managing food allergies or intolerances in terms of cooking and daily menus. Among the food product apps, the ¿Qué Puedo Comer? app was the most practical for users, offering more features and gaining higher scores in the MARS assessment. This app helps consumers understand food product labels, detect food allergens, and search for food products according to allergies, intolerances, or dietary requirements. Since food product ingredients change regularly and consumers may need to read packaging labels several times [69], these apps can provide instant information.
and support [70]. Among the restaurant apps, the Find Me Gluten Free and Happy Cow apps were the most practical for users compared to others with the same purpose. The provision of food allergen information on restaurant menus is very important for consumers, and these kinds of apps encourage the dissemination of such information by making it easier to search for restaurants with allergen-free menus [52].

The correlations of star ratings with the app-specific, engagement, and subjective sections suggest that when evaluating an app, users refer more to the subjective impression of the app given by the engaging features offered than to the quality and quantity of the information provided [71], as shown by the results obtained in the present study. As observed in previous studies, there is an evident difference between the quality evaluation obtained by a researcher using a more objective tool such as the MARS and a real-world user who tends to evaluate app quality through star ratings in a much more subjective way [72]. Nevertheless, app store user star ratings cannot be totally trusted since they are sometimes derived from piloted reviews or paid bots deployed by the developer [73].

Thus, according to the results obtained, we consider that MARS quality assessment is a valid tool for providing more accurate app quality information and suggestions for future apps.

Suggestions for Future App Development

Based on the present app assessment, several suggestions emerged for the future design of high-quality apps focused on improving the wellbeing of subjects with food allergies or intolerances:

1. Further features should be included, especially in meal planner apps, to improve the user app experience and increase participation.
2. Content should be validated by health professionals and scientists to provide users with more reliable information about food allergies or intolerances [36].
3. Remote support by health professionals would help users manage their food allergies or intolerances [54].
4. Testing in scientific trials would demonstrate the apps’ reliability and effectiveness [74] in detecting food allergens and improving user knowledge.
5. Regulation of nonmedical apps should be considered in the future since it would avoid the development of unrealistic and ineffective apps, provide more correct information to users [29], and provide more value to mHealth technology [30].

App quality should be evaluated through innovative methods, including multiple dimension perspectives, as in the MARS tool. The MARS tool, compared to other scales [32,33], represents a multidimensional evaluation of app subjective quality as well as engagement, functionality, esthetics, and information as indicators of objective quality. However, although the MARS tool has been widely tested, it should be validated in the near future [75] to increase its value, and, depending on the area of interest of the app (eg, health care, nutrition, sports, psychology), the items in each section should be more specific and theme-based. Apps for food allergies or intolerances, for example, should include items asking whether food allergen information is effectively and appropriately provided to users.

Limitations

The present study also has several limitations. First, the majority of the apps about food allergies or intolerances found in the app stores had fewer than 1000 reviews and a user star rating <3, indicating low interest by users. Consequently, it was not possible to include most of the apps because we considered a rating of 3 stars as the minimum threshold for app quality. However, it was important for the inclusion criteria to limit the findings to the most reliable and popular apps, as the market includes plenty of dubious apps. Second, apps with only a paid version were excluded from the search. Third, several apps were excluded because of technical problems, such as being unable to open or use the app. Fourth, because this study is not a systematic review of the literature but is a systematic search of app stores, it was not possible to register it in PROSPERO [76]. Finally, despite the increasing attention to apps, the literature about the assessment of app quality is very scarce [77] and not oriented to food allergies and intolerances.

Conclusions

In this systematic search of food allergy or intolerance apps, acceptable MARS quality was identified, although the engagement of food product and restaurant apps should be improved and the included apps should be tested in trials. The critical points identified in this systematic search can help improve the innovativeness and applicability of future food allergy and intolerance apps.
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Abstract

Background: Research has underscored the need to develop socioculturally tailored interventions to improve adherence behaviors in minority patients with hypertension (HTN) and type 2 diabetes (T2D). Novel mobile health (mHealth) approaches are potential methods for delivering tailored interventions to minority patients with increased cardiovascular risk.

Objective: This study aims to develop and evaluate the acceptability and preliminary efficacy of a tailored mHealth adherence intervention versus attention control (AC) on medication adherence, systolic blood pressure (SBP), diastolic blood pressure (DBP), and hemoglobin A1c (HbA1c) at 3 months in 42 Black patients with uncontrolled HTN and/or T2D who were initially nonadherent to their medications.

Methods: This was a two-phase pilot study consisting of a formative phase and a clinical efficacy phase. The formative phase consisted of qualitative interviews with 10 members of the target patient population (7/10, 70% female; mean age 65.8 years, SD 5.6) to tailor the intervention based on the Information-Motivation-Behavioral skills model of adherence. The clinical efficacy phase consisted of a 3-month pilot randomized controlled trial to evaluate the tailored mHealth intervention versus an AC. The tablet-delivered intervention included a tailoring survey, an individualized adherence profile, and a personalized list of interactive adherence-promoting modules, whereas AC included the tailoring survey and health education videos delivered on the tablet. Acceptability was assessed through semistructured exit interviews. Medication adherence was assessed using the 8-item Morisky Medication Adherence Scale, whereas blood pressure and HbA1c were assessed using automated devices.

Results: In phase 1, thematic analysis of the semistructured interviews revealed the following 5 major barriers to adherence: disruptions in daily routine, forgetfulness, concerns about adverse effects, preference for natural remedies, and burdens of medication taking. Patients recommended the inclusion of modules that address improving patient-provider communication, peer vignettes, and stress reduction strategies to facilitate adherence. A total of 42 Black patients (23/42, 55% male; mean age 57.6 years, SD 11.1) participated in the clinical efficacy pilot trial. At 3 months, both groups showed significant improvements in adherence (mean 1.35, SD 1.60; P<.001) and SBP (−4.76 mm Hg; P=.04) with no between-group differences (P=.50 and P=.10).
The decreases in DBP and HbA1c over time were nonsignificant (−1.97 mm Hg; \( P=0.20 \); and −0.2%; \( P=0.45 \), respectively). Patients reported high acceptability of the intervention for improving their adherence.

**Conclusions:** This pilot study demonstrated preliminary evidence on the acceptability of a tailored mHealth adherence intervention among a sample of Black patients with uncontrolled HTN and T2D who were initially nonadherent to their medications. Future research should explore whether repeated opportunities to use the mHealth intervention would result in improvements in behavioral and clinical outcomes over time. Modifications to the intervention as a result of the pilot study should guide future efforts.

**Trial Registration:** ClinicalTrials.gov NCT01643473; http://clinicaltrials.gov/ct2/show/ NCT01643473
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**Introduction**

**Background**

Despite advances in treatments for hypertension (HTN) and type 2 diabetes (T2D), Black patients continue to experience disproportionately lower rates of blood pressure (BP) and glycemic control than those observed in White patients [1,2]. Poor medication adherence among Black patients may explain the disproportionately lower rates of BP and glucose control in this patient population than in White patients [3,4]. Compared with their White counterparts, Black patients with HTN and T2D have been shown to be 1.81 to 4.30 times less likely to adhere to their medication regimen [4-6]. Given that a sufficiently high level of adherence is key for achieving adequate disease control, it follows that successful approaches to reducing the racial gap in cardiovascular-related mortality that exist between Black and White patients must take into consideration the factors driving poor medication adherence in Black population.

Despite a wealth of research dedicated to understanding adherence behaviors in patients with T2D and HTN [3,4], trials designed to improve adherence in minority patients have shown limited effectiveness [7]. Several investigators have called attention to the need for tailored interventions to improve medication adherence in minority patients [7,8], with tailoring referring both to cultural tailoring (eg, medication beliefs) and adapting the intervention to match patients’ needs and preferences. Increasingly, mobile health (mHealth) technologies, such as mobile phones, tablets, and other personal digital assistants, are being used as efficient and acceptable methods for delivering tailored interventions to patients with increased cardiovascular risk. Several systematic reviews have documented the short-term benefits of mHealth interventions for improving medication adherence in patients with HTN or T2D [9-10]. However, of the mHealth interventions that have aimed to improve medication adherence, only 6 have been conducted in high-risk minority populations with HTN or T2D, all of which used text messages as their primary method of intervention delivery [11-16]. Although text messaging offers several advantages for improving adherence behaviors (eg, sending reminder prompts in real time), several shortcomings have also been noted. For example, with text messaging, only brief educational, motivational, and/or behavioral content within a limited number of characters can be provided. As a result, they can lack depth by not covering all the necessary content and require individuals to access links for supplementary materials (eg, through videos) [17]. Although personalization is possible with text messaging, qualitative feedback from studies also note that content can become repetitive and predictable, leading to message fatigue and disengagement from the intervention [18,19]. Reading and responding to text messages also require a level of visual acuity and dexterity that may be challenging for people who experience any motor and/or visual impairments. This is especially true for patients with uncontrolled T2D and/or HTN who may experience retinopathy as a result of their disease.

Owing to their portability and ease of use, tablets are increasingly being used as an acceptable digital platform to deliver interventions across all age and racial and ethnic groups [20,21]. Tablet devices offer several advantages over text messages. This includes an adjustable font or icon size, a touchscreen, the ability to integrate video and auditory features into the intervention, which may be better suited for individuals with chronic disease and people with lower levels of lower health literacy, and the ability to create a more interactive and hands-on learning environment.

**Objectives**

Consequently, the development of tailored mHealth interventions that use alternative digital platforms to improve medication adherence in Black patients is needed to address the marked racial disparities in BP and glycemic control. In this paper, we report the development and evaluation of an interactive tablet-delivered intervention that was socioculturally tailored for Black patients with uncontrolled HTN and/or T2D who were initially nonadherent to their medications.

**Methods**

**Design Overview**

We conducted a two-phase feasibility study [22] that included a formative phase and a clinical efficacy phase. The formative phase consisted of qualitative interviews to tailor the intervention to the needs and preferences of the target population. For the clinical efficacy phase, we evaluated the acceptability and preliminary efficacy of the tailored mHealth intervention versus an attention control (AC) condition on changes in medication adherence, systolic BP (SBP), diastolic BP (DBP), and hemoglobin A1c (HbA1c) at 3 months.
(exploratory outcomes) among a sample of 42 Black patients with uncontrolled HTN and/or T2D who were initially nonadherent to their medications in a pilot randomized controlled trial (RCT). We hypothesized that the mHealth intervention would be acceptable and result in better medication adherence and a greater reduction in SBP, DBP, and HbA1c at 3 months compared with the AC group.

Setting and Participants

This study was conducted at a safety net primary care clinic in New York City, which serves a predominately diverse, low-income urban patient population. Eligibility criteria for both phases of the study included patients who self-identified as Black or African American, received care at the primary care clinic, had uncontrolled HTN defined as BP>140/90 mm Hg (or BP>130/80 mm Hg for those with diabetes or kidney disease) and/or uncontrolled T2D defined as HbA1c>7% on at least two visits in the past year and at least one cardiovascular risk factor (eg, hyperlipidemia or obesity), had been prescribed at least one antihypertensive or oral antidiabetic medication and were nonadherent to their medication at screening (as described in the following paragraph), were at least 18 years old, were fluent in English, and did not have significant psychiatric comorbidity. The Institutional Review Board of New York University approved the study.

Potentially eligible patients for both phases were identified through a review of the electronic medical records, after which letters, signed by the physician, were sent to patients inviting them to participate in the study. A trained research assistant (RA) completed all screening, consent, and data collection procedures. During the screening procedures, medication adherence was assessed using the validated 8-item Morisky Medication Adherence Scale (MMAS-8) [23-25]. The first 7 items require a yes or no response, and the final item uses a 5-point scale (never/rarely to all the time). Total MMAS-8 scores range from 0 to 8, with a score of <6 indicating nonadherence [23]. Only patients with a score <6 were eligible to participate in the study. After obtaining patients’ written informed consent and completion of baseline measures, the statistician randomized eligible patients in a ratio of 1:1 to either the intervention or AC condition using block randomization, with the investigators blinded to the permutation. Following Consolidated Standards of Reporting Trials guidelines [26], the randomization sequence was kept in a secure electronic file that only restricted staff could access. Given the nature of the intervention, patients could not be blinded to the group assignment [27]. However, we used automated BP and HbA1c devices to lower the likelihood that the RA could influence the clinical outcomes.

Formative Phase: Development of the mHealth Intervention

The Information-Motivation-Behavioral skills (IMB) model of adherence is the theoretical framework underlying the intervention [28,29]. This model views the interrelations between adherence-related information (eg, how medications work), motivation (eg, attitudes or beliefs), and behavioral skills (eg, self-efficacy to take medications) as the fundamental determinants of behavior. A trained qualitative researcher (AS) conducted semistructured interviews in a dedicated, private space with a convenience sample of 10 Black patients before the initiation of the trial. Each interview was approximately 30 min in duration, audiotaped, and professionally transcribed.

The constructs of the IMB model were used to develop the interview questions and probes that were asked in the semistructured interviews. Specifically, questions targeted the most salient informational (eg, how medications work, side effects), motivational (eg, social support, beliefs), and behavioral (eg, self-efficacy, ability to administer medications) barriers and facilitators that may affect adherence behaviors. Interview questions on the most salient barriers to adherence were constructed using the IMB survey items and from the existing adherence literature, including the authors’ research in this patient population [28,30,31]. Sample interview questions included, “What, if any, reasons did your doctor give you about why s/he felt that you needed to take blood pressure/diabetes medications? (information),” “What, if any, concerns do you have about the medications you are taking for your HTN/T2D? (motivation),” and “Tell me about situations or times that make it more difficult to take your HTN/T2D medications (e.g., when traveling, at work, when costs are too high)? (behavioral skills).” To better fit the needs, beliefs, and experiences of Black patients with HTN and/or T2D, interview questions were also used to identify the sociocultural barriers and facilitators to adherence that were not captured in the survey [32,33]. An example question about sociocultural factors was “Tell me about situations when you have used home remedies to improve your blood pressure/diabetes? What specific home remedies do you take?”

Description of the mHealth Intervention Group

The mHealth intervention was built by Radiant Point Technologies using Microsoft’s Models, Views, and Controllers Entity Framework as the development environment for the intervention. The intervention consists of an administrative interface for creating user accounts and exporting data and a patient portal for entering information (eg, user profile, questionnaires) and completing activity modules. The fully automated intervention consisted of 3 main parts: (1) a tailoring survey based on the IMB Adherence Questionnaire [34], (2) an individualized adherence profile, and (3) a personalized list of interactive adherence-promoting modules that were matched to the barriers outlined on the adherence profile.

Figure 1 shows the flow of the intervention for participants randomized to the mHealth intervention arm. Once randomized to the intervention group, the RA escorted patients to a private space with a convenience sample of 10 Black patients before the initiation of the trial. Each interview was approximately 30 min in duration, audiotaped, and professionally transcribed.

The measures that were matched to the barriers outlined on the adherence profile.
adherence-promoting strategies that were matched to the adherence barriers (Table 1). Patients then had the opportunity to select and work through any (or all) of the strategies that they felt were of the greatest importance and utility for improving their medication adherence. At the end of the program, patients developed an adherence action plan using the principles of specific, measurable, achievable, relevant, and time-bound goal setting. As a feasibility study, patients only interacted with the intervention once at the time of their baseline visit.

Figure 1. CONSORT (Consolidated Standards of Reporting Trials) flow diagram.
### Table 1. Intervention Information-Motivation-Behavioral constructs and matched adherence-promoting strategies.

<table>
<thead>
<tr>
<th>Information-Motivation-Behavioral construct and modules</th>
<th>Example intervention strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information (knowledge about HTN&lt;sup&gt;a&lt;/sup&gt; and medication regimen; side effects and drug interactions)</td>
<td></td>
</tr>
<tr>
<td>The City map</td>
<td>• Interactive map that allows patients to choose different buildings (e.g., hospital, community clinic) that describe local and national services for prescription assistance</td>
</tr>
<tr>
<td>Pharmacist corner</td>
<td>• Interactive prescription label that allows patients to select areas on the label to learn more about what the information means and why it is important</td>
</tr>
<tr>
<td>Motivation (individual and social) (beliefs or attitudes [i.e., illness perceptions, concerns]; social norms or influence; perceived efficacy; depression or stress)</td>
<td></td>
</tr>
<tr>
<td>Helping hands</td>
<td>• Narratives by Black patients that discuss the importance of taking medications in context of their life values (i.e., religious beliefs, family coherence), strategies to talk to their doctor about medications, and how to develop routines to take medications every day</td>
</tr>
<tr>
<td>Relaxation station</td>
<td>• Positive voice videos that allow patients to hear about other Black patients’ experiences with HTN and type 2 diabetes and how they overcame challenges to taking medications, as prescribed</td>
</tr>
<tr>
<td>Doc-Talk</td>
<td>• Interactive body map that allows patients to learn how common stressors affect their health</td>
</tr>
<tr>
<td></td>
<td>• Guided relaxation activity</td>
</tr>
<tr>
<td></td>
<td>• Discussion on the use of prayer and affirmations to combat the negative effects of stress</td>
</tr>
<tr>
<td>Behavioral skills (habituation and vigilance; routine; ability [subjective and objective])</td>
<td></td>
</tr>
<tr>
<td>Myth busters</td>
<td>• Interactive game to increase disease- and regimen-specific knowledge as well as address misconceptions or beliefs about medications through a true or false quiz</td>
</tr>
<tr>
<td>Habit formation</td>
<td>• Development of if-then statements that help patients develop habits to take medications even when their routines are disrupted</td>
</tr>
<tr>
<td>Goal setting</td>
<td>• Develop specific, measurable, achievable, relevant, time-bound goals for adherence</td>
</tr>
<tr>
<td></td>
<td>• Celebrate success that allows patients with perfect adherence to create a reward certificate</td>
</tr>
</tbody>
</table>

<sup>a</sup>HTN: hypertension.

### Description of the AC Group

To control for attention and novelty of the technology, patients randomized to the AC group completed the introductory tailoring survey on the same platform as the patients in the intervention group; however, they did not receive the results displaying their 2 most salient adherence barriers. After the completion of the tailoring survey, the program directed patients to a menu of health education modules on topics unrelated to medication adherence. The duration of the modules was the same as that of the intervention; the modules included basic information derived from the resources published by national organizations (e.g., National Cancer Institute) on areas such as the cause and consequences of the disease, associated risk factors, and lifestyle changes.

### Study Measures

#### Acceptability

The acceptability of the intervention was assessed through exit interviews conducted with patients in the intervention group at the 3-month visit. Questions inquired about the perceived ease of use of the tablet-delivered intervention, usefulness of the intervention to address patients’ adherence barriers, relevance of the content, satisfaction with the different intervention modules (Figure 2), and recommendations for improvement.
Preliminary Efficacy

The preliminary efficacy of the intervention was assessed at baseline and 3 months using behavioral and clinical outcome measures of medication adherence, reduction in SBP and DBP, and reduction in HbA1c. A 3-month follow-up was chosen to mimic clinical practice for measuring changes in BP and HbA1c in patients with uncontrolled HTN and T2D, respectively.

Medication Adherence

Medication adherence was assessed using the well-validated MMAS-8 score ($\alpha=.83$) [23]. The MMAS-8 has a reported sensitivity of 93% and specificity of 53% in detecting nonadherence when compared with prescription refill data [23]. Higher scores on the MMAS-8 have been associated with higher rates of uncontrolled BP and poor glycemic control among adults with HTN and T2D, respectively [23].

BP

BP was assessed using validated automated WatchBP monitors (Microlife) at all study visits, following the American Heart Association guidelines [35]. The average of 3 SBP and DBP readings was used as the measurement for each study visit.

HbA1c

HbA1c was assessed using a blood sample drawn via finger-stick and analyzed using a validated point-of-care device (Afinion AS100 Analyzer) that provides HbA1c results in 3 min.

IMB Tailoring Survey

Constructs of the IMB model in the tailoring survey were assessed using a modified version of the empirically validated IMB Adherence Questionnaire [36]. The scale was originally designed to measure the barriers and facilitators of adherence among patients who were HIV positive in clinical care. The 33-item questionnaire comprises 3 subscales, which quantify patients’ adherence-related informational (9 items), motivational (10 items), and/or behavioral skills (14 items) and strengths and weaknesses. Responses were given on a 5-point Likert scale, ranging from I strongly disagree to I strongly agree.

The barriers identified in the IMB survey were used to create individualized adherence profiles that drove the intervention content. Responses given in a critical range for each subscale of the questionnaire (ie, response of strongly agree) reflected a significant deficit in the adherence behavior. Automated decision rules and algorithms were used to synthesize the data and generate an individualized adherence profile that summarized the patient’s barriers to medication adherence from greatest to least (scores range from 0% [no problem] to 100% [significant problem]).
problem]. The most salient barriers for the adherence profile were those with the top 2 relatively higher scores than those with other barriers.

**Other Assessments**

The RA abstracted clinical data from patients’ electronic health record at the initial screening visit and 3-month visit, including duration of HTN and T2D, total number and classes of antihypertensive and oral antidiabetic medications, and comorbid conditions. Data on patient sociodemographics, including age, gender, household income, education level, employment status, and health insurance status were collected from patients at baseline.

**Health Literacy**

Health literacy was also assessed at baseline using the 36-item short-form Test of Functional Health Literacy in Adults (s-TOFHLA) [37]. The s-TOFHLA is a reading comprehension test that has been linked to poorer health outcomes in racial and ethnic minority populations [37-39]. Total scores of 0 to 16 indicate inadequate health literacy, 17 to 22 indicate marginal health literacy, and 23 to 36 indicate adequate health literacy. Health literacy was included as a covariate in all analytic models.

**Analysis**

Sample size estimates for the formative phase were based on best practices for maximizing the information power of qualitative research, which recommends beginning with 8 to 10 participants and adding to the sample, as needed [40]. All interviews were audiorecorded and transcribed verbatim. Two members of the study team trained in qualitative methods conducted the analysis of the audiorecorded interview data. The transcripts of the interviews were uploaded to the Atlas.ti program to facilitate coding and analysis. The transcripts were individually reviewed and analyzed using the grounded theory constant comparison method [41,42]. Specifically, transcripts were coded line by line using open coding (comparing and categorizing data to generate concepts), axial coding (reorganizing data into categories based on relationships within and between these categories), and selective coding (identifying and describing the central themes to generate a conceptual framework) according to facilitators and barriers to medication taking (eg, side effects, cost, forgetfulness, quality of life). Once the transcripts were independently coded, the research team met to discuss the coding and resolve any discrepancies.

As a pilot trial, our sample size estimates for the RCT were exploratory and intended to generate pilot data to calculate the effect sizes needed for a larger trial. On the basis of meta-analyses of adherence interventions, the sample size was calculated using a moderate change in adherence (0.49 between-group difference) [43] as the effect size, power of .80, and significance level of α of .05. This suggested a sample size of 40 patients (20 per group).

Independent t tests and chi-square statistics were used to determine if there were any significant differences between consenting participants who dropped out of the study versus completers on any sociodemographic or clinical variables. To assess acceptability, exit interviews were analyzed using grounded theory methods, as described in the Formative Phase section. The analyses of the RCT outcomes were performed using an intent-to-treat design. Analysis of covariance models were used to analyze continuous medication adherence, BP, and HbA1c outcomes measured at baseline and 3 months while controlling for baseline values of each outcome measure in their respective models. The outcomes were modeled as functions of time, treatment, and time-by-treatment interaction. Missing data were handled by estimating model parameters for each individual using maximum likelihood estimation based on the available data.

**Results**

**Formative Phase**

We invited 13 patients with HTN and/or T2D (4 men and 9 women) to participate in the interviews, of which 3 declined to participate, leaving a total of 10 patients. The reasons for declining participation included being too busy and not being interested in participating in research. Of the 10 patients who agreed to participate, 70% were female, and the mean age was 65.8 years (SD 5.6). The participants varied in their use of technology. Overall, 30% (3/10) of participants exclusively used mobile phones for the primary purposes of talking with family and friends and setting alarms and alerts. Half of the participants used both tablets and mobile devices most commonly to communicate with others and play games. A minority of participants (2/10, 20%) used their devices to track their health (eg, to track medication taking or doctor’s appointments).

On the basis of qualitative feedback from the interview participants, we made several changes to the wording of the IMB survey to reflect a sample of patients with HTN hypertensive and T2D. For example, the question, “I know how my HIV medications interact with alcohol and street drugs” was revised to state, “I know how my [high blood pressure/diabetes] medications interact with other over the counter medications like cough and cold medications.”

The analysis of the interviews revealed 5 major barriers to adherence: (1) disruptions in daily routines, (2) forgetfulness, (3) concerns about adverse effects, (4) preference for natural remedies, and (5) burdens of medication taking. Specifically, interviewees commented on the challenges of remembering to take their medications when rushing in the morning, traveling, attending appointments, or experiencing other disruptions to their daily routine. Several interviewees also expressed concerns about the side effects of the medications and the potential long-term harm that they may cause to their body. These fears sometimes caused interviewees to “take breaks” from their medications to “let their bodies heal.” They also preferred taking natural remedies to treat their HTN and T2D because “all medications, to some degree, are toxic and not from the Earth.”

Finally, despite acknowledging the need for medications, all the interviewees felt that their life is limited because of the medications. For example, one interviewee commented that feeling dependent on insulin constrains their ability “to travel, be active, and just have fun.” The short- and long-term concerns...
about medications expressed by the participants in the interviews (ie, themes 3-5) were noted as key sociocultural beliefs to address in the intervention to improve adherence behaviors in Black patients.

In total, 3 strategies to promote adherence also emerged from the interviews: collaborative patient-provider communication, use of peer vignettes, and stress reduction techniques. Overall, most interviewees trusted their providers but felt that they lacked the skills to confidently speak with him or her about their medication concerns. They recommended including interactive modules that allowed them to prepare a list of questions they could ask their provider to help facilitate this discussion. Peer vignettes about common challenges others face in managing their HTN and T2D was also a commonly discussed strategy to improve medication adherence. Interviewees recommended including videos featuring peers who share their experiences overcoming challenges to make healthy lifestyle changes to improve their HTN and T2D and tips for integrating medication taking into their daily routine. Finally, all interviewees commented on the importance of including modules that explain how stress affects health and learning stress reduction techniques to improve their emotional and physical well-being. On the basis of these themes, we developed a list of evidence-based adherence-promoting strategies that could help patients address the aforementioned barriers (Table 1 and Figure 3).

Figure 3. Intervention flow. SMART: specific, measurable, achievable, relevant, time-bound.

Each strategy was socioculturally tailored for Black patients based on feedback from the interviews, the research teams’ expertise, and the existing literature [7,30,43-47]. For example, the Myth Busters module addressed inaccurate beliefs about medications by including true or false questions about the use of herbal remedies to treat HTN and T2D, the effectiveness of generic medications, and the long-term safety of medications. The Helping Hands video included video testimonials by Black patients who participated in the formative phase interviews and spoke about how they overcame difficulties by asking their provider questions about their medications and how their values supported their decision to make healthy lifestyle changes and take medications, as prescribed. Finally, the Relaxation Station discussed the use of prayer and guided meditation as strategies to lower the negative effects of stress on the body.

Clinical Efficacy Phase

From July 2016 to January 2018, we screened 95 patients for eligibility. Of these patients, we excluded 53 because they did not have an HTN and/or T2D diagnosis (n=11), their condition was under control (n=7), or they reported being adherent to their medications (n=35). Thus, 42 patients participated in the pilot RCT, of which 21 were randomized to each arm (Figure 1). Overall, 42 participants completed the 3-month visit; one patient from the AC group was lost to follow-up. There were no differences between patients who completed the trial and those who were lost to follow-up in terms of any sociodemographic or clinical characteristics (P>.05).

The mean age was 57.6 years (SD 11.1), 54.8% were men, 86% (36/42) had an income of ≤US $40,000 per year, and 55% (23/42) had a high school education (Table 2). Approximately half of the patients (19/42, 45%) had Medicaid. On average, patients were prescribed 3.2 (SD 1.8) antihypertensive and oral diabetic medications. In addition, 95% (40/42) of the patients had adequate health literacy. Patients in the intervention group were significantly more likely to be unemployed than patients in the AC group (20/42, 95% vs 9/42, 43%; P<.001); thus, employment status was entered as a covariate in all analyses.

For both patients with HTN and T2D, negative attitudes or beliefs about medications (motivation-attitude) and greater personal concerns about taking medications (motivation-personal) were the most salient barriers to medication adherence identified by the IMB tailoring survey at baseline (see Multimedia Appendix 1 for data on all the barriers). On the basis of these barriers, the most frequently matched intervention strategies were the Helping Hands vignettes (9/21, 43%), the Myth Busters game (5/21, 24%), and the Doc-Talk activity (3/21, 14%; Table 1).
Table 2. Baseline sociodemographic characteristics for all patients and by study group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All patients (N=42)</th>
<th>Intervention patients (n=21)</th>
<th>Attention control patients (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years); range: 36-82, mean (SD)</td>
<td>57.6 (11.1)</td>
<td>59.7 (10.7)</td>
<td>54.5 (11.3)</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>23 (54.8)</td>
<td>11 (52.4)</td>
<td>12 (57.1)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>11 (26.2)</td>
<td>5 (23.8)</td>
<td>6 (28.6)</td>
</tr>
<tr>
<td>Married</td>
<td>8 (19.0)</td>
<td>3 (14.3)</td>
<td>5 (23.8)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>16 (38.1)</td>
<td>9 (42.9)</td>
<td>7 (33.3)</td>
</tr>
<tr>
<td>Widowed</td>
<td>7 (16.7)</td>
<td>4 (19.0)</td>
<td>3 (14.3)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>5 (11.9)</td>
<td>2 (9.5)</td>
<td>3 (14.3)</td>
</tr>
<tr>
<td>High school or technical school</td>
<td>23 (54.8)</td>
<td>13 (61.9)</td>
<td>10 (47.6)</td>
</tr>
<tr>
<td>Some college</td>
<td>6 (14.3)</td>
<td>3 (14.3)</td>
<td>3 (14.3)</td>
</tr>
<tr>
<td>College and above</td>
<td>8 (18.9)</td>
<td>3 (14.3)</td>
<td>5 (23.8)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>29 (69.0)</td>
<td>20 (95.2)</td>
<td>9 (42.9)</td>
</tr>
<tr>
<td><strong>Income (US$), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>26 (62.8)</td>
<td>13 (61.9)</td>
<td>13 (61.9)</td>
</tr>
<tr>
<td>20,000-40,000</td>
<td>10 (23.2)</td>
<td>6 (28.5)</td>
<td>4 (19.0)</td>
</tr>
<tr>
<td>&gt;40,000</td>
<td>6 (14.0)</td>
<td>2 (9.5)</td>
<td>4 (19.0)</td>
</tr>
<tr>
<td><strong>Insurance, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>8 (19.0)</td>
<td>3 (14.3)</td>
<td>5 (23.8)</td>
</tr>
<tr>
<td>Medicare without Medicaid</td>
<td>7 (16.7)</td>
<td>4 (19.0)</td>
<td>3 (14.3)</td>
</tr>
<tr>
<td>Medicaid only or with Medicare</td>
<td>19 (45.3)</td>
<td>10 (47.7)</td>
<td>9 (42.9)</td>
</tr>
<tr>
<td>None</td>
<td>8 (19.0)</td>
<td>4 (19.0)</td>
<td>4 (19.0)</td>
</tr>
<tr>
<td><strong>Health literacy, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inadequate</td>
<td>1 (2.3)</td>
<td>0 (0)</td>
<td>2 (9.5)</td>
</tr>
<tr>
<td>Marginal</td>
<td>1 (2.3)</td>
<td>0 (0)</td>
<td>1 (4.8)</td>
</tr>
<tr>
<td>Adequate</td>
<td>40 (95.4)</td>
<td>21 (100)</td>
<td>18 (85.7)</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>31 (72.1)</td>
<td>17 (77.3)</td>
<td>14 (66.7)</td>
</tr>
<tr>
<td>Stroke, n (%)</td>
<td>6 (14)</td>
<td>3 (14.3)</td>
<td>3 (14.3)</td>
</tr>
<tr>
<td>Kidney disease, n (%)</td>
<td>2 (4.7)</td>
<td>2 (9.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Number of antihypertensive or oral diabetic medications, mean (SD)</td>
<td>3.20 (1.8)</td>
<td>3.65 (1.8)</td>
<td>2.75 (1.7)</td>
</tr>
</tbody>
</table>

**Acceptability of Intervention**

Overall, 92% (19/21) of the patients in the intervention group agreed that the mHealth intervention could be an effective tool to help patients take their medications. Specifically, they benefited by learning the importance of taking their medications (17/21, 82%), learning how to speak to their doctor about medication concerns (14/21, 67%), and developing new habits to take medications regularly or make healthy lifestyle changes (19/21, 92%). Most (19/21, 92%) patients rated the vignettes as the best intervention strategy. All patients (21/21, 100%) felt that the intervention was designed for someone like them. The patients suggested the following modifications: (1) shortening the tailoring survey so more time can be spent using the strategies (9/21, 43%), (2) share the results with their doctor to help stimulate conversations about challenges to adherence during the clinic visit (17/21, 82%), and (3) improve tablet button size and sensitivity and audio quality (8/21, 40%). Finally, one-third of patients (7/21, 33%) recommended adding a health educator in addition to the mHealth intervention because they felt it would be beneficial to also discuss questions with a person.

**Effect of the Intervention on Medication Adherence**

The mean self-reported adherence for the intervention and AC groups at baseline was 4.4 (SD 1.3) and 4.0 (SD 1.3, range: 0-8), respectively. There was a significant improvement in adherence across the 3-month study for both groups (mean
change 1.4, SD 1.6; $P<.001)$. At 3 months, 63.2% of the intervention group compared with 55.6% of the AC group reported being adherent to their medications (MMAS-8 score≥6); however, there were no between-group differences ($F_{1,36}=0.5; P=.50$; Table 3).

**Table 3.** Change in medication adherence blood pressure and hemoglobin A1c between baseline and 3 months by study group.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Control participants (n=21)</th>
<th>Intervention participants (n=21)</th>
<th>$F$ test $^a$ (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication adherence, mean (SD); range: 0-8$^{b,c}$</td>
<td>Baseline 4.0 (1.3)</td>
<td>3 months 5.5 (2.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Change N/A</td>
<td>1.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic BP, mean (SD) mm Hg</td>
<td>Baseline 137.4 (17.8)</td>
<td>3 months 135.1 (19.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Change N/A</td>
<td>1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diastolic BP, mean (SD) mm Hg</td>
<td>Baseline 88.5 (10.9)</td>
<td>3 months 87.4 (10.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Change N/A</td>
<td>−2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemoglobin A1c, n (%)</td>
<td>Baseline 7.3 (2.8)</td>
<td>3 months 7.8 (2.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Change N/A</td>
<td>+0.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
|                                             | $^aF$ statistic results of the analysis of covariance.  
$^b$Higher scores indicate better adherence.  
$^c$The eight-item Morisky Medication Adherence Scale (MMAS-8) scoring and coding presented in the study was done using the electronic Morisky Widget MMAS-8 software. The use of the Morisky Widget MMAS-8 software, copyright registration number TX 8-816-517, is protected by US copyright laws. Permission for use of the Morisky Widget MMAS-8 software is required and was obtained for this research. A license agreement is available from MMAS Research LLC 14725 NE 20th St Bellevue, WA 98007, United States; strubow@morisky.org.  
$^d$N/A: not applicable.  
$^e$BP: blood pressure. |

**Effect of the Intervention on BP and HbA1c**

The mean baseline BP for the intervention group was 139.9 (SD 18.3)/84.1 (SD 14.4) mm Hg and that for the AC group was 137.4 (SD 17.8)/87.4 (SD 10.3) mm Hg. SBP significantly improved over time for the total sample (mean −4.8, SD 16.1 mm Hg; $P=.04$). The intervention group showed a 6.7 mm Hg greater reduction in SBP than the AC group, with no between-group difference ($F_{1,26}=3.1; P=.10$). The reduction in DBP across the 3 months for the total sample was nonsignificant (mean −1.97, SD 9.19 mm Hg; $P=.20$); however, the intervention group showed a 2.7 mm Hg greater reduction in DBP than the AC group.

The mean HbA1c was 8.2% (SD 2.7) in the intervention group and 7.8% (SD 2.5) in the AC group. The decrease in HbA1c across the 3 months for the total sample was nonsignificant (mean −0.2%, SD 0.3%; $P=.50$). However, the intervention group exhibited a 0.3% reduction in HbA1c over time, whereas the AC group showed a 0.5% increase.

**Discussion**

**Principal Findings**

This feasibility study evaluated the acceptability and preliminary efficacy of a theory-driven mHealth intervention that was socioculturally tailored for Black patients with uncontrolled HTN and/or T2D to address their most salient barriers to medication adherence. Exit interviews demonstrated high acceptability of the intervention with patients rating it easy to use, enjoyable, and beneficial for understanding the importance of being adherent and for learning strategies to talk to their providers about medication concerns and developing habits to routinely take their medications and make lifestyle changes. Despite high acceptability, one-third of intervention participants recommended including a health educator as an adjunct to the mHealth intervention, suggesting that some in-person contact is important and could not be replaced by the design of this intervention. Future research should test whether inclusion of an avatar-narrator who uses a storytelling approach to guide patients through the program and answer questions may be a suitable alternative to the educator.

Contrary to our hypotheses, we did not observe significant between-group differences in self-reported medication adherence and SBP reduction at 3 months. However, the results did show that patients in the intervention group exhibited greater improvements in BP and HbA1c across the 3-month study than patients in the AC group. Future research should replicate this study with a larger sample size for a longer duration to determine whether these effects are of clinical significance and can be sustained over time.

Our findings are similar to those of previous studies, which found that tablet-based interventions may be an acceptable approach for addressing medication nonadherence in patients with cardiovascular diseases and T2D [48-50]. However, many
of the interventions were medication management systems that provided medication reminders, similar to text messaging programs, and did not address motivational or behavioral barriers to adherence [51,52]. One exception was My Interventional Drug-Eluting Stent Education App (MyIDEA), which was a tablet-delivered intervention designed to improve antithrombotic medication adherence among 24 patients who had a percutaneous coronary intervention [49]. The MyIDEA program combined tailored information about patients’ symptoms with patient vignettes about the importance of medication adherence. Usage data, measured as the time using the MyIDEA program, suggested that the use of patient vignettes was an acceptable intervention approach for this study population. Similar to this study, the intervention group also demonstrated a greater, albeit nonsignificant, increase in medication adherence than the control group.

There are several strengths to this study. First, we included the target population in the design of the intervention to ensure that the end product incorporated the needs, skills, and preferences of the users. Second, the intervention moved beyond relying on a single bullet approach to improve medication adherence by using individualized profiles that identified patients’ most salient adherence barriers and subsequently matched the appropriate mix of strategies to address those needs. Finally, we limited our population to nonadherent patients, thereby targeting high-risk patients who are more likely to be high users of the health care system because of uncontrolled T2D or HTN and its related complications.

Limitations

Despite these strengths, there are several reasons for the null findings of our study. These may include the small sample size and short time frame. Moreover, the use of an AC condition may have served as an intervention itself, thereby diminishing our ability to find between-group differences. We may have also failed to intervene on other important barriers to adherence that were not captured by the IMB survey or identified through feedback from participants during the formative phase of the study. Although this study comprised patients with HTN or T2D, small sample sizes in each disease state (6 patients only had a diagnosis of HTN and 5 only had a diagnosis of T2D) prohibited testing the effectiveness of the intervention in either of these subgroups. However, in the exit interviews, several participants spoke about the relative importance of the 2 diseases, often regarding T2D as more dangerous and thus considered it more important to get under control than HTN. A similar finding was documented in a qualitative study of racially diverse patients with comorbid T2D and HTN [53]. Future research should explore whether additional intervention strategies are needed to address patients’ perceptions about the importance of BP control when also diagnosed as having T2D.

The intervention was also delivered only once; thus, we do not know if a higher dose would have been acceptable or led to improved outcomes. Future research should examine whether implementing the intervention in the clinic waiting room as part of regular care (eg, every 3 months for patients with uncontrolled disease) would help to prepare patients to discuss challenges with medication adherence with their provider and lead to improvements in patient activation, medication adherence, and disease control [54,55]. Finally, it is possible that participants exhibited a recall bias when rating the acceptability of the intervention because these questions were asked 3 months after the completion of the intervention. The methodological limitations of our study are similar to those documented above and in systematic reviews of mHealth interventions targeting medication adherence and reinforce the call for more methodologically rigorous studies of mHealth interventions that include larger sample sizes, are of a longer duration, and use more robust measures of medication adherence to determine the sustainable impact of these approaches on health behavior change [56]. Medication adherence was also assessed by self-report, which may have resulted in an overestimation of adherence levels. Future studies should use a more objective measure of adherence to confirm our findings. Finally, although medication adherence is a primary contributor to BP and glycemic control, other factors such as changes in lifestyle behaviors may explain our reductions in BP and HbA1c, but were not measured in this study.

In conclusion, this feasibility study demonstrates the acceptability of a tailored mHealth adherence intervention for Black patients with uncontrolled HTN and/or T2D. Modifications to the intervention that enhance the technical functions and streamline the IMB questionnaire should guide future evaluation of the intervention in a larger sample.

Acknowledgments

The authors would like to thank Obinna Nwafur, Julia Bails, and Lauren Jacobowitz for their assistance with this project. The MMAS-8 scoring and coding presented in this study were performed using the electronic Morisky Widget MMAS-8 software. The use of the Morisky Widget MMAS-8 software, copyright registration number TX 8-816-517, is protected by US copyright laws. Permission for the use of the Morisky Widget MMAS-8 software is required and was obtained for this research. A license agreement is available from MMAS Research LLC 14725 NE 20th St Bellevue, WA 98007, United States; strubow@morisky.org. This work was supported by a grant from Merck & Co, Inc, and NIH CTSA at NYU UL1TR001445 (principal investigator: AS).

Conflicts of Interest

AS, ML, and MB have no competing interests or financial disclosures to declare. KS and WW were paid as consultants to develop the mHealth intervention for this project.
Multimedia Appendix 1

Frequency of top two adherence barriers identified by the information-motivation-behavioral skills model of adherence survey among intervention participants.

[DOCX File _13 KB - mhealth_v8i9e17135_app1.docx ]

References


Abbreviations

AC: attention control
BP: blood pressure
DBP: diastolic blood pressure
HbA1c: hemoglobin A1c
HTN: hypertension
IMB: Information-Motivation-Behavioral skills model of adherence
mHealth: mobile health
MMAS: Morisky Medication Adherence Scale
MyIDEA: My Interventional Drug-Eluting Stent Education App
RA: research assistant
RCT: randomized controlled trial
s-TOFHLA: 36-item short-form Test of Functional Health Literacy in Adults
SBP: systolic blood pressure
T2D: type 2 diabetes

©Antoinette Schoenthaler, Michelle Leon, Mark Butler, Karsten Steinhaeuser, William Wardzinski. Originally published in JMIR mHealth and uHealth (http://mhealth.jmir.org), 23.09.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR mHealth and uHealth, is properly cited. The complete bibliographic information, a link to the original publication on http://mhealth.jmir.org/, as well as this copyright and license information must be included.
Feasibility of a Novel Mobile C-Reactive Protein–Testing Device Using Gold-Linked Electrochemical Immunoassay: Clinical Performance Study

Yuko Gondoh-Noda1, MD; Mitsuhiro Kometani2, MD, PhD; Akihiro Nomura3,4, MD, PhD; Daisuke Aono2, MD, PhD; Shigehiro Karashima2, MD, PhD; Hiromi Ushijima5, PhD; Eiichi Tamiya5,6, PhD; Toshinori Murayama4, MD, PhD; Takashi Yoneda2,7,8, MD, PhD

1Department of Clinical Development, Kanazawa University Graduate School of Medicine, Kanazawa, Japan
2Division of Endocrinology and Hypertension, Department of Cardiovascular and Internal Medicine, Graduate School of Medical Sciences, Kanazawa University, Kanazawa, Japan
3Department of Cardiovascular Medicine, Kanazawa University Graduate School of Medical Sciences, Innovative Clinical Research Center, Kanazawa University (iCREK), Kanazawa, Japan
4Innovative Clinical Research Center, Kanazawa University (iCREK), Kanazawa, Japan
5BioDevice Technology Ltd, Nomi, Japan
6Department of Applied Physics, Graduate School of Engineering, Osaka University, Nomi, Japan
7Department of Health Promotion and Medicine of the Future, Graduate School of Medical Sciences, Kanazawa University, Kanazawa, Japan
8Program Management Office for Medical Innovation, Graduate School of Medical Sciences, Kanazawa University, Kanazawa, Japan

Corresponding Author:
Takashi Yoneda, MD, PhD
Division of Endocrinology and Hypertension, Department of Cardiovascular and Internal Medicine
Graduate School of Medical Sciences
Kanazawa University
13-1 Takara-machi
Kanazawa, 920-8641
Japan
Phone: 81 76 265 2778
Email: endocrin@med.kanazawa-u.ac.jp

Abstract

Background:  Home-based care is one of the most promising solutions to provide sufficient medical care for several older patients in Japan. However, because of insufficient diagnostic devices, it is sometimes difficult to detect early signs of the occurrence or worsening of diseases, such as infections under home-based care settings. C-reactive protein (CRP) is highly sensitive to diagnosing infections, and its elevation can help diagnose acute infection in older patients. Therefore, a CRP-measuring device that can be used in such a specific occasion is needed for home-based care. However, aspects such as its size, weight, and procedure are still challenging with respect to the practical use of mobile devices that quantitatively measure CRP levels easily and quickly under home-based care settings.

Objective:  We developed a new mobile, rapid CRP measurement device using a gold-linked electrochemical immunoassay (GLEIA) system. The aim of this study was to evaluate the feasibility of this mobile CRP-testing device.

Methods:  First, we assessed the performance of bare GLEIA-based electrode chips as the foundation of the device. After embedding the bare GLEIA-based electrode chips in a special plastic case and developing the mobile CRP-testing device, we further tested the device prototype using clinical blood samples. Finally, we evaluated the intra-assay variability for precision in the same condition and inter-assay variability for reproducibility in different conditions.

Results:  Blood samples for analysis were obtained by direct vein puncture from outpatients (N=85; females: 57/85; males: 28/85; age: 19-88 years) at Kanazawa University Hospital in Japan. For performance evaluation of bare GLEIA-based electrode chips, we used 85 clinical blood samples. There was a significant positive correlation between the electrode-predicted CRP levels and the reference CRP concentrations (R²=0.947; P<.001). The assembled device was mobile (size 45×90×2.4 mm; weight 10 g) and disposable. The minimum volume of the sample needed for measuring CRP was 1.4 µL. The estimated preanalytical time...
was approximately 7 minutes and 40 seconds, and analysis time was approximately 1 minute and 10 seconds. Subsequently, for performance evaluation of the mobile CRP-testing device using GLEIA-based electrode chips, we used 26 clinical blood samples and found a significant positive correlation between the mobile device-predicted CRP levels and the reference CRP concentrations \( (R^2=0.866, P<.001) \). The intra-assay variabilities were 34.2%, 40.8%, and 24.5% for low, medium, and high CRP concentrations, respectively. The inter-assay variabilities were 46.5%, 38.3%, and 64.1% for low, medium, and high CRP concentrations, respectively.

**Conclusions:** Our findings suggest that this new mobile CRP-testing device might be suitable for use in home-based care settings.

*(JMIR Mhealth Uhealth 2020;8(9):e18782) doi:10.2196/18782*
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**Introduction**

Home-based care is one of the most promising solutions to provide sufficient medical care for the large number of older patients in Japan, because the ageing rate in Japan is expected to reach as high as 26.2% in 2020 [1]. Home-based care mainly provides general medical care for older patients who face difficulties in seeing doctors at hospitals or those who wish to live in their homes rather than at medical facilities. Home-based care also meets the governmental demand in Japan to alleviate hospitalization burden and to decrease total medical costs [2]. However, because of insufficient diagnostic devices, it is sometimes difficult to detect early signs of disease occurrence or worsening such as by infections in these settings [2-4]. Diagnostic delay worsens the prognosis of infectious diseases [5]. Thus, a better tool for early diagnosis of infection is needed in home-based care settings.

Nowadays, blood tests to check systemic inflammation are being used in Japanese hospitals, as they are easy and useful for early diagnosis of infectious diseases [6-8]. C-reactive protein (CRP), a plasma protein and a major component of inflammatory reactions, is widely used as an objective indicator of systemic inflammation [9-11]. CRP is highly sensitive for diagnosing infections [12], and its elevation can help diagnose acute infection in older patients [13]. It is also known that CRP is a useful tool for correlation with longer overall survival in early-stage malignancies [14]. Although at least 8 different semi-quantitative strips and quantitative point-of-care tests for CRP level have already been reported, each of these methods has both practical merits and demerits [15]. One of them is too big and heavy to carry, and the others need long times to obtain the result or have limitations related to their material.

The gold-linked electrochemical immunoassay (GLEIA) system is a highly sensitive electrochemistry assay that uses gold nanoparticle–labeled antibodies [16], and provides advantages in the aspects of miniaturization and time saving. Therefore, we developed a new mobile and rapid CRP measurement device using a GLEIA system for quantitative, easy, and immediate measurement of serum CRP levels from patients’ blood samples.

In this study, we evaluated the feasibility of a new mobile, rapid CRP measurement device using the GLEIA system.

**Methods**

**Overview**

Figure 1 shows the flowchart of clinical performance tests for the mobile CRP-testing device.

In study 1, we first assessed the electrolytic currents associated with standardized CRP concentrations (0, 0.25, 1, 4, 8, and 16 mg/dL) using bare GLEIA-based electrode chips and constructed a “current-to-CRP” curve for calibration. Next, we established a prediction formula using the calibration curve to determine the serum CRP concentration from the electrolytic current. We then recruited 85 participants to validate the bare GLEIA-based electrode chips using clinical specimens. The participants underwent a blood test, and their CRP level was checked in advance at Kanazawa University Hospital for suspected infectious diseases or to evaluate the condition of a disease. We calculated the correlation between chip-based measurements and laboratory measurements. After developing the mobile CRP-testing device (prototype system) embedded with the GLEIA-based electrode chips, we repeated the verification procedure using that prototype system (study 2). In study 2, we assessed the electrolytic currents associated with standardized CRP concentrations (0, 0.25, 1, 4, 8, and 16, 32 mg/dL) using the prototype device and constructed a “current-to-CRP” curve for calibration. We then validated the prototype system using 25 clinical samples as in study 1. We also performed Bland-Altman analysis and intra- and inter-assay variability testing of the mobile CRP-testing device for practical use.

This study was approved by the Ethics Committees of Kanazawa University (no. 2017078). The written informed consent was waived because we used existing samples with no additional invasion to the patients. We used an opt-out approach to protect the patients’ rights to reject the participate in this study. This was done by posting the study description document on the website of Kanazawa University Hospital, which is open to every patient. All methods were performed in accordance with the approved guidelines and regulations.

http://mhealth.jmir.org/2020/9/e18782/
Blood Samples
Blood samples were obtained by direct vein puncture from outpatients (N=85; females: 57/85; male: 28/85; age: 19-88 years) at Kanazawa University Hospital in Japan. Their CRP concentrations ranged from 0.0 to 15.5 mg/dL. These blood samples were collected in blood collection tubes with sodium citrate and were centrifuged at 3000 g for 10 minutes within 1 day after collection. We used 100 µL of serum from these blood samples for the GLEIA-based measurement of CRP levels. Serum was transferred to microtubes and frozen at –80°C, and it took approximately 1 week before the serum was frozen. Frozen serum samples packed in a dedicated container were properly transported with ice packs to the laboratory of BioDevice Technology Inc by the coinvestigators. Serum samples were thawed and analyzed using the bare GLEIA-based electrode chips and the prototype system.

The GLEIA System
In the GLEIA method, immobilized primary antibodies on electrodes and gold nanoparticle–linked secondary antibodies form a sandwich structure with the antigen. Anti–C-reactive protein antibody (RRID: AB_2085618, Abcam) and Gold nanoparticles of 60 nm (Gold nanoparticles 60 nm, BBI Solutions) were used in this study. After the reaction, the free gold-linked antibodies were removed by washing with an acidic solution to fix the gold nanoparticles on the electrode surface and to oxidize the gold nanoparticles. After measuring the reduction current of oxidized gold nanoparticles using differential pulse voltammetry (DPV), we quantified the CRP levels using a “current-to-CRP” calibration curve, which was generated using quality control serum samples. We used the equation of the calibration curve to determine the CRP concentrations. The results of the test were not blinded to the operators performing the GLEIA measurements.

All 85 samples were analyzed using GLEIA electrode chips to determine the correlation between CRP levels (measured using the bare GLEIA-based electrode chips) and the laboratory-measured CRP concentrations as reference. Initially, we measured the reduction current; if the current exceeded the maximum value, it was rechecked up to 3 times. Data were rechecked in 7 cases. Some samples were rechecked at least once. Following this rechecking process, 4 samples were excluded from further analyses because no data were obtained. After developing the new GLEIA measurement system, we used 26 samples for further analysis using the prototype. If the current exceeded the maximum value, the data were rechecked; one sample showed no data.

Performance Evaluation of the Bare GLEIA-Based Electrode Chips
Initially, serum was added to a microtube containing gold-linked secondary antibodies; these serum samples were then mixed with the diluting solution and diluted 1000-fold. The samples were then placed on the GLEIA electrode chips immobilized primary antibodies, and after formation of the sandwich structure resulting from the antigen-antibody reaction, excess antibodies were washed out by rinsing with the washing solution in a beaker. Finally, we connected the analyzer which uses DPV system to the electrode chips in order to determine the results and calculated the CRP levels using an Internet of Things (IoT) device. This IoT device is a computer terminal using proprietary software for the analyzer (BDTminiSTAT100) and the environment is Windows 7 to 10.

Performance Evaluation of the Mobile CRP-Testing Device
The mobile device size was 45×90×2.4 mm, and its weight was 10 g. The analyzer (BDTminiSTAT100) was 50×70×25 mm in size, and it weighed 65 g. The adaptation equipment size was
70×120×15 mm, and it weighed 130 g. This adaptation equipment is necessary to connect the electrode to the analyzer in the correct manner. Initially, serum was added to wells coated with the gold-linked antigen, and then serum samples were mixed with the diluting solution and diluted 1000-fold. These samples were then placed on the GLEIA electrode, and after formation of the sandwich structure resulting from the antigen-antibody reaction, excess antibodies were washed out by attaching a liquid tank to the prototype system. Finally, we connected the analyzer to determine the results and calculated the CRP levels using an IoT device for Windows.

**Laboratory Measurements**

Results from laboratory measurements were determined before the results from GLEIA measurements. We used Quoligent CRP reagent (Sekisui Medical Co, Ltd) and a Hitachi LABOSPECT-L instrument for laboratory measurements and then visualized the results using electronic medical records within a few hours. The analytical range of the measurements was between 0.02 and 42 mg/dL, and the intra-assay coefficient of variation was less than or equal to 5%.

**Statistical Analysis**

Data were expressed as means (SD). Statistical analyses were performed using Excel 2016 (Microsoft) with an add-in software Statcel4 (OMS). Spearman rank correlation coefficient was used to analyze correlations between GLEIA measurements and laboratory measurements, and P values less than 0.05 were considered statistically significant. Bland-Altman plots were drawn using R version 3.4.3.

**Results**

The production process from the chips to the prototype and the diagram depicting the reaction occurring on the chip are shown in Figure 2. The mobile CRP-testing device (prototype system) was embedded with the GLEIA-based electrode chips and the liquid tank. The diagram depicting the reaction occurring on the chip is shown at the lower left. The cross-section of plastic case is shown at the lower right.

![Figure 2. Production process from the chips to the prototype and the schematic of GLEIA measurement. CRP: c-reactive protein; GLEIA: gold-linked electrochemical immunoassay.](image-url)

**The mobile CRP testing device ▼ (prototype system)**

- **Absorbent paper**
- **The chips**
- **Liquid tank**

- **The bare GLEIA-based electrode chips**
- **The gold-linked secondary antibodies**
- **The antigen**
- **The primary antibodies**

- **The antigen-antibody reaction; sandwich structure**

- **The layered design of the device**
Study 1: Performance of the Bare GLEIA-Based Electrode Chips

First, we tested the performance of bare GLEIA-based electrode chips. We constructed an electrolytic reduction current-to-CRP calibration curve based on the electrolytic current produced by the chips and each standardized CRP concentration using the Michaelis-Menten model [17]. Figure 3 A represents the calibration curve between reduction current (μA) and CRP (mg/dL) level measured using GLEIA electrode chips. The formula for the Michaelis-Menten model between the current (μA) and CRP (mg/dL) was as follows: \( y = \frac{V_{\text{max}} \cdot x}{(K_m + x)} \), \( V_{\text{max}} = 1.43697 \), \( K_m = 30.56623 \).

For performance evaluation, we measured the reduction current using 85 clinical blood samples. If the current exceeded the maximum value, it was rechecked at least once because it did not fit within the calibration curve. Following this rechecking process, 4 samples were excluded from further analyses because no data were obtained. Then, we tested the correlation between the electrode-predicted CRP levels (based on the prediction formula) and the laboratory-measured CRP concentrations (used as reference). Figure 3 B presents the correlation between CRP levels measured using the GLEIA electrode chips and the laboratory-measured CRP concentrations (reference). There was a significant positive correlation (\( R=0.972962; n=81; y=1.0049 + 0.2305x; P<.001 \)) between the CRP levels detected by these 2 methods. There was a significant positive correlation between the electrode-predicted CRP levels and the reference CRP concentrations (\( R^2=0.947; P<.001 \)).

Figure 3. The current-to-CRP calibration curve (A) and the correlation between the chips-measured CRP levels and the laboratory-measured CRP levels (B). CRP: c-reactive protein; ELISA: enzyme-linked immunosorbent assay.

Study 2: Performance of the Mobile CRP-Testing Device Using the GLEIA-Based Electrode Chips

Next, we assessed the performance of the mobile CRP-testing device using the GLEIA-based electrode chips tested in study 1. The device was mobile (size 45×90×2.4 mm; weight 10 g) and disposable; and the adaptation equipment could be used several times. The minimum amount of material required for measuring CRP was 1.4 μL. The estimated preanalytical time was approximately 7 minutes and 40 seconds, and the analysis time was approximately 1 minute and 10 seconds.

We again constructed an electrolytic reduction current-to-CRP calibration curve between the electrolytic current produced by the mobile CRP-testing device and each standardized CRP concentration using the Michaelis-Menten model. Figure 4 A presents the calibration curve between the reduction current (μA) and CRP (mg/dL) using the prototype mobile CRP-testing device. The CRP level prediction formula based on the calibration curve was as follows: \( y = \frac{V_{\text{max}} \cdot x}{(K_m + x)} \), \( V_{\text{max}} = 1.56341 \), \( K_m = 74.54069 \).

For performance evaluation, we measured the reduction current using 26 clinical blood samples. Of these, 1 sample yielded no data and was excluded from further analyses. We then tested the correlation between electrode-predicted CRP levels using the prediction formula and the laboratory-measured CRP concentrations as a reference. Figure 4 B presents Correlation between the mobile CRP-testing device and the laboratory-measured CRP concentrations (reference). There was a significant positive correlation (\( R=0.930769; n=25; y=0.898x + 0.6919; P<.001 \)) between the CRP levels detected by these 2 methods. As expected, we found a significant positive correlation between the mobile device-predicted CRP levels and the reference CRP concentrations (\( R^2=0.866, P<.001 \)).
Furthermore, we performed Bland-Altman analysis for elucidating whether there were any systematic errors. The results of the agreement between the CRP level using the prototype and laboratory measurements are shown graphically in Figure 5. Differences between the CRP levels measured using the mobile CRP-testing device and the laboratory-measured CRP concentrations were calculated for each method and were plotted against the mean values of both measurements. The mean difference was 0.234. On an average, higher values (CRP > 10 mg/dL) tended to exhibit greater discrepancies between the values compared to the lower values.

Figure 4. The current-to-CRP calibration curve (A) and the correlation between the prototype-measured CRP levels and the laboratory-measured CRP levels (B). CRP: c-reactive protein; ELISA: enzyme-linked immunosorbent assay.

Figure 5. Bland-Altman plot between GLEIA measurement and the laboratory-measured CRP concentrations (reference). CRP: c-reactive protein.
Intra- and Inter-Assay Variability Assessments

Finally, we evaluated the (1) intra-assay variability for precision in the same condition and (2) inter-assay variability for reproducibility in different conditions. First, intra-assay variability of the prototype system was assessed by determining the coefficient of variation using 5 replicate measurements for each of the following 3 samples (low, medium, and high CRP concentration levels) on the same day and in the same conditions. These 3 samples were selected from the rest of the above 85 specimens in terms of CRP concentration for matching approximately low (0 mg/dL), medium (5 mg/dL), and high (over 10 mg/dL) CRP concentration levels, respectively. The intra-assay variabilities were 34.2% for the low (mean 0.5 mg/dL), 40.8% for the medium (5.1 mg/dL), and 29.5% for the high CRP concentrations (14.7 mg/dL).

Second, inter-assay variability of the prototype system was assessed by determining the coefficient of variation using 15 replicate measurements for each of the above 3 samples (low, medium, and high CRP concentration levels) in different conditions. We checked the same sample 3-times on 5 days with different technicians and devices (miniSTAT/pipette). The inter-assay variabilities were 46.5% for the low (mean 0.5 mg/dL), 38.3% for the medium (5.1 mg/dL), and 64.1% for the high CRP concentrations (14.7 mg/dL).

Discussion

Principal Results

In this study, we developed and evaluated the feasibility of a new mobile rapid CRP measurement device using the GLEIA system. Comparison with conventional measurement using enzyme-linked immunosorbent assay (ELISA) has often been performed to evaluate new devices [18]. Therefore, we first assessed the performance of bare GLEIA-based electrode chips and found a significant positive correlation between the electrode-predicted CRP levels and the reference CRP concentrations. Next, we assembled and tested the mobile CRP-testing device (prototype system) embedded with the GLEIA-based electrode and found a significant positive correlation between the mobile device-predicted CRP levels and the reference CRP concentrations. We also found the limitation of increasing discrepancy at higher levels of CRP. There is a possibility to reduce the discrepancy by optimizing the dilution of the samples. Further studies are needed to use this new mobile device for quantitative measurement of CRP levels easily and quickly in home-based care settings.

This study yielded several results. The GLEIA-based electrode chip was feasible for measuring CRP levels using clinical specimens. Initially, the GLEIA-based electrode chip was mass-produced in a sheet form. Therefore, we generated calibration curves for each measurement to avoid differences between electrodes. As these electrodes are disposable, there is no need to worry about contamination; and their flat shape makes it easy to modify and fix them to a device. This GLEIA system measures the reduction current of oxidized gold nanoparticles, which forms a sandwich structure with the antigen, through an antigen-antibody reaction; here, we quantified CRP levels using a “current-to-CRP” calibration curve. Thus, it takes a short time to measure the sample and the analyzer needs not to be large. We guaranteed the performance of the bare GLEIA-based electrode chips, which serve as a foundation for the mobile device. However, for the measurement procedure, we had to prepare a washing solution to remove the excess labeled antibody after the antigen-antibody reaction. We performed a rinsing step using this solution when the bare GLEIA-based electrode chips alone were used. This process is difficult in home-based care settings. Hence, we combined the GLEIA original electrode chips and a liquid tank to simplify the procedure. As a result, the rinsing step is completed within the device; the solution is pushed out through the flow path to wash out the electrodes and is imbibed by the equipped absorbent paper. This avoids the need for additional equipment and reduces the risk of contamination. The combined device was compact and lightweight, and similar in size to a name card. To our knowledge, such a lightweight device has not been reported yet [14]. Moreover, this system (patent pending) reduces the necessity for complicated procedures and avoids the risk of mistakes during artificial manipulation. However, quality assurance and training protocols need to be established to ensure maximal benefits for patient care and efficiency [19].

Further, our novel mobile CRP detector using the GLEIA-based electrode chip system was also feasible for measuring serum CRP levels. After the foundation of the device was prepared using plastic, the liquid tank was filled with the washing solution, and the device was ready to use, we confirmed that the CRP levels measured using new mobile rapid CRP-testing device also showed a significant positive correlation with the reference CRP concentrations. We then connected this device with an analyzer connected to a PC for visualizing the results on a PC screen. Thus, this device was also applicable for use with the IoT approach [20]. Alternatively, the results could be observed on a smart device if a Bluetooth-compatible analyzer were used simultaneously. This approach may be useful for data storage, management, and telemedicine, allowing us to share data with a physician at a distant location.

Limitations

This study has some limitations. First, we investigated GLEIA using clinical specimens that were already subjected to centrifugal separation in a laboratory. In home-based care settings, we hope to be able to perform the test with a simple fingertip prick, rather than with serum samples obtained after centrifugation. Second, detection of high CRP levels by the device resulted in more dramatic differences between 2 measurements than in the case of low CRP levels, and some cases needed retesting or were unmeasurable. This may be due to the use of a calibration curve that plateaus at high CRP levels. All 4 samples, which had no data in this study, showed a reduction current over 1.2 μA; and the reference CRP levels using ELISA for these 4 samples were 9.2, 13.3, 7.6, and 14.2 mg/dL, respectively. We calculated the correlation without these unmeasurable samples. Therefore, we have to mention that this correlation does not focus on high ranges of CRP level. We thus have to avoid situations wherein results showing high CRP levels may not be accurate and could therefore result in incorrect clinical decisions. Given the nature of this cause, further improvement of this approach could be theoretically achieved.
by optimizing the sample dilution. Using the current methods, the serum samples were mixed with the diluting solution and diluted 1000-fold. However, if they are diluted up to 10,000-fold, the calibration curve cannot form a plateau even at a high CRP range, thus theoretically reducing errors. There is no data from a similar mobile CRP-testing device for comparison; therefore, we need to improve the results of intra- and inter-assay variabilities using the same solution. However, in home-based care settings, cases with CRP levels over 4.35 mg/dL and those with suspected pneumonia [21] (and exceeding this level) need prompt medical attention. Thus, there is a possibility to contrive the unmeasurable limitation as an indication of “extremely high CRP level.”

In this study, we established a new mobile rapid CRP-testing device using a GLEIA system. There was a significant correlation between the CRP levels measured using the new mobile CRP-testing device and the laboratory-measured CRP concentrations. Because of its portability, we consider that the device might be suitable for use in home-based care settings.

Comparison With Prior Work
To date, at least 9 different types of semiquantitative strips and quantitative point-of-care testing devices have been developed for measuring CRP levels; these approaches include immunochromatographic assays, immunoturbidimetric assays, solid-phase immunochemical assays, and vertical flow assays with 3D paper-based microfluidics [22]. In some products, the analyzer weights ranged from 1.7 to 35 kg. These products were not suitable to be carried and used in home-based care settings, and other assays had limitations in their clinical use.

Conclusions
The GLEIA-based mobile device developed in this study allows quantitative measurement of serum CRP levels from patients’ blood samples easily and immediately. Our findings indicate that this new mobile CRP-testing device could be suitable for use in home-based care settings. Further research is needed to apply this device to more user-friendly device or multi-item measurement.
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Abstract

Background: Diabetes is a significant public health issue. Saudi Arabia has the highest prevalence of type 2 diabetes mellitus (T2DM) in the Arab world. Currently, it affects 31.6% of the general population, and the prevalence of T2DM is predicted to rise to 45.36% by 2030. Mobile health (mHealth) offers improved and cost-effective care to people with T2DM. However, the efficiency of engagement strategies and features of this technology need to be reviewed and standardized according to stakeholder and expert perspectives.

Objective: The main objective of this study was to identify the most agreed-upon features for T2DM self-management mobile apps; the secondary objective was to identify the most agreed-upon strategies that prompt users to use these apps.

Methods: In this study, a 4-round modified Delphi method was applied by experts in the domain of diabetes care.

Results: In total, 11 experts with a mean age of 47.09 years (SD 11.70) consented to participate in the study. Overall, 36 app features were generated. The group of experts displayed weak agreement in their ranking of intervention components (Kendall W=0.275; P<.001). The top 5 features included insulin dose adjustment according to carbohydrate counting and blood glucose readings (5.36), alerting a caregiver of abnormal or critical readings (6.09), nutrition education (12.45), contacts for guidance if required (12.64), and offering patient-specific education tailored to the user’s goals, needs, and blood glucose readings (12.90). In total, 21 engagement strategies were generated. Overall, the experts showed a moderate degree of consensus in their strategy rankings (Kendall W=0.454; P<.001). The top 5 engagement strategies included a user-friendly design (educational and age-appropriate design; 2.82), a free app (3.73), allowing the user to communicate or send information/data to a health care provider (HCP; 5.36), HCPs prescribing the mobile app in the clinic and asking about patients’ app use compliance during clinical visits (6.91), and flexibility and customization (7.91).

Conclusions: This is the first study in the region consisting of a local panel of experts from the diabetes field gathering together. We used an iterative process to combine the experts’ opinions into a group consensus. The results of this study could thus be useful for health app developers and HCPs and inform future decision making on the topic.

(JMIR Mhealth Uhealth 2020;8(9):e17083) doi:10.2196/17083
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Introduction

Type 2 diabetes mellitus (T2DM) is one of the leading causes of disability and mortality worldwide, creating a substantial economic burden on health systems and social well-being [1,2]. In Saudi Arabia, studies evaluating T2DM prevalence showed a continuously increasing trend, reaching an age-adjusted prevalence of 31.6%, which is considered among the highest worldwide [3,4].

Diabetes is a chronic, complex syndrome requiring condition-related knowledge and self-management skills to optimize glycemic control and improve health outcomes. Mobile apps could be helpful tools for supporting chronic disease screening, enhancing the ability of people with diabetes to manage the disease, and ensuring their easy accessibility to health care services. These apps boost the opportunity to increase health care access for vulnerable populations. The apposite use of mobile health (mHealth) offers improved and cost-effective care to people with T2DM through improved diabetes self-management [5-7].

Globally, the annual growth in the penetration rate of internet and mobile phone use is estimated to be 13%. In Saudi Arabia, which has a total population of 33.25 million, 30.25 million (91%) are internet users, 25 million (75%) are active social media users, and there are 56.80 million (171%) mobile subscriptions [8]. However, the utility features of this technology need to be standardized and reviewed according to stakeholder and expert perspectives [9].

Several systematic reviews, meta-analyses, and meta-regression analyses found that digital or telemedicine interventions could be more effective in enhancing the outcomes of managing T2DM compared to standard care. The apps seem to increase the perception of self-care by contributing to better knowledge among people with T2DM. People with T2DM also become more confident in dealing with their illness, primarily due to a decrease in fears resulting from a lack of information; for example, they develop more confidence in how they should deal with potential hypoglycemic episodes [10-14]. Another systematic review, on the other hand, claims that there is limited evidence supporting the effectiveness of diabetes apps [15].

A systematic review that evaluated free mobile apps for control and self-management of type 1 diabetes mellitus (T1DM) available in 2015 found that 56 of these apps did not even meet the minimum requirements or work efficiently. While there was a significant number of available apps, the study results indicated that only 9 of the 65 reviewed mobile apps are adaptable and useful for self-management [16]. Most insulin dose calculator apps provide incorrect or inappropriate dosage recommendations, which puts patients at risk. Therefore, proficient health care providers (HCP) should be involved in the app design stage to address safety during self-management and health education [17]. There is a need for comprehensive, efficient, and flexible mobile apps for self-management of diabetes with more features to increase the number of long-term users and influence better self-management [16,17] and patient empowerment.

A study of several focus groups concerning patient perspectives and expectations of diabetes self-management and eHealth found that there were significant variations in the health care services experienced by patients with diabetes, and none of the evaluated services met all users’ needs [18]. Patient groups seem to differ in expectations and needs concerning self-management and eHealth for self-management purposes. In a Dutch study, several participants worried about the implementation of eHealth being a consequence of budget cuts in care [19]. Therefore, we chose to engage experts and to use formal consensus methods that have been used to guide action in areas of research in which there is inconsistent or contradictory scientific evidence. Consensus techniques are an efficient and valid method for identifying and collecting information on a subject on which there is little evidence or agreement. Consensus techniques allow one to obtain quantitative estimates from qualitative strategies and to determine the degree of agreement among participants [20].

Delphi techniques were developed in the 1950s. They are a structured and multistage process in which a panel of experts is invited to be a part of a series of rounds to identify and achieve consensus on a specific issue. The consensus is sought through information feedback and iteration in the form of rounds and phases. The process is terminated when a consensus is reached. The anonymity offered by the Delphi method can reduce the inhibition that usually occurs during decision-making; individuals are more open in their answers when their answers are deidentified. The Delphi technique is useful when working with highly subjective elements in which it is difficult to determine their intrinsic value [21,22]. The Delphi technique is a unique method used to gain consensus from experts who hold varied viewpoints or professional experiences. This technique can be used to build agreement and allow groups to judge frameworks [23,24].

The main objective of this study was to identify the most agreed-upon features for T2DM self-management mobile apps. The secondary objective is to identify the most agreed-upon strategies that encourage users to use these apps. Our study aimed to determine an expert panel’s consensus opinion on two questions:

1. What are the diabetes management components that diabetes experts agree are most likely to be effective when delivered via a mobile app?
2. What are the engagement strategies that diabetes experts believe are the most likely to be effective for diabetes management when using a mobile app?

Methods

Study Design

A 4-round modified Delphi study was conducted to identify mobile app features and engagement strategies for T2DM self-management. There were three reasons for choosing the Delphi technique: (1) the Delphi technique has been useful for measuring group consensus concerning medical information technology when used in health care; (2) there was no established evidence regarding self-management of T2DM or
engagement strategies in the context of developing mobile apps, and (3) the outcomes of Delphi decisions focus on decision making in fields that are strongly susceptible to change. Individual decision makers have more influence than those with underlying rules [20,25]. We used supplemental techniques to ensure the validity of study outcomes by creating a steering committee that includes subject experts to oversee the design, execution, and analysis of all study phases. An agreement between the steering committee members was reached by discussion to approve the participant selection, consensus threshold, survey format and questions, and analysis process; in addition, they wrote down comments and discussed any open points during all 4 rounds. Thus, a modified Delphi technique was used to identify mobile app features and engagement strategies for T2DM self-management.

Participants

In total, 11 multidisciplinary experts were purposively selected from a range of scientific networks. Their professions included family physician, clinical informatician, diabetologist, clinical pharmacist, endocrinologist, exercise physiologist, nurse diabetes educator, health educator, clinical dietitian, consultant in medical education, and psychologist. Previous literature reports have indicated that the Delphi technique does not require a particular sample size. The minimum number of participants should be at least 7, although 10 to 20 are advisable [26,27]. A purposive sample is necessary to ensure the variability of the invited experts’ background and experience. The research project steering committee used their expertise to judge the suitability of the invited experts. After identifying the experts, formal contact was established through email, phone, or an in-person meeting. The experts were also asked whether they could further recommend experts who could add value to the project, as a snowball sampling technique. All of the experts who were approached agreed to participate in the project. The experts were all working in Saudi Arabia. Detailed profiles of the respondents are provided in Table 1. The selection of experts participating in the study was based on their diverse professional backgrounds and experience related to the care of people with T2DM. Apart from the clinical informatician, knowledge related to diabetes apps was not one of the selection criteria. Having a similar professional background and experience of a preexisting participant was the only exclusion criteria for the study.
<table>
<thead>
<tr>
<th>Professional title</th>
<th>Latest academic degree</th>
<th>Specialized fields</th>
<th>Years of experience in health care</th>
<th>Years of experience in diabetes care</th>
<th>Number of patients per week</th>
<th>Years of experience in health informatics research</th>
<th>Years of experience in diabetes research</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professor, public health researcher, consultant in family and community medicine</td>
<td>FRCGP</td>
<td>Diabetes prevention and management, primary care, public health, evaluation research, health services research, health promotion, health education, patient-centered care design</td>
<td>33</td>
<td>33</td>
<td>18</td>
<td>0</td>
<td>33</td>
<td>Male</td>
</tr>
<tr>
<td>Professor, consultant in family and community medicine, researcher</td>
<td>Diploma in Medical Education</td>
<td>Primary care research, patient-physician decision making, interprofessional education, public health research, medical education, knowledge translation, communication skills</td>
<td>32</td>
<td>32</td>
<td>14</td>
<td>2</td>
<td>32</td>
<td>Male</td>
</tr>
<tr>
<td>Assistant professor, researcher, consultant diabetologist</td>
<td>Fellowship in diabetes</td>
<td>Diabetes prevention and management (tertiary care), clinical trials, population health research, patient education, community participation</td>
<td>10</td>
<td>7</td>
<td>70</td>
<td>0</td>
<td>6</td>
<td>Male</td>
</tr>
<tr>
<td>Endocrinologist consultant, president of Saudi Society of Endocrinology and Metabolism</td>
<td>SBIM</td>
<td>Health services (not for profit), diabetes prevention and management (tertiary care), metabolic diseases</td>
<td>30</td>
<td>30</td>
<td>45</td>
<td>0</td>
<td>30</td>
<td>Male</td>
</tr>
<tr>
<td>Assistant professor, consultant, Director of King Abdullah Arabic Health Encyclopedia</td>
<td>Diploma in research methodology</td>
<td>Health care information technology, informatics, health care management, medical education, patient safety, clinical research, public health, telehealth</td>
<td>17</td>
<td>17</td>
<td>0</td>
<td>10</td>
<td>1</td>
<td>Male</td>
</tr>
<tr>
<td>Nurse educator, head of the education department</td>
<td>BSc</td>
<td>Patient education, diabetes prevention and self-management, clinical research</td>
<td>25</td>
<td>25</td>
<td>100</td>
<td>0</td>
<td>15</td>
<td>Female</td>
</tr>
<tr>
<td>Health education specialist</td>
<td>BSc</td>
<td>Health education, diabetes prevention and self-management, primary and tertiary care</td>
<td>5</td>
<td>3</td>
<td>50</td>
<td>0</td>
<td>1</td>
<td>Female</td>
</tr>
<tr>
<td>Consultant psychologist</td>
<td>Psychology fellowship</td>
<td>Psychology care, diabetes psychology prevention management care, clinical research, communication skills</td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>0</td>
<td>5</td>
<td>Male</td>
</tr>
<tr>
<td>Senior clinical dietitian</td>
<td>MSc</td>
<td>Clinical research, diabetes nutrition prevention management care, primary and tertiary care</td>
<td>6</td>
<td>3</td>
<td>30</td>
<td>0</td>
<td>3</td>
<td>Female</td>
</tr>
<tr>
<td>Assistant professor, clinical pharmacist</td>
<td>PhD</td>
<td>Clinical trials, clinical pharmacist, patient education, patient adherence</td>
<td>19</td>
<td>7</td>
<td>8</td>
<td>0</td>
<td>4</td>
<td>Female</td>
</tr>
<tr>
<td>Assistant professor, consultant physiologist</td>
<td>PhD</td>
<td>Diabetes prevention and management, primary and tertiary care</td>
<td>21</td>
<td>3</td>
<td>20</td>
<td>0</td>
<td>3</td>
<td>Male</td>
</tr>
</tbody>
</table>
Selection of the Appropriate Expert Panel

Experts were selected from hospitals, academic institutes, and associations in Saudi Arabia. Moreover, we also invited those who had participated in recent regional diabetes conferences. The inclusion criteria were comprised of 3 parameters: (1) clinicians or researchers with expertise in diabetes care, (2) who possessed at least 3 years of experience in the diabetes care field, and (3) who were willing to participate.

Steering Committee

This study included steering committee that was comprised of a diabetes educator; a health informatics specialist and consultant in family medicine and medical informatics; and a consultant in family medicine and diabetologist. The committee oversaw the design, execution, and analysis of all phases of this study. An agreement was reached by discussion to approve the participant selection, consensus threshold, survey format and questions, and analysis process.

Delphi Process

A minimum of 3 survey rounds were prospectively planned; rounds would continue until a consensus agreement was reached (Figure 1). The Delphi process started in November 2017 and ended in June 2018. Each round was conducted over 5 weeks, starting with the distribution of the materials. A reminder email was sent 1 week and 24 hours before the closure of the round, and repeated until the experts responded to the survey. The results generated from the previous round would be used in each subsequent round. For data collection in the first round, a questionnaire was sent via email. From the second round onward, an electronic survey instrument (SurveyMonkey) was used to enable efficient and timely data collection from the participants.

Figure 1. The modified Delphi process followed in this study.

Pilot Study

The primary draft survey was pilot tested by two experts with expertise in diabetes research who not included in the original study. Pilot testing determined the time it took to complete the survey and whether the survey wording was clear. After minor amendments arising from the pilot testing, the first round survey format was considered complete.

First Round

By using a survey with open-ended questions, the first round aimed to generate a list of items. Participants were asked to consider which items should be included when creating a mobile app designed to help people with diabetes self-manage their illness. The initial survey consisted of three sections: (1) a brief overview of the Delphi process; (2) demographic information; (3) two open-ended questions asking participants which items
should be included when designing the mobile app. The experts were invited to provide at least three responses to each question:

1. Which features or components of management care delivered by the mobile app would be most effective in helping patients with diabetes improve their health?
2. What are the best strategies or techniques that should be used to engage people with diabetes to use such a mobile app?

Each question was preceded with the following statement: “Please answer the questions below based on your clinical experience, knowledge of the guidelines, and relevant theories. Please provide at least 3 responses for each question.”

Second Round
In the second round, a checklist was generated from the first round results submitted by the experts, and they were asked their opinion. Furthermore, they were also asked to accept, delete, or modify each item. Qualitative responses offered insight into the differences in experts’ perspectives. The items had been modified via qualitative feedback.

Third Round
In the third round of the Delphi process, participants were invited to rate the importance of each item of the alphabetically ordered checklist generated from the first and second rounds. They were asked to rate their agreement with each of these techniques for the 3 different questions on a 5-point Likert-scale. The scale consisted of 5 responses: 1=strongly disagree, 2=disagree, 3=neither agree nor disagree, 4=agree, and 5=strongly agree, as well as the option, “I do not know.”

Fourth Round
Experts were provided with the items listed alphabetically, alongside the mean of agreement ratings. Experts were asked to rank their responses from 1 (most likely to be the best) to n=the total number of items (least likely to be the best) for each question. At this stage, participants were only asked to rank responses for which there had been broad agreement in previous rounds. At this point, there was the option to make final comments, if any.

Data Analysis

Data Management
Quantitative data analyses were performed with SPSS (version 20.0; IBM Corp). The descriptive statistics for each item were calculated, including the mean agreement scores, standard deviation, and the Kendall W statistic which employs the chi-square test to test the independence of the component rankings.

Feedback
Based on Research and Development Corporation (RAND) recommendations regarding participant feedback, the findings from the previous round were compiled for Rounds 2, 3, and 4 [28]. The feedback report was provided to participants 2 weeks before the initiation of the next round. The feedback from the last round was offered to participants 1 month after the round ended.

First-Round Analysis
After the first round, the total number of completed questionnaires was 11. For each question, two individuals from the steering committee assessed, reviewed, and summarized the results of the first round independently. Similar ideas were clustered together into emerging components. Duplicate responses were merged. Responses that were not related to the study objectives, such as “consume high fiber diet through vegetable and fruit,” were deemed not applicable and they were removed. The two reviewers met to discuss any differences arising from these independent analyses. Subsequently, the results were reviewed, and a discussion was held to validate the results and categorize them into domains.

Second-Round Analysis
The total number of completed questionnaires was 11. After all responses were received, the steering committee compared the responses and reviewed the proposals to generate the final list.

Third-Round Analysis
The total number of completed surveys was 11. Participants were asked to rate their agreement with the 36 mobile app features and 21 engagement strategies mentioned in the first and second rounds on a 5-point Likert scale. Descriptive statistics for each item were calculated, including the mean agreement scores and standard deviation.

Fourth-Round Analysis
In the final round, participants were asked to rank the mobile features from 1 (highest) to 36 (lowest). The value of the 36 features was determined in the first and second rounds. Moreover, participants were asked to rank each engagement strategy from 1 (highest) to 21 (lowest). The value of the 21 engagement strategies was determined in the first and second rounds. Descriptive statistics for each item were computed, including the mean ranking scores and standard deviation (SD). We used the Kendall W coefficient of concordance, which measures the extent to which judges agree on their rankings of items. The Kendall W statistic uses the chi-square test to investigate the independence of the components’ rankings.

Ethical Considerations
Ethical approval to conduct this study was obtained from the King Saud University Institutional Review Board (number E-17-2608). All participants were asked to sign a consent form prior to starting the rounds. Experts were asked to create a list of the best features and engagement strategies, which were subsequently rated and ranked anonymously to avoid biases.

Results

Demographic Characteristics of Participants
A total of 11 experts consented to participate in the study. They had a mean age of 47.09 years (SD 11.70; range 28–62). In total, 4 rounds of Delphi exercises were completed over 6 months, and all of the expert participants (n=11) completed all 4 rounds.
Features

A total of 77 features were generated in response to the first question, “what are the diabetes management components that diabetes experts agree are most likely to be effective when delivered via an app,” with an average of 7 features mentioned per participant in the first and second rounds (Multimedia Appendix 1). Duplicate features were removed, and some were merged (n=36), and the resulting 36 features were categorized into 5 domains (Table 2). No further items were added after rounds 3 and 4 for the whole list of items. Of the 36 features, 11 had a high mean agreement rating (above 4.50). These features were “a reminder for the health care providers’ appointments, screening, and routine lab tests” (4.73), “carbohydrate counter” (4.72), and “diet planning” (4.72). All of the next 6 features scored the same (4.64): “nutrition education,” “contacts for guidance if needed,” “offer patient-specific education tailored to the user’s goals, needs, and blood glucose readings,” “find the nearest urgent health care services/centers,” “database for local restaurants and stores providing diabetes-friendly foods,” and “providing Arabic and English versions”. Both “medication reminders by notifications” and “the synchronization with the system, syncing with electronic medical records/personal health records, syncing with glucometers, and continuous glucose monitors or insulin pumps” scored the same (4.54). Overall, the original group of experts displayed weak agreement (Kendall W=0.275) in their ranking of intervention components ($\chi^2_{35}=106.017, P<.001$).

There were 5 top features: (1) adjusting insulin doses according to carbohydrate counting and blood glucose readings (5.36); (2) alert caregiver (such as by text message) for abnormal or critical readings (6.09); (3) nutrition education (12.45); (4) contacts for guidance if required (12.64); and (5) offering patient-specific education tailored to the user’s goals, needs, and blood glucose readings (12.90).
<table>
<thead>
<tr>
<th>Rank</th>
<th>Responses generated(^a)</th>
<th>Domain</th>
<th>Agreement rating(^b)</th>
<th>Ranking score(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Mode</td>
</tr>
<tr>
<td>1</td>
<td>Reminder for the health care providers’ appointments, screening, routine lab tests, etc</td>
<td>Follow-up care</td>
<td>4.73 (0.47)</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>Carbohydrate counter and health diet planning</td>
<td>Nutrition and diet management</td>
<td>4.72 (0.47)</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Nutrition education</td>
<td>Nutrition and diet management</td>
<td>4.64 (0.50)</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>Contacts for guidance if needed</td>
<td>Follow-up care</td>
<td>4.64 (0.50)</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>Offer patient-specific education tailored to the user’s goals, needs, and blood glucose readings</td>
<td>Education</td>
<td>4.64 (0.50)</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>Find the nearest urgent health care services/centers</td>
<td>Follow-up care</td>
<td>4.64 (0.50)</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>Database for local restaurants and stores providing diabetes-friendly foods</td>
<td>Nutrition and diet management</td>
<td>4.64 (0.50)</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>Providing Arabic and English versions</td>
<td>Mobile design and features</td>
<td>4.64 (0.67)</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>Medication reminders by notifications</td>
<td>Medication</td>
<td>4.54 (0.69)</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>Syncing with electronic medical record/personal health record</td>
<td>Mobile design and features</td>
<td>4.54 (0.52)</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>Syncing with meters, continuous glucose monitors, or insulin pumps</td>
<td>Mobile design and features</td>
<td>4.54 (0.52)</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>Alert caregiver (eg, by SMS text message) for abnormal or critical readings</td>
<td>Home monitoring</td>
<td>4.45 (0.52)</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>Blood glucose monitoring diary; give results for averages in graphs</td>
<td>Home monitoring</td>
<td>4.45 (0.69)</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>Individualized exercise suggestions or prescriptions</td>
<td>Physical activity</td>
<td>4.45 (0.69)</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>Assessing medication adherence</td>
<td>Medication</td>
<td>4.45 (0.69)</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>Online consultation (communication and patient monitoring) by health care providers</td>
<td>Follow-up care</td>
<td>4.45 (0.69)</td>
<td>5</td>
</tr>
<tr>
<td>17</td>
<td>Prescription refill reminders</td>
<td>Follow-up care</td>
<td>4.45 (0.52)</td>
<td>4</td>
</tr>
<tr>
<td>18</td>
<td>Special occasion management during fasting, Hajj, sick days, and travel</td>
<td>Education</td>
<td>4.45 (0.69)</td>
<td>5</td>
</tr>
<tr>
<td>19</td>
<td>Medication reconciliation (a comprehensive list of medications should include all prescribed medications, herbals, vitamins, etc)</td>
<td>Medication</td>
<td>4.45 (0.69)</td>
<td>5</td>
</tr>
<tr>
<td>20</td>
<td>Create, view, and manage alerts for personalized target goals</td>
<td>Education</td>
<td>4.36 (0.50)</td>
<td>4</td>
</tr>
<tr>
<td>21</td>
<td>General education (such as foot care, wound care, dental care, psychiatric symptoms associated with diabetes, driving, how to use the glucometer)</td>
<td>Education</td>
<td>4.36 (0.81)</td>
<td>5</td>
</tr>
<tr>
<td>22</td>
<td>Database for traditional low-carbohydrate recipes and traditional food carbohydrates and calories</td>
<td>Nutrition and diet management</td>
<td>4.36 (0.92)</td>
<td>5</td>
</tr>
<tr>
<td>23</td>
<td>Sharing blood glucose readings with health care providers</td>
<td>Home monitoring</td>
<td>4.36 (0.50)</td>
<td>4</td>
</tr>
<tr>
<td>24</td>
<td>Activity sensor trackers (such as step counters) or integration with wearable trackers</td>
<td>Physical activity</td>
<td>4.27 (0.65)</td>
<td>4</td>
</tr>
<tr>
<td>Rank</td>
<td>Responses generated(^a)</td>
<td>Domain</td>
<td>Agreement rating(^b)</td>
<td>Ranking score(^c)</td>
</tr>
<tr>
<td>------</td>
<td>-----------------------------</td>
<td>-------------------------------------</td>
<td>------------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Mode</td>
</tr>
<tr>
<td>25</td>
<td>Reminders to check blood glucose levels and ketones if needed</td>
<td>Home monitoring</td>
<td>4.27 (0.47)</td>
<td>4</td>
</tr>
<tr>
<td>26</td>
<td>Food barcode scanner and meal picture detection to log food</td>
<td>Nutrition and diet management</td>
<td>4.27 (0.65)</td>
<td>4</td>
</tr>
<tr>
<td>27</td>
<td>Workouts and exercise demonstrations</td>
<td>Physical activity</td>
<td>4.27 (0.65)</td>
<td>4</td>
</tr>
<tr>
<td>28</td>
<td>Find the nearest health and fitness activities</td>
<td>Physical activity</td>
<td>4.18 (0.87)</td>
<td>4</td>
</tr>
<tr>
<td>29</td>
<td>Pill identifier, drug list name with detailed information</td>
<td>Medication</td>
<td>4.18 (1.33)</td>
<td>5</td>
</tr>
<tr>
<td>30</td>
<td>Integrating the app with common social media platforms</td>
<td>Social media and communication</td>
<td>4.18 (0.75)</td>
<td>4</td>
</tr>
<tr>
<td>31</td>
<td>A food diary to track meals</td>
<td>Nutrition and diet management</td>
<td>4.09 (0.70)</td>
<td>4</td>
</tr>
<tr>
<td>32</td>
<td>Using anxiety and depression scales and providing customized advice to see health care providers</td>
<td>Psychosocial care</td>
<td>4.09 (0.70)</td>
<td>4</td>
</tr>
<tr>
<td>33</td>
<td>Adjusting insulin doses according to carbohydrate counting and blood glucose readings</td>
<td>Medication</td>
<td>4.00 (0.77)</td>
<td>4</td>
</tr>
<tr>
<td>34</td>
<td>Allowing for chat services for communication between users</td>
<td>Social media and communication</td>
<td>4.00 (0.77)</td>
<td>4</td>
</tr>
<tr>
<td>35</td>
<td>Body measurement trackers</td>
<td>Nutrition and diet management</td>
<td>3.91 (0.74)</td>
<td>4</td>
</tr>
<tr>
<td>36</td>
<td>Alert caregiver (such as by SMS text message) for missed doses</td>
<td>Home monitoring</td>
<td>3.82 (0.78)</td>
<td>4</td>
</tr>
</tbody>
</table>

\(^a\) The features are ordered in terms of the mean agreement score from round 3.

\(^b\) Agreement rating, where 1=strongly disagree and 5=strongly agree.

\(^c\) Ranking score, where 1=highest and 36=lowest.

\(^d\) Agree: disagree is the ratio of “agree” and “strongly agree” to “neither,” “disagree,” and “strongly disagree,” which was used as an inclusion criterion for round 3.

### Engagement Strategies

A total of 53 engagement strategies were generated in response to the second question, “what are the engagement strategies that diabetes experts believe are the most likely to be effective in diabetes management when using a mobile app.” There were an average of 3.5 strategies suggested per participant in the first and second rounds (Multimedia Appendix 2). After the merging of similar strategies, the number of engagement strategies was reduced to 21 (Table 3). The resultant 21 strategies were categorized into 5 domains. No further strategies were added after Rounds 3 and 4 for the whole list of strategies. Out of the 21 engagement strategies, 4 had a high mean of agreement rating (above 4.40): (1) the app should be a free app (4.64); (2) allow the user to communicate or send information/data to a health care provider (4.54); (3) a user-friendly design (such as educational and age-appropriate design; 4.45); and (4) flexibility and customization (4.45). Overall, the experts showed a moderate degree of consensus in their ranking of the strategies (Kendall $W=0.454$, $\chi^2_{20}=99.924$, $P<.001$).

The top 5 engagement strategies included several parameters: (1) a user-friendly design (such as an educational and age-appropriate design; 2.82); (2) the app should be free (3.73); (3) allowing the user to communicate or send information/data to a health care provider (5.36); (4) health care providers prescribing the mobile app in the clinic and asking about the patients’ app use compliance during clinical visits (6.91), and (5) flexibility and customization (7.91).
Table 3. Responses generated by the expert group concerning engagement strategies.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Responses generated&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Domain</th>
<th>Agreement rating&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Ranking score&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean (SD) Mode Agree: disagree</td>
<td>Mean (SD) Mode</td>
</tr>
<tr>
<td>1</td>
<td>The app should be free</td>
<td>Cost</td>
<td>4.64 (0.67) 5 10:1</td>
<td>3.73 (3.35) 2</td>
</tr>
<tr>
<td>2</td>
<td>Allowing the user to communicate or send information/data to health care providers</td>
<td>Communication or support</td>
<td>4.54 (0.522) 5 11:0</td>
<td>5.36 (3.04) 8</td>
</tr>
<tr>
<td>3</td>
<td>A user-friendly design (such as educational and age-appropriate design)</td>
<td>Easy to use</td>
<td>4.45 (0.52) 4 11:0</td>
<td>2.82 (2.64) 1</td>
</tr>
<tr>
<td>4</td>
<td>Flexibility and customization</td>
<td>Easy to use</td>
<td>4.45 (0.52) 4 11:0</td>
<td>7.91 (6.92) 4</td>
</tr>
<tr>
<td>5</td>
<td>Cross-platform device syncing (sync between mobile and other devices)</td>
<td>Features</td>
<td>4.36 (0.67) 4 10:1</td>
<td>13.73 (5.60) 16</td>
</tr>
<tr>
<td>6</td>
<td>Allowing chat services so users can communicate and support each other</td>
<td>Communication or support</td>
<td>4.27 (0.47) 4 11:0</td>
<td>9.45 (5.28) 12</td>
</tr>
<tr>
<td>7</td>
<td>Taking feedback and adding new features</td>
<td>Communication or support</td>
<td>4.27 (0.47) 4 11:0</td>
<td>10.00 (4.86) 8</td>
</tr>
<tr>
<td>8</td>
<td>Having health coaches explain the usefulness of the app through health campaigns</td>
<td>Advertisement</td>
<td>4.27 (0.65) 4 10:1</td>
<td>10.36 (4.94) 10</td>
</tr>
<tr>
<td>9</td>
<td>Using accessibility features (such as text-to-speech for people with limited vision)</td>
<td>Features</td>
<td>4.27 (0.65) 4 10:1</td>
<td>11.00 (4.19) 12</td>
</tr>
<tr>
<td>10</td>
<td>Using varying teaching methods (such as audiovisual, illustration, alarm)</td>
<td>Communication or support</td>
<td>4.18 (0.75) 4 9:2</td>
<td>13.18 (5.88) 13</td>
</tr>
<tr>
<td>11</td>
<td>Allowing the users to share their progress with family, friends, others through integration with common social media platforms</td>
<td>Communication or support</td>
<td>4.18 (0.60) 4 10:1</td>
<td>13.45 (5.94) 17</td>
</tr>
<tr>
<td>12</td>
<td>Syncing with electronic medical records/personal health record</td>
<td>Features</td>
<td>4.18 (0.60) 4 10:1</td>
<td>13.45 (4.27) 20</td>
</tr>
<tr>
<td>13</td>
<td>Having the official websites and social media accounts of scientific associations and organizations recommend the use of the app</td>
<td>Advertisement</td>
<td>4.09 (0.54) 4 10:1</td>
<td>14.82 (4.12) 14</td>
</tr>
<tr>
<td>14</td>
<td>Health care providers prescribing the mobile app in the clinic and asking about the compliance of the patients to use the app during the clinical visit</td>
<td>Advertisement or follow-up</td>
<td>4.00 (1.26) 5 8.3</td>
<td>6.91 (3.64) 3</td>
</tr>
<tr>
<td>15</td>
<td>Providing educational posters in the patient waiting area with a QR code to download the app</td>
<td>Advertisement</td>
<td>4.00 (1.18) 4 9:2</td>
<td>8.91 (4.87) 6</td>
</tr>
<tr>
<td>16</td>
<td>Providing services from trustworthy or well-known health care providers</td>
<td>Advertisement</td>
<td>3.82 (1.40) 4 9:2</td>
<td>9.18 (5.15) 4</td>
</tr>
<tr>
<td>17</td>
<td>Connecting the app with popular activity tracking devices (such as smartwatches, bands)</td>
<td>Features</td>
<td>3.82 (1.54) 4 9:2</td>
<td>12.73 (5.31) 11</td>
</tr>
<tr>
<td>18</td>
<td>Using colloquial terms in the push notification and information</td>
<td>Features</td>
<td>3.82 (0.87) 4 8.3</td>
<td>17.64 (2.20) 18</td>
</tr>
<tr>
<td>19</td>
<td>Providing inspirational and motivational quotes</td>
<td>Communication or support</td>
<td>3.64 (1.36) 4 8:3</td>
<td>13.09 (4.70) 10</td>
</tr>
<tr>
<td>20</td>
<td>Rewarding the users by offering nonfinancial incentives (such as gamification)</td>
<td>Cost</td>
<td>3.27 (1.74) 4 7:4</td>
<td>14.82 (5.09) 11</td>
</tr>
<tr>
<td>21</td>
<td>Rewarding the users by offering financial incentives</td>
<td>Cost</td>
<td>3.18 (1.78) 3 5:6</td>
<td>18.45 (3.50) 21</td>
</tr>
</tbody>
</table>

<sup>a</sup>The strategies are ordered in terms of the mean agreement score from round 3.
<sup>b</sup>Agreement rating, where 1=strongly disagree and 5=strongly agree.
<sup>c</sup>Ranking score, where 1=highest and 21=lowest.
<sup>d</sup>Agree: disagree is the ratio of “agree” and “strongly agree” to “neither,” “disagree,” and “strongly disagree,” which was used as an inclusion criterion for round 3.
**Discussion**

**Features**

In this study, participating diabetes experts expected many features to be included in a health app for people with diabetes. However, their level of agreement was slightly low, likely due to the variety of the experts’ backgrounds and the differing amounts of experience [29].

There is sufficient evidence from the literature supporting the effectiveness of the top features generated in this study, which are listed in descending order according to the level of rating agreement: (1) a reminder for the health care providers’ appointments, screening, and routine lab tests, which has been mentioned in several studies as a common use of health technology [30] that significantly affects outcomes [31]; and (2) carbohydrate counter and health diet planning, similar to tracking diary, carbohydrate, and meal intake [32,33] were recommended in several studies by diabetes educators who expressed their enthusiasm for viewing detailed dietary macronutrients [29]. The policy statement by the International Diabetes Federation (IDF) Europe uses some categories to differentiate between mobile health apps directed at people with diabetes. The first differentiating category was tracking, logging, and making dietary recommendations [34]. A qualitative study for weight and health management design indicates that the core components of the app should include tailored meal recommendations and assistance with meal planning [35]. For the nutrition education feature, a review found that the most useful mobile health app would help the patient with lifestyle education, self-management, and designing a suitable diet [36]. The IDF Europe categories also mention that such apps should help people with diabetes make food choices, undertake carbohydrate and calorie counting, and calculate medication dosages (similar to an insulin bolus calculator) [34]. A nutrition education app effectively raises awareness in people with diabetes [37].

For the contacts for guidance feature, the current National Health Service (NHS) services offer telephone contact points for youth. In addition, services with transition nurses, coordinators, or support workers offer contact via SMS text messaging [38]. The Saudi Arabian Ministry of Health (MOH) has a Service Center (that can be reached by dialing 937), which offers 24/7 medical doctor consultations [39] and can be added to mobile apps in Saudi Arabia. Several health apps suggested contacting HCP without providing specific contact details, access to experts, or just-in-time resources that could provide this type of guidance [40]. Other apps provided contact details for the diabetes health care team [41,42] or emergency contact lists [38].

For the “offering patient-specific education tailored to the user’s goals, their needs, and blood glucose readings” feature, end users appreciate that it saves time and provides instructions tailored to their specific condition [43]. Additionally, app designers should take into consideration context-sensitive details and condition information [33]. A study conducted to evaluate the effectiveness of diabetes apps discovered that 73% (11/15) of the apps on the market allowed the user to set goals and to visualize times they did not meet their goals, generally using a specific color to indicate hypoglycemia or hyperglycemia [32]. The app should facilitate goal setting (such as weight loss targets, fitness goals) [44] because diabetes is very individual; therefore, the app should be customizable [34]. Matching the participants’ perspective, a study showed that participants wanted the medical app to provide information regarding health screening and functions that can assess their health; these must be personalized to them and trustworthy [45]. Targeted exploration of the literature found that action treatment plans and personalized health goals provided by HCP resulted in statistically significant outcomes in several studies [31].

Regarding the “finding the nearest urgent health care services/centers” feature, the app could detect the location of the user with the help of GPS and the global system for mobile communications (GSM) network, and thereby display information about the nearest medical centers. By clicking on a particular hospital, all information regarding that hospital could be provided; Furthermore, this is particularly advantageous for travelers as they could be connected with nearby health care centers if needed, which is a common concern for travelers with chronic diseases [46]. For the “database listing local restaurants and stores providing diabetes-friendly food” feature, a study modified a food database to provide symbolic food names and calorie information, including recipes, ingredients, and local food names [41], which can be added to the diabetes self-management health apps. Another study showed that 11 of 15 available diabetes management health apps on the market focused on tracking carbohydrate intake, while only 3 of 15 had a built-in food database [32]. One study showed that women with gestational diabetes liked that the illustrations of diet-related information could be customized to their culture [41].

For the “provision of Arabic and English versions” feature, a recent Chinese study showed that English- and Chinese-language diabetes self-management apps constitute more than 80% of the 2000 available diabetes apps. Furthermore, the Chinese and English apps have more downloads and are more comprehensive with regard to clinically relevant functions compared to diabetes apps in other languages [42]. A study showed that women with gestational diabetes had previously experienced challenges with care provision that involved the help of an interpreter; furthermore, translating medical terminology into other languages can be challenging [41]. To our knowledge, no study has evaluated the quantity and quality of Arabic diabetes self-management mobile apps.

For the “medication reminders by notifications” feature, this factor had a statistically significant relationship with the outcomes [31]. The IDF Europe has recommended that health apps should adopt SMS text messaging or push notifications for insulin injections. These reminders are essential as they could prevent hyperglycemia and long-term complications associated with prolonged uncontrolled diabetes [34].

For the “syncing with electronic medical records/personal health record” feature, a study showed that educators favored the integration of mobile phone–collected data into the health information system [29]. From the users’ perspective, a study
showed that people with diabetes also wanted the app to be integrated into existing systems since it could help increase the dissemination of the app and improve app uptake [39]. For the “syncing with meters, continuous glucose monitors, or insulin pumps” feature, a study that surveyed youths with T1DM or their parents found that a glucometer-connected mobile app could increase an individual’s engagement with other aspects of care (such as self-monitoring of blood glucose frequency) [47]. IDF Europe’s position on mobile apps for diabetes mentioned that interoperability is an essential feature of such apps [34].

**Engagement Strategies**

Overall, there was a moderate degree of consensus among experts on their rankings of the engagement strategies that they believe are most likely to be effective in diabetes management when using a diabetic self-management health app. Strategies with the highest mean of agreement (ratings above 4.40) have already been addressed in the literature. Regarding the “app being free” feature, 36/48 (75%) of the included apps were free, and the average cost of the paid apps was Aus $4.37 (US $3.13) [48]. User ratings and prices are important factors determining app attractiveness, with variations across countries [49]. A study analyzing both free and paid apps found that more expensive and popular paid apps tended to have more drawbacks. This relationship between popularity and drawbacks emerges from the fact that more expensive and popular paid apps tend to have more functionality [50].

The importance of “allowing the user to communicate or send information/data to a health care provider” has been demonstrated at the patient and health care levels [34]. A thematic analysis study focused on app-based interventions in managing chronic respiratory diseases, diabetes, and hypertension demonstrated the perceived ability of HCP-motivated patients and empowered them to properly self-manage their condition. The use of health technology in two-way communication between HCPs and patients proved to impact the patients’ health outcomes [31]. Studies found that user-friendly design, simplicity, and intuition were vital aspects for engaging younger adults to use health apps [34,51-53]. IDF Europe’s position on mobile apps for diabetes mentioned that determining the target audience is crucial for the uptake of an app [34].

Several studies have mentioned “flexibility and customization” as a requirement [29,54,55] and a key strategy to facilitate engagement with therapies. The ability to evaluate the app as a guest user, as well as the ability to modify the welcome message and color palate, are examples of customization and flexibility [56].

**Strengths and Limitations**

One of the strengths of our study was having two people with diabetes on the study panel of experts. Therefore, besides their professional experience, they provided input into how the app could contribute to their life as patients with diabetes. The number of experts included was within the recommended range. Moreover, all the rounds were summarized and discussed by the steering committee, who are experts in the field.

There were several potential limitations identified in this study. First, we recruited experts with various backgrounds, which could have caused the significant levels of disagreement in the ranking. At the same time, if we had selected other experts, that could have led to a different result. Furthermore, there was considerable overlap among many of the information items volunteered by the Delphi participants. The use of a Delphi approach for selecting intervention components is not guaranteed to result in the best choices, which might affect the results’ reliability; this is a known limitation of the Delphi technique.

Another limitation is that our panel consisted only of experts. We did not include patients with diabetes, although two of the participants coincidentally had diabetes. To determine whether these same features and engagement strategies are desired by the end users, another validation study should be conducted among a population of people with diabetes to bridge the gap between the perspectives of experts and end users.

**Conclusions**

To our knowledge, this is the first study in the Middle East and North Africa that gathered a local panel of experts from the diabetes field and used an iterative process to combine the experts’ opinions into a group consensus. Consensus agreement does not mean that all of the right answers have been found, but rather indicates that a level of participant agreement has been reached. The information items resulting from this modified Delphi survey represent the opinions of an expert panel.

This study allowed us to reach a consensus on several important questions related to diabetes management components that experts agreed were the most likely to be effective when delivered via a mobile app. Furthermore, it shed light on the engagement strategies that diabetes experts believed would be the most likely to be effective in diabetes management when using a mobile app. The results of this study could thus be useful for health authorities and HCPs for future decision making on this topic.

**Recommendations**

The 36 features and 21 engagement strategies identified in this study should guide developers considering mobile app development targeting people with diabetes and other similar chronic diseases. For further research, we recommend that the results of this study should be verified and validated by building a prototype app that includes the features and strategies described in this study and recruiting people with diabetes to test it. Moreover, it would be more interesting to know if any of the top 10 app downloads globally or regionally contain these features and which combinations are most commonly found. How easily are these features implemented in an app? Are there cultural contexts that make certain feature more appropriate? Are any of the features not currently found in any app? These and other questions remain to be answered.
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Abstract

Background: A necessary shift from in-person to remote delivery of psychotherapy (eg, teletherapy, eHealth, videoconferencing) has occurred because of the COVID-19 pandemic. A corollary benefit is a potential fit in terms of the need for equitable and timely access to mental health services in remote and rural locations. Owing to COVID-19, there may be an increase in the demand for timely, virtual delivery of services among trauma-affected populations, including public safety personnel (PSP; eg, paramedics, police, fire, correctional officers), military members, and veterans. There is a lack of evidence on the question of whether digital delivery of trauma-therapies for military members, veterans, and PSP leads to similar outcomes to in-person delivery. Information on barriers and facilitators and recommendations regarding digital-delivery is also scarce.

Objective: This study aims to evaluate the scope and quality of peer-reviewed literature on psychotherapeutic digital health interventions delivered remotely to military members, veterans, and PSP and synthesize the knowledge of needs, gaps, barriers to, and facilitators for virtual assessment of and virtual interventions for posttraumatic stress injury.

Methods: Relevant studies were identified using MEDLINE (Medical Literature Analysis and Retrieval System Online), EMBASE (Excerpta Medica dataBASE), APA (American Psychological Association) PsycINFO, CINAHL (Cumulative Index of Nursing and Allied Health Literature) Plus with Full Text, and Military & Government Collection. For collation, analysis, summarizing, and reporting of results, we used the CASP (Critical Skills Appraisal Program) qualitative checklist, PEDro (Physiotherapy Evidence Database) scale, level of evidence hierarchy, PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews), and narrative synthesis.
Results: A total of 38 studies were included in this review. Evidence for the effectiveness of digital delivery of prolonged exposure therapy, cognitive processing therapy, behavioral activation treatment with therapeutic exposure to military members, veterans, and PSP was rated level 1a, whereas evidence for cognitive behavioral therapy was conflicting. The narrative synthesis indicated that virtual delivery of these therapies can be as effective as in-person delivery but may reduce stigma and cost while increasing access to therapy. Issues of risk, safety, potential harm (ie, suicidality, enabling avoidance), privacy, security, and the match among the therapist, modality, and patient warrant further consideration. There is a lack of studies on the influences of gender, racial, and cultural factors that may result in differential outcomes, preferences, and/or needs. An investigation into other therapies that may be suitable for digital delivery is needed.

Conclusions: Digital delivery of trauma therapies for military members, veterans, and PSP is a critical area for further research. Although promising evidence exists regarding the effectiveness of digital health within these populations, many questions remain, and a cautious approach to more widespread implementation is warranted.

(JMIR Mhealth Uhealth 2020;8(9):e22079) doi:10.2196/22079
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Introduction

Background

Physical distancing during the COVID-19 pandemic has led to a rapid paradigm shift toward remote mental health service delivery and a surge in the use of digital health delivery (eg, teletherapy, telemedicine, eHealth, and mobile health) [1,2]. With the onset of COVID-19 and physical distancing rules for the containment of infection spread, supporting people at a physical distance with digital health delivery methods became necessary for accessing services, screening, assessment, and treatment [2,3]. Many aspects of legal, clinical, cultural, practical, and privacy and/or security issues remain to be addressed for delivering mental health services to trauma-affected populations, including public safety personnel (PSP; eg, border services, communications officials, correctional workers, firefighters, paramedics, police, etc), military members, and veterans [4]. Mental health concerns and posttraumatic stress injuries (PTSIs) in these groups may be associated with professional service during, or exacerbated by, the COVID-19 pandemic. This review aims to systematically identify the scope of what is known in this context and to summarize current evidence supporting the use of digital health with military members, veterans, and PSP, together with a discussion of barriers and facilitators.

Military members and PSP are frequently exposed to potentially high stress and traumatic experiences in the course of service [5]. Such exposures can impact their mental and psychosocial health and result in PTSIs, a range of challenges from posttraumatic stress disorder (PTSD) to symptom clusters that may not meet diagnostic criteria but interfere with daily functioning in social, work, or family activities [4]. PTSD is the most common PTSI experienced by military members and veterans [6-8] and remains to be the predominant focus of most military and veteran health research and care [9-11]. Characterized by intrusion symptoms, avoidance, changes in cognition and mood, and changes in arousal and reactivity [12], PTSD has historically been difficult to treat because of the variety of associated symptoms. Isolated or cumulative traumatic experiences can also cause long-term psychological and spiritual struggles, including depression, anxiety, and moral injury [9,11,13,14]. Moral injury, a separate trauma syndrome that results from exposure to morally injurious experiences such as witnessing or participating in acts that transgress personal morals and values [14], is potentially a key PTSD comorbidity [15].

The incidence of PTSIs among military members, veterans, and PSP varies: within military and veteran populations globally, PTSD prevalence is persistent, complex, and may increase over time [16,17]. Among US military members deployed during the War on Terror, PTSD prevalence estimates reached 19% [17] compared with 5.3% for Canadians [18], 2.7% to 4% in UK military members [19], and 3% for military members from the Netherlands [20]. In 2010, the rate of PTSD among the Australian Defense Force was reported to be 8.3% [21]. A recent meta-analysis reported that overall rates remained high (approximately 23%) for post-9/11 US veterans [22], and PTSD increased to 16% for Canadian veterans [23]. Global PTSD studies among PSP also demonstrate elevated prevalence, severity, and complexity. Prevalence of PTSIs among PSP in a recent Canadian study was reported as follows: municipal police, 36.7%; firefighters, 34.1%; Royal Canadian Mounted Police, 50.2%; and paramedical staff, 49.1% [24].

Multiple gold-standard frontline psychotherapeutic interventions have been used to treat PTSIs in these populations, including prolonged exposure therapy (PE), cognitive processing therapy (CPT), cognitive behavioral therapy (CBT), and eye movement desensitization reprocessing (EMDR). PE and CPT have been the main research focus over the last 25 years and appear to have the greatest efficacy for PTSD [25-27]. Although mental health interventions have been predominantly delivered in-person, the pandemic and geographical barriers impede in-person access to assessment and interventions. On the basis of recent evidence-based publications, some of the main barriers to veterans and military members seeking treatment include concerns about the specific treatment itself (ie, CBT, PE, CPT), mental health stigma from self and others, and technological logistics, including internet quality, familiarity with software, and competence with technology [28]. Furthermore, reduced access to mental health clinicians who are adequately trained in the remote delivery of therapy and individual factors, such
as unfavorable attitudes toward interventions, may also be significant barriers to receiving and benefiting from digital health treatments [29]. There is very limited access to specialized mental health services in active theaters of military operations, in remote locations, and for those living in rural communities [30]. The new reality of COVID-19 physical distancing requirements adds to existing barriers for those who may require medical treatment and services for mental and physical health. Increasing access to and understanding of the effectiveness and limitations of virtual care is now essential.

Digital health (eg, teletherapy, telemedicine, eHealth, and mobile health) may offer military members, veterans, and PSP alternative access to mental health services and therapies in a timely manner. Current literature identifies accepted conventional benefits associated with in-person delivery of gold-standard frontline psychotherapies, including flexible delivery times, physical privacy that enables avoidance of stigma, enhanced self-efficacy, and minimized negative attitudes toward mental health interventions [29,31]. In contrast, potential concerns about the provision of therapy via digital health include potential practical issues with technology interactions, client willingness to engage in telehealth, privacy, and safety concerns (eg, how adverse events will be handled remotely), and mental health clinician attitudes.

Although there is evidence regarding the general use of digital health, significant knowledge gaps exist regarding its use in this context, including an understanding of needs, barriers, and facilitators of the use, uptake, and sustainability of digital health; technological issues that may impede the use of digital health solutions (eg, feasibility, logistics, security, firewalls, compatibility, and policies in military and PSP organizations) and technology acceptance by PSP, military members, veterans, and mental health clinicians; and evidence of clinical effectiveness of remote digital assessment and treatment of PTSIs. There is also, as yet, a general lack of published work focusing on knowledge dissemination and implementation plans that will ensure that timely, accessible, and relevant evidence is available to decision makers who may consider the adoption of virtual delivery of assessment and interventions. This review explores the literature regarding digitally delivered psychotherapeutic interventions for military members, veterans, and PSP, along with barriers, facilitators, and recommendations for its use. This study contributes uniquely to mental health response to COVID-19 by summarizing the evidence for realistic digital health solutions for the delivery of mental health services for military members, veterans, and PSP with PTSIs for whom mental health challenges may be associated with or exacerbated by the COVID-19 pandemic.

The research questions guiding this systematic scoping review are as follows:

1. What is the quality of the existing literature addressing digital health delivery of gold-standard psychotherapeutic trauma interventions for military members, veterans, and PSP with trauma-related mental illness?
2. What evidence exists on the efficacy of digital health delivery of gold-standard psychotherapeutic trauma interventions for military members, veterans, and PSP with trauma-related mental illness compared with regular in-person intervention delivery?
3. What are the facilitators, barriers, themes, clinical recommendations, considerations, and knowledge gaps in the current peer-reviewed, evidence-based literature regarding digital health delivery of PTSI-trauma interventions for military members, veterans, and PSP with trauma-related mental illness?

**Objectives**

This scoping review aims to (1) systematically evaluate the quality of the existing quantitative, qualitative, and mixed methods peer-reviewed literature on digital health interventions for mental health with military member, veteran, and PSP populations and (2) synthesize the knowledge of needs, gaps, barriers, and facilitators for digital health delivery of PTSI assessment and interventions based on the existing literature.

**Methods**

**Identification of Relevant Studies**

This scoping review employed the following overarching steps: (1) formulation of the research questions based on PICO (Population, Intervention, Comparison, and Outcome) guidelines, (2) identification of relevant studies, (3) selection of studies, (4) charting of the data, and (5) collation, analysis, summarization, and reporting of results [32]. This scoping review follows the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) reporting guidelines [33].

**Information Sources and Search Strategy**

The research team developed a search strategy based on specific inclusion and exclusion criteria. It included the following databases: MEDLINE (Medical Literature Analysis and Retrieval System Online; Ovid MEDLINE ALL), EMBASE (Excerpta Medica dataBASE; Ovid interface), APA (American Psychological Association) PsycINFO (Ovid interface), CINAHL (Cumulative Index of Nursing and Allied Health Literature) Plus with Full Text (EBSCOhost interface), and Military & Government Collection (EBSCOhost interface). The search consisted of an extensive list of keywords and subject headings covering 4 concepts: (1) traumatized individuals, (2) military or rescue personnel, (3) person therapy conducted remotely through technology (telephone, videoconferencing, or online), and (4) specific trauma-informed therapies (Multimedia Appendix 1). The 4 concepts were then combined with the Boolean AND. The search was limited to articles published from 2010 onward to include only current technology and therapeutic techniques. Studies were also limited to peer-reviewed articles in the English language. Editorial and other nonresearch articles were removed where possible. The full search strategy is available in Multimedia Appendix 1.

**Inclusion and Exclusion Criteria**

Articles selected for inclusion in this scoping review addressed military members, veterans, and/or PSP who had a primary diagnosis of PTSD and/or a trauma-related mental health disorder. The intervention modality in outcome studies, or being
targeted for validity or reliability studies or reviews, was limited to psychotherapeutic treatments administered via a remote platform. Psychotherapeutic interventions most strongly recommended for military members, veterans, and PSP include CPT, CBT, PE, and EMDR [34-38]. Other trauma-informed therapies were also included in the search, including motivational interviewing, adaptive disclosure therapy (ADT), and accelerated resolution therapy (ART), although the search terms would include results containing other trauma therapies [39,40]. Remote psychotherapeutic interventions were limited to those delivered via a remote person-to-person interaction (ie, the participant and clinician were in separate physical locations during intervention delivery). The delivery platforms included videoconferencing, text, app-based, virtual reality, or telephone communication, provided interaction between the participant and clinician was performed in real time and not prerecorded or automated. Both individual and group interventions were included.

If the published work included participants with comorbid conditions, such as other mental health disorders, disrupted sleep, chronic pain, substance use disorder, or traumatic brain injury, it was included if the additional conditions were secondary to the trauma-induced diagnosis and not the primary focus of the specific research study.

All articles included in the data set were peer reviewed and were quantitative, qualitative, mixed methods, and meta-analyses, regardless of positive, negative, or neutral findings. Articles were excluded from the review if they did not meet the inclusion criteria, were not peer reviewed, or were commentaries, editorials, or gray literature such as nonpublished graduate student theses. Studies that exclusively addressed civilians, such as those that focused on family members of military, veteran, and PSP populations only, were also excluded. Studies of interventions that were not specific to trauma, such as dialectical behavioral therapy, were excluded from the final selection of articles.

Selection of Studies
The study selection phase followed a variation of the procedures used by Neubauer et al [41] and Miguel Cruz et al [42]. First, a member of the research team exported all of the identified studies to the reference manager software EndNote X9.3.2 (Thomson Reuters) [43]. After deduplication, the references were imported to Covidence [44]. Second, before the title and abstract evaluation phase, members of the research team were trained in applying the inclusion and exclusion criteria. During this phase, the researchers completed the data extraction of the final selected papers and met regularly to reconcile the differences that arose through discussion. In case of any disagreement, one of the researchers acted as a third rater. In addition, the co–principal investigators validated the data extracted from the studies. In each selected study, the research team extracted data according to the following domains: population (medical condition, age, branch of the military, race or ethnicity, sample size [N], and mean age [SD] in years), study features (design, outcome variables, and assessment tools), intervention (whether the intervention was provided via remote access, mode of delivery, therapy or care delivered, or in a group or 1:1 session), clinical assessment, clinical outcome measures, clinical outcomes, assessment of technology usability, technology outcome measures, technology, use outcomes, duration, and data analysis strategies.

Analysis, Summarization, and Reporting
Data Analysis
All data were analyzed and validated by at least two team members involved in the analysis. The research team met regularly to discuss data extraction, analysis, and synthesis, which were iterative and, in some cases, concurrent. Any discrepancies in the analysis of quantitative or qualitative data were resolved through discussion. This nonlinear process guaranteed rigor and internal validity.

A thematic analysis and narrative synthesis were used to qualitatively analyze the studies and compile the results. Data immersion occurred before the commencement of the analysis and coding process. The thematic analysis involved examining the text in detail to identify recurring patterns (themes) through both inductive and deductive reasoning [45]. The framework by Braun and Clarke [45] for qualitative thematic analysis guided the inductive analysis such that no pre-existing coding frame was imposed on the studies. The deductive analysis was guided by the research questions, particularly barriers, facilitators, and recommendations associated with the use of digital health [45]. Once the coding structure was developed, the first round of coding was completed by 2 team members. Open codes were later combined into preliminary patterns focusing on similarities and differences within and between studies. More abstract concepts were assigned to broader categories of themes and verified through key quotes. The data were then reviewed and recoded twice. Team members continually compared themes and resolved their differences through discussion. Following the thematic analysis, a narrative synthesis was conducted to organize, describe, explore, interpret, and fundamentally tell the story of the analysis [46,47].

Quality of the Evidence
The 38 selected studies were further analyzed to determine the quality of the evidence. The 3 tools utilized for this step were the PEDro (Physiotherapy Evidence Database) scale [48], CASP (Critical Appraisal Skills Program) qualitative checklist [49], and the levels of evidence hierarchy. The levels of evidence used to summarize the findings are based on the levels of evidence developed by Straus et al [50,51]. The CASP

Charting of the Data: Data Extraction Process
During this phase, the researchers completed the data extraction of the final selected papers and met regularly to reconcile the differences that arose through discussion. In case of any disagreement, one of the researchers acted as a third rater. In addition, the co–principal investigators validated the data extracted from the studies. In each selected study, the research team extracted data according to the following domains: population (medical condition, age, branch of the military, race or ethnicity, sample size [N], and mean age [SD] in years), study features (design, outcome variables, and assessment tools), intervention (whether the intervention was provided via remote access, mode of delivery, therapy or care delivered, or in a group or 1:1 session), clinical assessment, clinical outcome measures, clinical outcomes, assessment of technology usability, technology outcome measures, technology, use outcomes, duration, and data analysis strategies.

Analysis, Summarization, and Reporting
Data Analysis
All data were analyzed and validated by at least two team members involved in the analysis. The research team met regularly to discuss data extraction, analysis, and synthesis, which were iterative and, in some cases, concurrent. Any discrepancies in the analysis of quantitative or qualitative data were resolved through discussion. This nonlinear process guaranteed rigor and internal validity.

A thematic analysis and narrative synthesis were used to qualitatively analyze the studies and compile the results. Data immersion occurred before the commencement of the analysis and coding process. The thematic analysis involved examining the text in detail to identify recurring patterns (themes) through both inductive and deductive reasoning [45]. The framework by Braun and Clarke [45] for qualitative thematic analysis guided the inductive analysis such that no pre-existing coding frame was imposed on the studies. The deductive analysis was guided by the research questions, particularly barriers, facilitators, and recommendations associated with the use of digital health [45]. Once the coding structure was developed, the first round of coding was completed by 2 team members. Open codes were later combined into preliminary patterns focusing on similarities and differences within and between studies. More abstract concepts were assigned to broader categories of themes and verified through key quotes. The data were then reviewed and recoded twice. Team members continually compared themes and resolved their differences through discussion. Following the thematic analysis, a narrative synthesis was conducted to organize, describe, explore, interpret, and fundamentally tell the story of the analysis [46,47].

Quality of the Evidence
The 38 selected studies were further analyzed to determine the quality of the evidence. The 3 tools utilized for this step were the PEDro (Physiotherapy Evidence Database) scale [48], CASP (Critical Appraisal Skills Program) qualitative checklist [49], and the levels of evidence hierarchy. The levels of evidence used to summarize the findings are based on the levels of evidence developed by Straus et al [50,51]. The CASP
qualitative checklist can be utilized as a tool to evaluate whether qualitative literature is valuable to the research topic of interest. The PEDro scale can assist researchers in rapidly identifying which randomized controlled trials (RCTs) are likely to be internally valid and could have sufficient statistical information to make their results interpretable [48]. For RCTs, studies scoring 9 to 10 on the PEDro scale are considered to be of excellent methodological quality. Studies with PEDro scores ranging from 6 to 8 are considered to be of good quality, whereas studies scoring 4 or 5 were of fair quality. Studies that scored below 4 were considered to be of poor quality [50].

At least two researchers evaluated each of the included studies with the appropriate tool, with the PEDro scale being applied to RCTs (n=26) and the CASP qualitative checklist being applied to studies with a qualitative component (n=4). Each study with a quantitative component with outcome variables was then categorized based on the trauma therapy intervention used in the study and assigned a grade based on the levels of evidence [50,51].

Results

Search Results

The search strategy yielded 629 articles (see the PRISMA diagram in Figure 1). After deduplication, 286 titles and abstracts were screened. A total of 131 full-text documents were reviewed, with 93 being excluded (Figure 1) for reasons of including a therapeutic intervention not specific to traumatic stress-related disorders, not involving military members, veterans, or PSP, not being peer reviewed, the diagnosis not being related to trauma, or the administration of the therapeutic intervention not being via digital health. The remaining 38 studies were included in the review. Results of the descriptive analysis are displayed in Multimedia Appendix 2. In Multimedia Appendix 3 [25,28,52-87], a summary of the results of each included study is displayed.

Evidence Appraisal Results

The RCTs (n=29) varied in quality, with PEDro scores ranging from 4 to 9. The CASP qualitative scale found all studies with a qualitative component (n=4) to be valuable and to have contributed to the overall evidence on the topic. Levels of evidence (Table 1) ranged from 1a (PE, CPT, and behavioral activation [BA] and therapeutic exposure [BA-TE]) to 4 BA. A level 1a rating indicates strong evidence and is achieved when 2 or more RCTs of high quality (PEDro ≥6) demonstrate similar findings, and a level 4 rating indicates that findings are supported by at least one study of pre- and posttest, posttest, case series, or single-subject intervention design [50]. The results for CBT were conflicting (Table 1).
Table 1. Level of evidence hierarchy for digital health delivery of trauma therapy interventions utilized with military members, veterans, and public safety personnel.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Conclusion of level of evidence</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral activation and therapeuttic exposure</td>
<td>There is level 1a evidence that behavioral activation and therapeutic exposure delivered via home-based videoconferencing significantly reduces PTSD symptoms in veterans with PTSD</td>
<td>• Acierno et al, 2016 [87] • Strachan et al, 2012 [60]</td>
</tr>
<tr>
<td>Behavioral activation treatment for PTSD</td>
<td>There is level 4 evidence that behavioral activation for PTSD delivered via clinic-based videoconferencing significantly reduces PTSD symptoms and depressive symptoms in military members with PTSD</td>
<td>• Luxton et al, 2015 [68]</td>
</tr>
</tbody>
</table>

aPTSD: posttraumatic stress disorder.

**Qualitative Analysis Results**

The narrative synthesis and qualitative thematic analysis yielded a number of emerging themes related to the efficacy, clinical utility, ethics, accessibility, facilitators and barriers regarding the remote delivery of trauma-focused therapies. In addition, a number of clinical recommendations have emerged that complement the findings of the quantitative analysis and rating of evidence.

**Facilitators**

A number of facilitators were identified regarding the virtual delivery of trauma therapies to military members, veterans, and PSP (Table 2). These included (1) the convenience of accessing teletherapy, particularly for clients in rural and remote areas [79,85,87], (2) the comfort of participating in therapy from the client’s home [57,59,85,87] resulting in less stress [55,58] and stigma, [86,87], (3) the efficaciousness of several different evidence-based PTSD treatment modalities delivered using digital health, including PE, CPT, CBT, and BA-TE [25,53,56,77], and (4) the ability to see a therapist from a central health clinic or the location of their choosing reduced travel time and transportation and missed work costs [25,55,82]. Many clients found that participating in teletherapy provided the same opportunities for relationship building with the therapist as in-person treatment [52,81]. From the mental health clinician perspective, the same clinical skills and safety protocols required for handling increased emotional responses and symptom emergence in-person were noted to be used in a remote delivery context [58].
# Table 2. Summary of facilitators from all studies included in the review.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Findings</th>
<th>Illustrative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Facilitators</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1.1 Participants</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1.1 Availability and accessibility of services</td>
<td>Access. Teletherapy may be beneficial for individuals who live in rural areas, as they are more accessible than in-person services. This benefit may be increased if the internet or electronic devices are provided to the clients.</td>
<td>• &quot;Service members who are living in geographically remote locations or in areas that have a shortage of specialty healthcare professionals may especially benefit from Home-Based Tele Mental Health options.&quot; [88]</td>
</tr>
<tr>
<td>1.1.2 Ethnic background and sex</td>
<td>Ethnicity and sex. Black veterans seem to be more likely to seek out services, whether through telehealth or in-person. Additionally, female military veterans may be more open to using teletherapy compared to in-person treatment.</td>
<td>• &quot;Blacks overall were found to be more than 2 times as likely to seek treatment as White participants.&quot; [62] • &quot;...telehealth may help to overcome unique barriers experienced by female Veterans seeking care in a traditionally male-dominated health care system. Adoption of telehealth technologies may be particularly useful as the VAMC continues its efforts to expand services sensitive to the experiences of female Veterans including an expanded awareness and focus on providing MST related services.&quot; [70]</td>
</tr>
<tr>
<td>1.1.3 Rapport/trust building in therapy</td>
<td>Rapport. The ability to build rapport and develop a strong therapeutic alliance is possible with teletherapy and has been demonstrated in a number of studies.</td>
<td>• &quot;Participants reported high levels of therapeutic alliance with their therapist throughout the treatment.&quot; [81]</td>
</tr>
<tr>
<td>1.1.4 Participant environment</td>
<td>Home environment. Having the client participate in therapy from their own home allows them to feel comfortable and engage more easily in the therapeutic process. This may be especially helpful for clients who have experienced military sexual trauma.</td>
<td>• &quot;Participants mentioned that being able to do therapy in their own environment helped them to relax and engage better than if they had had to go somewhere unfamiliar.&quot; [85]</td>
</tr>
<tr>
<td>1.1.5 Use or uptake of the therapy</td>
<td>Uptake. Evidence seems to point to the comfort of clients with the use of teletherapy, belief in its effectiveness, and a willingness to use it again.</td>
<td>• &quot;...throughout the duration of treatment, the majority of participants reported that they would be willing to use telehealth-delivered treatment again.&quot; [81] • &quot;Participants also endorsed high expectations that the intervention would be helpful throughout the course of treatment.&quot; [81]</td>
</tr>
<tr>
<td><strong>1.2 Technology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2.1 Stigma associated with therapy</td>
<td>Stigma. There seems to be a reduced amount of stigma surrounding teletherapy compared to in-person due to issues of privacy.</td>
<td>• &quot;The Advantage of Home-Based Teletherapy include reduced stigma (eg, patients do not need to visit a mental health care facility)...&quot; [87]</td>
</tr>
<tr>
<td>1.2.2 Availability or accessibility or cost-effectiveness of services</td>
<td>Cost. Home-based teletherapy may be less expensive than classic in-person therapy, thereby making it more accessible to clients and decreasing the cost (transportation costs, travel time, and missed work). Clients also seem to appreciate the flexibility of teletherapy in terms of where and when they can access treatment.</td>
<td>• &quot;It is more convenient and it is not like waiting at the office knowing you just have 1 hour to talk.&quot; [59]</td>
</tr>
<tr>
<td><strong>1.3 Ethical</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3.1 Privacy</td>
<td>Security. Some clients see teletherapy as more private and secure because they can access it in their homes. This is especially apparent in smaller, tight-knit communities.</td>
<td>• Moreover, some service members may be drawn to HBTMental health because of the privacy it offers to those who are concerned about stigma associated with seeking mental health treatment.&quot; [88]</td>
</tr>
<tr>
<td>Themes and subthemes</td>
<td>Findings</td>
<td>Illustrative quotes</td>
</tr>
<tr>
<td>----------------------</td>
<td>----------</td>
<td>---------------------</td>
</tr>
<tr>
<td>1.3.2 Safety or risk</td>
<td>Stress. Teletherapy is perceived by some clients as less stressful than in-person therapy. The same clinical skills can be used during remote as in-person delivery for handling heightened emotional responses and symptoms</td>
<td>“Titrating of emotional reactions and patient engagement in traumatic memories, normally including anxiety, increased psychomotor activity, crying, and reexperiencing symptoms, were all handled adequately with the same protocol and clinical skills employed for in-person PE” [58]</td>
</tr>
</tbody>
</table>

1.4 Clinical utility

1.4.1 Effectiveness of different types of therapy when delivered via teletherapy | Modalities. Several different evidence-based therapies that have been shown to be effective for teletherapy including prolonged exposure therapy, cognitive processing therapy, and cognitive behavioral therapy | “Use of clinical video teleconferencing services to provide evidence-based treatment to Veterans with posttraumatic stress disorder (PTSD) was found to be as effective as face-to-face treatment provision without negatively impacting therapeutic process measures.” [64] |

1.4.2 Therapy dropout rates in digital health | Dropout. Therapy dropout rates, reasons, and patterns are similar between therapy delivered in-person and remote delivery or therapy dropout rates are dependent more on comorbidities, client life circumstances, and treatment type than on mode of delivery. It is important to note that most of the therapies delivered were based on cognitive behavioral therapy or prolonged exposure therapy | “There were no significant differences in the rates of dropout between the in-person condition and the (home-based) telehealth condition.” [25] |

**Barriers**

Multiple barriers were also identified (Table 3), including (1) issues with technology related to connectivity, inconsistent access to a secure, high-quality internet connection, and hardware that disrupts and limits the high quality and secure service delivery [25,52,53,55,64,79,81,85,89], (2) client openness to digital health services [59], (3) challenges to client privacy and comfort, including lack of a quiet, private space, experiences of isolation or disruption in the home environment, and client discomfort with communication over video conferencing [56,59,79,84,85], (4) limits to the therapeutic alliance and therapist comfort with intervention activities that may impact clinical utility and effectiveness [57,58,65,66,79], (5) the ease of abrupt disengagement from treatment and engagement in social avoidant behaviors [55-57,59,79], and (6) safety concerns and risk management [52,59,81].
Table 3. Summary of barriers from all studies.

<table>
<thead>
<tr>
<th>Themes and sub-themes</th>
<th>Findings</th>
<th>Illustrative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Barriers</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| 2.1 Technological issues are prevalent, causing disruption and limits to high-quality and secure service delivery | Connectivity. Challenges because of problematic client and/or therapist internet connection, video conferencing hardware and software, or problems with server connection commonly present difficulties establishing and maintaining a clear, audible, and uninterrupted video-feed impacts the quality of service delivery and client satisfaction | • “The majority of the technical problems that were reported involved lost wireless signals or video or audio quality issues, such as a delay in picture or sound due to poor Internet connection.” [25]  
• “...technical issues with initiating and maintaining a video-conferencing connection were more frequent than expected...” [88] |
|                       | Hardware that is compatible for securely connecting with encrypted video conferencing software is not always available for clients. Additionally, as many participants in the studies were provided hardware, more knowledge regarding the protocols and optimal infrastructure for secure delivery of digital health services using personal and/or private computers or video conferencing compatible devices is needed | • “An ideal capability would be to use a network infrastructure that meets U.S. Department of Defense network security requirements but that also allows for the use of privately owned end-user equipment (ie, personal computers, Webcams, mobile devices, etc.).” [88] |
| 2.2 Perceptions of digital health services may limit client acceptance and openness | Openness to digital health use may depend on previous experiences or recommendations from trusted individuals or sources. Veterans were described as being hesitant to try new technologies because of issues of security or inconsistency with lifestyle (especially in rural populations). As the studies included clients who were seeking services and open to digital health delivery, more knowledge is yet needed of this population’s perceptions and acceptance of digital health services | • “Clinical experience, however, suggests that many patients are hesitant to try new technologies.” [55] |
| 2.3 Challenges to client privacy, comfort, and safety exist because of client environment and remote nature of service delivery | Lack of a quiet, private space in which clients can engage in therapy without the fear of being overheard by family members or roommates is common | • “…advantages [of digital health] must be balanced by potential shortfalls, such as lack of privacy from family members when televideo sessions are conducted into homes where soundproofing between rooms may not be in place.” [87] |
|                       | Session disruptions by doorbells or experiencing an abrupt transition back into everyday life after logging off a session made it difficult to engage from the home environment | • “That’s why it was hard to switch from talking all about it and then sort of, the hour’s up and then you’ve got to try and get on with normal life.” [85] |
|                       | Some clients indicated discomfort with communication over video despite satisfaction with their therapist. Concerns about managing strong emotions evoked in therapy in an isolated home environment lead clients to prefer in-person treatment. Additionally, clients may be less trusting of the privacy and confidentiality of digital health services | • “I do not like not knowing who else is in the room with the therapist.” [55] |
|                       | Safety is difficult to manage in a clinically unsupervised environment where a client may be at risk of purposefully terminating a teleconference session while being at risk of suicide. Much of the reviewed literature excluded clients who posed a risk for suicide, and therefore more examples and knowledge on managing risk and responding to a crisis are necessary. Establishing safety protocols involving family members or neighbors and adjusting service delivery schedules to accommodate is a commonly reported measure; feasibility and ethics in doing so must be considered | • “Potential drawbacks include... the difficulties of ensuring patient safety in a clinically unsupervised environment.” [55] |
| 2.4 Limits to the therapeutic alliance and intervention activities may impact clinical utility and effectiveness | Establishing and building the therapeutic alliance necessary for effective treatment may be challenged because of the impersonal feeling of videoconferencing, which is influenced by an inability to read all the client and therapist nonverbal body cues | • “Despite being able to see the therapists face, several participants reported that they felt that doing therapy over Skype felt impersonal because they weren’t in the same room.” [85] |
Therapist comfort with digital health may impact the selection of treatment modalities. Further, some clients may benefit from the in-person presence of a clinician to complete exposure activities as per a treatment protocol. Clients with hypervigilance may be unwilling to close eyes during imaginal exposure as they are not reassured that a therapist can watch out for and respond to threats in their environment. Secure exchange of information online related to intake, assessment, and client homework remains an issue.

2.5 Ease of disengagement with services and enablement of social avoidant behaviors may be enhanced

Clients can disengage quickly and easily if a session becomes too challenging or uncomfortable. They may engage in distractions during the session, such as watching television or browsing the internet. Enablement of socially avoidant behaviors may occur when delivering mental health service to a client in their home. Care is required to ensure digital health delivery is not discouraging clients from engaging in healthy life events.

Recommendations

A number of recommendations were identified to support the use of digital health to deliver evidence-based psychotherapy to military members, veterans, and PSP. Key recommendations included (1) identify and manage technological issues that may impede the use of digital health [25,88], (2) supplement interventions to increase patient comfort [75,87], (3) consider ways to establish and maintain rapport and trust [77,89], (4) be flexible and provide additional support as needed to facilitate progress and commitment to therapy [71,77,85], (5) review previously established standards and practices of delivering certain psychotherapeutic interventions to improve suitability for digital delivery [71,87], (6) address risk and safety issues [88], (7) understand and accommodate demographic factors that can influence the client experience of clients using digital health [62,90], and finally (8) support therapists through training to promote their effective use and uptake of digital health [80,84]. Specific findings related to these key themes are presented in Table 4.
Table 4. Recommendations from all studies.

<table>
<thead>
<tr>
<th>Themes and sub-themes</th>
<th>Findings</th>
<th>Illustrative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. Recommendations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1 Technological issues that may impede the use of digital health solutions need to be identified and addressed</td>
<td>Backups for information technology disruptions. Service providers need alternatives in place if connectivity issues arise that cannot be resolved through technical assistance from a clinician or technical expert</td>
<td>• “If the audio quality remained poor, then the therapist and participant muted their webcams and spoke to each other through the telephone while still using the video feature.” [25]</td>
</tr>
<tr>
<td></td>
<td>Secure assessments. Secure methods of distributing and collecting assessments and homework assignments need to be considered</td>
<td>• “Several modifications were also required for sharing homework and study handouts... such as use of screenshots of homework and handouts and holding handouts up to the camera.” [88]</td>
</tr>
<tr>
<td>3.2 Providers can supplement interventions with pretreatment strategies or peer support to increase patients’ comfort with receiving psychotherapy using digital health platforms</td>
<td>Pretreatment strategies can help with preparation for therapy and support participants’ use of digital health</td>
<td>• “... the present study incorporated many of the recommendations from Gros and colleagues’ 2013 review, including the preparation session with a walkthrough and testing of the technology, possibly improving the likelihood of acceptance of and satisfaction with telehealth as a result.” [75]</td>
</tr>
<tr>
<td></td>
<td>Peer assistance can support veterans in becoming more open to digital health and play a role in accomplishing the more difficult aspects of treatment</td>
<td>• “... patients who have concerns related to safety or hesitate due to technical concerns may benefit from receiving assistance from a peer before deciding whether or not to try [home telemental health] HTmental health.” [59]</td>
</tr>
<tr>
<td></td>
<td>• “peer navigators... may be useful in helping patients to accomplish difficult aspects of treatment, such as in vivo exposure assignments.” [71]</td>
<td></td>
</tr>
<tr>
<td>3.3 Providers need to consider ways in which rapport and trust can be established and maintained between therapists and clients when using digital health</td>
<td>Initial in-person meetings may help to facilitate rapport building for services delivered by digital health</td>
<td>• “… simple changes may result in increased adherence to [prolonged exposure therapy] including... meeting the therapist in-person to increase connection and commitment to the treatment provider.” [77]</td>
</tr>
<tr>
<td></td>
<td>Rapport building. Providers should continue to be mindful about embedding ongoing opportunities within therapy to promote rapport building</td>
<td>• “… attention to the development and maintenance of mutually trusting relationships and continued assessment for comfort is recommended.” [89]</td>
</tr>
<tr>
<td>3.4 Participants may require additional support and flexibility to support progress and commitment to therapy</td>
<td>Flexible treatment delivery options and additional information before and during therapy, along with practical solutions to support engagement in digital health appointments, can help with progress and commitment to therapy</td>
<td>• “… offering a hybrid, in-person + telemedicine option may be useful, and would empower patients to match the modality of treatment delivery to the stage of treatment they are completing.” [71]</td>
</tr>
<tr>
<td></td>
<td>• “… participants reporting that they would have liked to have known more before starting the therapy to better prepare... Many participants said the workbooks and additional information given to them between sessions were beneficial.” [85]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• “… simple changes may result in increased adherence to [prolonged exposure therapy], including using smart-phone calendar reminders; using personal rather than VA-issued smart-phones...” [77]</td>
<td></td>
</tr>
<tr>
<td>3.5 Previously established standards and practices of delivering certain psychotherapeutic interventions need to be analyzed to improve suitability for digital health</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Themes and sub-themes</td>
<td>Findings</td>
<td>Illustrative quotes</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Pace of treatment. Due to the independent nature of psychotherapeutic interventions delivered via digital health, there may be a need to alter the pace of treatment</td>
<td>• “… increased hyper-vigilance symptoms in telemedicine vs. in-person PTSD treatment groups, may suggest a need for clinical and administrative modifications to the standard exposure therapy protocol when delivered via telemedicine.” [71]</td>
<td></td>
</tr>
<tr>
<td>Variable intervention delivery. To reduce the likelihood of dropping out of therapy because of temporary symptom exacerbation from exposure exercises, intervention delivery may need to be adjusted (massing sessions at the beginning until benefits are experienced) or adjunct with additional cognitive restructuring exercises or education</td>
<td>• “… treatment-interfering cognitions, such as negative treatment expectancies, may need to be addressed with cognitive restructuring in the early stages of treatment.” [57]</td>
<td></td>
</tr>
<tr>
<td>Addressing avoidance. In patients where digital health may be reinforcing avoidance behaviors, additional education, and discussion to address avoidance behaviors may be warranted. Peer support and encouragement during in vivo exposure exercises may help to reduce the dropout rate</td>
<td>• “Veterans engaged in [Clinical Video Technology] CVT-delivered PE or [Cognitive Processing Therapy] may need additional education about the role of avoidance in symptom maintenance and frank discussion about. How the CVT modality may be reinforcing avoidance.” [57]</td>
<td></td>
</tr>
</tbody>
</table>

3.6 Providers need to consider risk and safety of clients because of the remote and independent nature of digital health

Safety planning. Using workable safety standards and planning (including baseline risk assessment, ongoing monitoring of the level of risk, obtaining contact information regarding client's choice of emergency contact before treatment) can facilitate the safe delivery of mental health care to clients in their homes

- “All participants completed a release of information form so that a contact person, of their choice, could assist in case of clinical emergency. The requirements and processes for engaging with third parties were disclosed and discussed during the informed consent process.” [88]

3.7 There is a need to recognize and build an understanding of demographic factors (eg, race, gender, and age) that could influence the experience of clients using digital health

Demographic considerations. Recognizing the differences in race and ethnic background for clients should be a priority. Gender, age, and related roles may impact an individual’s preference and capacity to receive interventions via digital health; considerations around this should be discussed and reviewed with clients

- “Maintaining an understanding of racial obstacles and facilitators in seeking support and continuing follow-up care will be increasingly essential as the military population continues to experience post-traumatic stress related to combat experiences.” [62]
- “… the effects of age on modality preference among women may reflect barriers to in-office care that uniquely affect the middle-aged and older female populations (eg, responsibility for caring for both older and younger family members, which may make it more difficult to attend office based appointments).” [90]
- “Younger women may be more likely to have young children in the home, which may require active caregiving during treatment sessions...Therefore, [office-based treatment] may offer a neutral setting where younger women can receive more private care with fewer distractions.” [90]

3.8 Therapists need to be supported through training to promote effective use and uptake of digital health

Train providers. It is important to support the training of more therapists across a variety of different settings to use digital health to meet the diverse needs of this population

- “Given the high amount of turnover and transition among providers within and between deployments, it is imperative that all providers using [clinical videoconferencing] technology be briefed prior to, or at the beginning of, deployment.” [80]
- “… having multiple providers who can offer [Video To Home] decreases burden of trying to meet diverse needs with only one or two designated providers.” [63]

**Discussion**

**Efficacy of Digital Health Delivery of Trauma Therapies**

This review sought to explore, synthesize, and evaluate the available peer-reviewed research regarding needs, gaps, barriers, and facilitators for safe digital health delivery of trauma-focused psychotherapy for military members, veterans, and/or PSP who had a primary diagnosis of PTSD or a stress-related mental health disorder. The review is important and timely given the current COVID-19 pandemic, the concomitant need for physical distancing, and the ongoing need to support those in rural and remote locations, including theaters of operations or war. There
is an urgent need to ensure that digital mental health services are accessible, effective, safe, and secure.

Overall, there was encouraging support for the use of digital health to facilitate the treatment of trauma-related mental health problems among military members and veterans. The majority of studies included in this review indicated that digital health was as effective as in-person delivery of psychotherapeutic interventions (CPT, PE, and BA-TE) at clinically and statistically significantly reducing PTSD and depressive symptomatology among military members and veterans with mental health challenges. Digital health engagement was not rated by clients as inferior to in-person therapy when it came to building a relationship with their clinician [81]. Interestingly, within the included studies, baseline variables such as age, gender, education level, employment status, and relationship status did not appear to correlate with the effectiveness of the psychotherapeutic intervention or the modality of which it was delivered [63,82,84]. Although results regarding adherence to therapy and dropout varied throughout the studies, the modality of therapy delivery (digital health or in-person) did not appear to be a predictor of adherence or dropout.

Importantly, published work confirms that digital health can improve access to treatment in this population because of a combination of reasons including convenience, cost savings, reduced stigma, and comfort and safety of the home environment. We also note that some studies may have included a selection bias by including participants who were already accepting of the idea of remote delivery of services. In the end, personalization and flexibility of therapy, with attention to multiple overlapping facilitators and barriers, may be required.

Quality of the Evidence

The quality of the evidence of the studies included in this review was variable and required a review of multiple quantitative, qualitative, and mixed methods methodologies that made data comparisons challenging. The quality of the RCTs included in this study had PEDro scores ranging from fair to excellent, with the majority of the studies rated as good quality. Increased sample sizes within the RCTs would contribute to larger effect sizes and stronger conclusions regarding the efficacy of digital health psychotherapeutic interventions for this population. Although CPT, PE, and BA-TE were rated as level 1a for evidence, there was a multitude of different outcome measures utilized across all studies, which would make it challenging to further complete meta-analyses with conclusive comparisons. The levels of evidence for the utilization of digital health CBT scored conflicting, and we noted a variation in results and a lack of consensus. This finding is similar to other published evidence-based literature focusing on generalized trauma-affected populations [91]. The CASP qualitative checklist purposefully does not result in a score for those assessed studies; however, this tool demonstrated that the qualitative studies were of sound methodology and added a valuable contribution to the literature. Finally, the literature base is relatively new, and as such, it is still fundamentally limited with studies predominantly focusing on 3 therapeutic modalities: PE, CPT, and CBT interventions. Other efficacious psychotherapeutic interventions would benefit from studies with military members, veterans, and/or PSP.

Facilitators, Barriers, and Recommendations

Facilitators, barriers, and recommendations reported in the literature (Tables 2, 3 and 4, respectively) offer clinical and research community insights into ways to respond to the urgent need to research and remotely deliver mental health services. In particular, identified facilitators need to be maximized, barriers overcome, and recommendations implemented for digital health to be best used in practice; doing so will require policy, practice, and system change. As digital health delivery can result in more timely help-seeking behaviors by military members, veterans, and/or PSP, it would be beneficial for more mental health clinicians and mental health clinics to incorporate digital health delivery options as one of several modes of service delivery routinely available to clients [29,31]. This may involve complementing in-person with digital service delivery and varying hours of access to services beyond traditional clinical hours of operation. Doing so would require mental health clinicians and clients to have appropriate technologies, have access to systems and supports, and have strategies and policies in place to ensure connectivity, privacy, security, and confidentiality [84].

Providing immediate support to military members, veterans, and PSP through digital means, particularly when they are contending with operational stresses and trauma, may reduce the acute and long-term impacts on military members, veterans, and PSP themselves and on their teams, organizations, and families [81,89]. Digitally connecting mental health clinicians and remotely or rural located clients can result in military members, veterans, and PSP receiving support and services that they might not receive otherwise [29,31,55].

The benefits of timely and responsive interventions can reach beyond the individual and into family, organization, and community life [89]. This can positively impact the well-being, operational readiness, and pandemic response. It can also potentially better serve those who might not otherwise seek treatment such as disadvantaged or minority groups, or those who have experienced sexual trauma or operational stress injuries, for example [55,57,59,62,81].

Although the literature regarding the use of digital health to deliver trauma therapies is encouraging, some specific concerns regarding remote delivery warrant consideration. Receiving therapy in one’s home, for example, may increase the likelihood of military members, veterans, and PSP avoiding traumatic cues and/or engaging in avoidance behaviors, although this may be more of a dialectic than an actual impediment. That being said, starting with digital health may enable those who would otherwise find it difficult to engage and face their anxieties to actually do so. This may be analogous to the difference between flooding and gradual, systematic desensitization, where digital health may present the first step for some clients toward challenging, more difficult avoidance behaviors outside the home environment. Similar to the risk management strategies required for in-person service delivery with military members, veterans, and PSP who are at increased risk of self-harm, violence, and suicidality, safeguards need to be implemented...
when using digital health–delivered psychotherapeutic interventions. It is important to note that the reviewed literature does not indicate a heightened risk of suicide per se associated with digital health interventions. Consequently, while safety planning is as important for digital health as it is for in-person therapy, suicide risk should not automatically preclude the digital delivery of mental health interventions [76]. Finally, not all patients benefit equally from the digital health interventions. Whereas engaging in therapy at home can be a facilitator for certain clients, some may experience traumatic cues, interruptions, be concerned about privacy, or have discomfort in revealing their home environment to the therapist [77]. This speaks to the importance of determining the right therapy and mode of delivery for the right person at the right time.

Although this scoping review was specific to digital health interventions specific to military member, veterans, and PSP, it may also assist clinicians and researchers in the use of digital health in the general civilian population. It will also add to the growing body of literature exploring digital health utilization for other conditions (ie, substance use, anxiety, depression, dual-diagnosis, schizophrenia, cancer, chronic pain).

Knowledge Gaps and Future Research

With digital health interventions being a relatively recent necessity as a result of the COVID-19 pandemic, this review highlights key gaps in the peer-reviewed literature and areas requiring future research. With regard to user factors, there is a lack of research (ie, only 3 identified studies) related specifically to PSP, emphasizing the need for further study of digital health use in this population. In addition, the majority of studies were conducted in the United States, pointing to the need for future studies to be conducted with military members, veterans, and/or PSP from other international jurisdictions.

Further work is also needed not only regarding the impact of demographic and contextual factors but also on the client’s stage of treatment, level of functioning, illness severity, attachment style, and comorbidities. How common comorbidities such as depression, personality disorders, or dissociation impact engagement or outcomes in digital health is also yet unknown. For example, some patients require more coregulation in session with the therapist, and there is little information about how digital health delivery might impact this process.

Factors specific to mental health clinicians also warrant further study. This includes consideration of their attitudes, technology acceptance, and usability of digital health. Moreover, little is known about the clinicians’ concerns about the impact of digital health on safety, risk management, and control of the therapeutic situation. It is currently unclear whether a clinician’s comfort and belief in the efficacy of digital health interventions has a similar influence on therapeutic outcome. It is also important to understand the training and support needs of clinicians to adapt previous in-person interventions to digital health delivery formats. There are also practical aspects to consider regarding the delivery of therapy via digital health. For example, it is currently not well known how the prolonged use of videoconferencing technologies affects a clinician’s level of fatigue, attention, and level of engagement throughout a session.

Therapeutic factors associated with the use of digital health also warrant further investigation. This includes factors associated with establishing and maintaining the therapeutic relationship between the clinician and client to those around safety and containment. Similarly, types of treatments that lend themselves better to digital delivery need to be determined and studied. Some therapeutic modalities, for example, are more dependent on in-person therapeutic relational factors (eg, the ability to read body language), whereas others involve experiential activities that may prove difficult to duplicate in a remote delivery context, particularly in the absence of secure platforms to facilitate homework and other barriers. CBT and digital health delivery for military members, veterans, and PSP also warrant additional high-quality research to address the current conflict in the literature. Furthermore, the use of digital health for the delivery of group-based interventions also warrants further study, specifically as it relates to group dynamics, privacy, and stigma, and particularly given the benefits and potential cost-efficiency of group interventions. Future research into individualization of digital health therapy, with attention to multiple facilitators and barriers, is required. Finally, at the macrolevel, further research is needed to determine how to best address systemic issues such as health system policies and medicolegal issues that may present as barriers to digital health for health care organizations, administrators, managers, mental health clinicians, and, therefore, the clients they serve.

Strengths and Limitations

Significant efforts were made to ensure the rigor and quality of the review. Notably, it was performed following a priori and detailed procedures with increased attention to ensure quality control and reduce bias [41,42]. Furthermore, the search strategy was extensive and included 5 databases. Inclusion and exclusion criteria were determined before study onset and adhered to throughout the study. Appropriate calibration and pilot testing, use of at least two independent reviewers for all stages of the process, additional verification of extracted data, and group discussion of conflicts improved the quality of the review.

The authors also acknowledge several limitations of this review. First, the review specifically selected articles focusing on military members, veterans, and/or PSP who had a primary diagnosis of PTSD or a stress-related mental health disorder. Thus, there may be additional informative literature that focuses on other populations. Second, with an imposed date limit, it is possible that quality studies published before 2010 may have been missed; however, with the rapid speed of advancement in digital health, technology, access to technology, and its quality, it is unlikely that research on technology from more than a decade ago before the widespread use of smartphones holds exceptional relevance to this review. Finally, there are limits to aggregate data.

Conclusions

In light of COVID-19, research regarding the remote delivery of trauma therapies for military members, veterans, and PSP is no longer simply novel, but a real-world necessity. In addition, during times of physical distancing, digital health is a mode of delivering psychotherapeutic interventions for those who are in remote locations, including rural areas or during tactical and
operational deployment. Despite some promising evidence in currently published literature, health care organizations and mental health clinicians should continue to proceed cautiously with remote delivery of psychotherapeutic trauma therapies as much research is still needed to address the digital divide among trauma-affected military members, veterans, and/or PSP. This systematic scoping review included 38 studies researching factors related to the use of digital health to deliver psychotherapeutic interventions for military members, veterans, and/or PSP affected by trauma. Evidence for the effectiveness of digital delivery of PE, CPT, and BA-TE on military members, veterans, and PSP was rated level 1a, whereas evidence for CBT was conflicting. The narrative synthesis suggests that digital health delivery of these therapies can be as effective as in-person delivery; for some, it may increase access, reduce stigma, and facilitate engagement with mental health clinicians. Issues of risk, safety, privacy and security, digital health modality, clinician factors, and barriers to digital health need to be researched further as does the potential for additional trauma therapies, including ART, ADT, and EMDR, to be suitable for digital delivery. Further elucidation is also needed for gender, racial, and cultural factors that may create differences in client outcomes, preferences, and needs. Professional organizations are likely needed to invest in training for clinicians, formulate guidelines for digital health delivery of trauma therapies, formulate ethical and medicolegal guidance, and assist in adapting to the digital health environment.
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Abstract

Background: For effective rehabilitation after stroke, it is essential to conduct an objective assessment of the patient’s functional status. Several stroke severity scales have been used for this purpose, but such scales have various limitations.

Objective: Gait analysis using smart insole technology can be applied continuously, objectively, and quantitatively, thereby overcoming the shortcomings of other assessment tools.

Methods: To confirm the reliability of gait analysis using smart insole technology, normal healthy controls wore insoles in their shoes during the Timed Up and Go (TUG) test. The gait parameters were compared with the manually collected data. To determine the gait characteristics of patients with hemiplegia due to stroke, they were asked to wear insoles and take the TUG test; gait parameters were calculated and compared with those of control subjects. To investigate whether the gait analysis accurately reflected the patients’ clinical condition, we analyzed the relationships of 22 gait parameters on 4 stroke severity scales.

Results: The smart insole gait parameter data were similar to those calculated manually. Among the 18 gait parameters tested, 14 were significantly effective at distinguishing patients from healthy controls. The smart insole data revealed that the stance duration on both sides was longer in patients than controls, which has proven difficult to show using other methods. Furthermore, the sound side in patients showed a markedly longer stance duration. Regarding swing duration, that of the sound side was shorter in patients than controls, whereas that of the hemiplegic side was longer. We identified 10 significantly correlated gait parameters on the stroke severity scales. Notably, the difference in stance duration between the sound and hemiplegic sides was significantly correlated with the Fugl-Meyer Assessment (FMA) lower extremity score.

Conclusions: This study confirmed the feasibility and applicability of the smart insole as a device to assess the gait of patients with hemiplegia due to stroke. In addition, we demonstrated that the FMA score was significantly correlated with the smart insole data. Providing an environment where stroke patients can easily measure walking ability helps to maintain chronic functions as well as acute rehabilitation.

Trial Registration: UMIN Clinical Trials Registry UMIN000041646, https://upload.umin.ac.jp/cgi-open-bin/ctr_e/ctr_view.cgi?recptno=R000047538

(JMIR Mhealth Uhealth 2020;8(9):e22208) doi:10.2196/22208
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Introduction

Stroke remains one of the leading causes of disease burden worldwide [1]. Despite efforts to prevent stroke and reduce its impact with early intervention, many people live with persistent, chronic deficits that require significant rehabilitation [2]. The challenge for stroke rehabilitation is to decrease impairments and promote patient activity and participation by optimizing early outcome prognosis and therapeutic care [3].

To ensure effective rehabilitation therapy for a patient diagnosed with stroke, it is essential to perform an objective assessment of the patient’s functional status. For this purpose, various functional tools have been developed for evaluating patients diagnosed with stroke, such as the Fugl-Meyer Assessment (FMA), the Mini–Mental State Examination (MMSE) for body functions, the Modified Barthel Index (MBI) for activities, and the Stroke Impact Scale for participation, which are the most widely used according to the International Classification of Functioning, Disability, and Health (ICF). However, these scales are time-consuming to administer and problematic due to the influence of the subjective perception of the evaluator [4]. The ordinal scale of these instruments represents a further limitation. Furthermore, it is difficult to record data continuously while administering treatments.

Instrumental gait analysis can be used to evaluate patients continuously, objectively, and quantitatively [5]. Moreover, it can overcome the limitations of other scales, as evaluation and treatment can be simultaneous. We investigated whether in-depth gait analysis using smart insole technology reflects the functional status of patients with hemiplegia due to stroke.

Methods

Experimental Design

To investigate the reliability of gait analysis using the smart insole device, healthy control subjects wore the insoles in their shoes and completed a Timed Up and Go (TUG) test. The spatiotemporal gait parameters were compared with the values calculated by manually measuring the TUG time and step count. To determine the gait characteristics of patients with hemiplegia due to stroke, they were asked to wear the insoles and take the TUG. The gait parameters were calculated and compared with those of control subjects. The TUG differentiates subjects with chronic stroke from healthy elderly subjects and shows test-retest reliability [6]. Therefore, this study employed the TUG test for gait analysis of patients diagnosed with stroke. To examine whether the gait analysis data accurately reflected patients’ clinical conditions, we analyzed the relationship between gait parameters and the stroke severity scale data.

Participants

Participants in this study included 10 healthy control subjects and 10 patients with hemiplegia due to stroke. Included patients were all of chronic-stage status, were diagnosed with stroke, understood the purpose of the experiment, and could walk independently without the use of a walking aid during the TUG test. Patients were excluded if they had musculoskeletal disorders that could affect gait or diabetic complications that could cause peripheral neuropathy. Table 1 displays the characteristics of the 10 patients included in the study.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, mean (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration of illness (months)</td>
<td>47.0 (12.0-85.0)</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>165.3 (148.0-175.0)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>69.4 (49.6-97.0)</td>
</tr>
<tr>
<td>MMSE(^a)</td>
<td>24.4 (14.0-30.0)</td>
</tr>
<tr>
<td>MBI(^b)</td>
<td>59.0 (22.0-89.0)</td>
</tr>
<tr>
<td>FMA_Uex(^c)</td>
<td>25.5 (4.0-47.0)</td>
</tr>
<tr>
<td>FMA_Lex(^d)</td>
<td>19.0 (7.0-28.0)</td>
</tr>
</tbody>
</table>

\(^a\)MMSE: Mini–Mental State Examination.
\(^b\)MBI: Modified Barthel Index.
\(^c\)FMA_Uex: Fugl-Meyer Assessment, upper-extremity score.
\(^d\)FMA_Lex: Fugl-Meyer Assessment, lower-extremity score.

Measurements

The following functional tools were used to evaluate patients: (1) the Timed Up and Go (TUG) test, (2) the Modified Barthel Index (MBI), (3) the Fugle-Meyer Assessment (FMA), and (4) the Mini–Mental State Examination (MMSE).

Timed Up and Go (TUG) Test

The test was performed according to a standard protocol on a standard TUG track (Figure 1) [7]. The patients wore the smart insoles in their shoes. Each insole is equipped with 8 pressure sensors, a 3-axis accelerometer, and a gyroscope; the data were measured at a frequency of 100 Hz (Figure 2).
Modified Barthel Index (MBI)

The most widely used tool for evaluating daily activities of stroke patients in the current rehabilitation is the MBI and the functional independence measure (FIM). Because the FIM has restrictions (such as a fee to the copyright holder and the need for training), the MBI is more commonly used in clinical practice and research [8]. The MBI also has a metrological advantage, which is reported to be more sensitive, simpler, easier to score than other tools, more reliable, and more feasible.
These benefits have contributed to ensuring that the MBI is translated and valid in many countries [8,11-13].

**Fugl-Meyer Assessment (FMA)**

The FMA is a 226-point scale developed to evaluate recovery from hemiplegic stroke. In stroke rehabilitation, it is one of the most comprehensive quantitative measurements of motor impairment (body function). Although the use of the FMA for patients with mild motor impairment is limited by a ceiling effect, the FMA is reliable and is highly recommended as a body impairment scale based on available evidence [14]. Using the FMA in combination with a general activity measure such as the MBI or the TUG may provide additional information to improve the measurement of recovery for stroke patients.

**Mini–Mental State Examination (MMSE)**

The MMSE is frequently used in clinical practice. Although this instrument was originally developed to screen for dementia and delirium, the use of the MMSE has been extended, and many studies now use it as a screening instrument for global cognitive impairment [15]. The Montreal Cognitive Assessment is the best candidate to predict recovery; however, the MMSE is still a useful scale in clinical settings of stroke rehabilitation. As cognitive dysfunction affects learning and rehabilitation outcomes, as well as predicting functional independence after stroke, assessment of cognitive function must also be considered to evaluate the severity of stroke [16].

**Data Handling and Analyses**

During the experiment, the sensor data were stored in the flash memory in the insole and transmitted via Bluetooth after the experiment. After collecting the data, we performed noise filtering and differentiated between the swing and stance phases by reference to the total number of activated pressure sensors. As shown in Figure 3, the swing phase corresponded to when the total number of activated pressure sensors was 0. The stance was represented by non-zero values, as was described previously by Truong et al [17], who used the same equipment and concluded that their experimental tests performed accurately to distinguish between swing and stance phases. We calculated the gait parameters for each participant, as shown in Table 2. The single support time is when only one foot is in the stance phase, and the double support time is when both feet are in the stance phase. The percentages of difference between swing and stance durations were calculated by dividing the differences in swing and stance durations (measured in seconds) by the corresponding gait cycle duration (measured in seconds). A 2-sample t-test was used to compare the gait parameters between patients with hemiplegia and normal control subjects, and the coefficient of determination ($R^2$) was used to analyze the Pearson correlation between gait parameters and stroke severity scale results. The calculations were performed using R statistical software [18].

**Figure 3.** Dividing the swing and stance phase. If the individual press sensor has a pressure of 4.3 N/cm² or more, it is defined as activated pressure sensor. The swing phase corresponds to when the total number of activated pressure sensors is 0; the stance is represented by non-zero values. If both left and right sides are in stance state, it is treated as double support; if only one side is in stance state, it is treated as single support.
Table 2. Comparison of gait parameters between patients with hemiplegia (n=10) and normal control subjects (n=10), using a 2-sample t test.

<table>
<thead>
<tr>
<th>Gait parameters</th>
<th>Hemiplegia, mean (range)</th>
<th>Normal control, mean (range)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walking speed (meters/second)</td>
<td>0.32 (0.20-0.48)</td>
<td>0.88 (0.73-1.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stride length (meters)</td>
<td>0.40 (0.23-0.57)</td>
<td>0.91 (0.80-1.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TUG time (seconds)</td>
<td>24.69 (15.92-36.70)</td>
<td>9.83 (8.62-11.26)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Walking time (seconds)</td>
<td>20.63 (12.48-30.47)</td>
<td>6.95 (5.91-8.24)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Single support time, SD (%)</td>
<td>0.14 (0.08-0.23)</td>
<td>0.04 (0.02-0.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Single support time, SD (seconds)</td>
<td>0.19 (0.08-0.36)</td>
<td>0.04 (0.03-0.07)</td>
<td>.001</td>
</tr>
<tr>
<td>Double support time, mean (seconds)</td>
<td>0.19 (0.13-0.25)</td>
<td>0.13 (0.10-0.16)</td>
<td>.002</td>
</tr>
<tr>
<td>Difference in swing duration (%)</td>
<td>0.18 (0.01-0.46)</td>
<td>0.02 (0.00-0.04)</td>
<td>.005</td>
</tr>
<tr>
<td>Difference in stance duration (%)</td>
<td>0.19 (0.00-0.45)</td>
<td>0.03 (0.01-0.06)</td>
<td>.005</td>
</tr>
<tr>
<td>Difference in stance duration (seconds)</td>
<td>0.27 (0.00-0.56)</td>
<td>0.03 (0.01-0.06)</td>
<td>.005</td>
</tr>
<tr>
<td>Difference in swing duration (seconds)</td>
<td>0.25 (0.01-0.54)</td>
<td>0.02 (0.00-0.04)</td>
<td>.006</td>
</tr>
<tr>
<td>Double support time, mean (%)</td>
<td>0.15 (0.10-0.21)</td>
<td>0.12 (0.10-0.13)</td>
<td>.03</td>
</tr>
<tr>
<td>Sit to standing (seconds)</td>
<td>4.06 (1.19-6.23)</td>
<td>2.88 (2.36-3.62)</td>
<td>.03</td>
</tr>
<tr>
<td>Cadence (steps/min)</td>
<td>97.25 (66.64-138.09)</td>
<td>114.49 (97.50-124.60)</td>
<td>.048</td>
</tr>
<tr>
<td>Double support time, SD (s)</td>
<td>0.08 (0.02-0.19)</td>
<td>0.05 (0.03-0.05)</td>
<td>.053</td>
</tr>
<tr>
<td>Single support time, mean (%)</td>
<td>0.35 (0.30-0.41)</td>
<td>0.38 (0.35-0.41)</td>
<td>.08</td>
</tr>
<tr>
<td>Double support time, SD (%)</td>
<td>0.06 (0.02-0.17)</td>
<td>0.04 (0.03-0.05)</td>
<td>.17</td>
</tr>
<tr>
<td>Single support time, mean (seconds)</td>
<td>0.47 (0.30-0.66)</td>
<td>0.40 (0.36-0.46)</td>
<td>.19</td>
</tr>
</tbody>
</table>

Ethics Approval and Consent to Participate

The Institutional Review Board of Pusan National University Hospital approved this study, which was registered retrospectively (Pusan National University Hospital, https://www.pnuh.or.kr; 1812-010-074). This study was registered in the UMIN Clinical Trials Registry (University hospital Medical Information Network, https://www.umin.ac.jp/ctr/; No. UMIN000041646).

Results

Control Group

The smart insole results for the control subjects were as follows: TUG time = 8.62–11.26 seconds, cadence = 97.5–124.6 steps/min, walking speed = 0.73–1.02 meters/second, and stride length = 0.80–1.00 meters.

Patients Diagnosed With Stroke

The patients diagnosed with stroke had a mean duration of disease of 47.0 (SD 29.4) months and a mean MMSE score of 24.4 (SD 4.9). The gait parameters that showed significant differences between patients with hemiplegia and normal control subjects were the TUG time (seconds), walking time (seconds), sit-to-standing time (seconds), cadence (steps/min), walking speed (meters/second), stride length (meters), standard deviation of single support time (seconds, percentage), mean double support time (seconds, percentage), difference in swing duration between the sound and hemiplegic sides (seconds, percentage) and difference in stance duration between the sound and hemiplegic sides (seconds, percentage) (Table 2). The patients had a mean TUG time of 24.69 seconds, which was longer than that of the control subjects (9.83 seconds). The walking speed range of the patients with hemiplegia was 0.20 to 0.48 meters per second, which was significantly slower than that of control subjects (0.73-1.02 meters per second). The cadence of the patients was 66.64-138.09 steps per minute, which was more broadly distributed than that of the control subjects (97.50-124.60 steps per min), and their stride length was 0.23-0.57 meters, which was significantly shorter than that of control subjects (0.80-1.00 meters). The results showed that the patients had a slower walking speed due to shorter stride length and higher cadence. The average single support time was 0.47 seconds (mean value of the hemiplegic and sound sides), which did not differ significantly from that of control subjects (0.40 seconds). However, the mean difference in stance duration between the sound and hemiplegic sides was 0.27 seconds, which was significantly greater than that of control subjects (0.03 seconds) (Figure 4).
Correlations Between Gait Parameters and Stroke Severity Scale Results

As shown in Table 3 and Figure 5, the difference in stance duration between the sound and hemiplegic sides was most strongly correlated with the FMA lower extremity score in the hemiplegia group ($y = -38.64x + 26.39$, $R^2 = 0.59$). The recalculated $R^2$ value, excluding an outlier patient, was larger at 0.71, indicating a clear correlation between the FMA lower extremity score and the difference in stance duration between the sound and hemiplegic sides.

The 4 stroke severity scales used for correlation analysis were the FMA for the lower extremity and the upper extremity, the MMSE, and the MBI. The 22 gait parameters used for correlation analysis were the TUG time (seconds), walking time (seconds), sit-to-standing time (seconds), cadence (steps per minute), walking speed (meters per second), stride length (meters), mean single support time (seconds), standard deviation of single support time (seconds), mean double support time (seconds), standard deviation of double support time (seconds), difference in swing duration (seconds), difference in stance duration (seconds), percentage difference in swing duration, percentage difference in stance duration, mean swing duration of hemiplegic side (seconds), standard deviation of swing duration of hemiplegic side (seconds), mean swing duration of sound side (seconds), standard deviation of swing duration of sound side (seconds), mean stance duration of hemiplegic side (seconds), standard deviation of stance duration of hemiplegic side (seconds), mean sound-side stance duration (seconds), and standard deviation of sound-side stance duration (seconds).
Table 3. Correlations between gait parameters and stroke severity scales.

<table>
<thead>
<tr>
<th>Gait parameter</th>
<th>Stroke severity scale</th>
<th>$R^2$</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference in stance duration (%)</td>
<td>FMA_Lex$^b$</td>
<td>0.591</td>
<td>.009</td>
</tr>
<tr>
<td>Difference in stance duration (%)</td>
<td>FMA_Uex$^c$</td>
<td>0.539</td>
<td>.02</td>
</tr>
<tr>
<td>Difference in swing duration (%)</td>
<td>FMA_Lex$^b$</td>
<td>0.517</td>
<td>.02</td>
</tr>
<tr>
<td>Sound-side swing duration, SD (seconds)</td>
<td>MMSE$^d$</td>
<td>0.498</td>
<td>.02</td>
</tr>
<tr>
<td>Cadence (steps/min)</td>
<td>MMSE$^d$</td>
<td>0.484</td>
<td>.03</td>
</tr>
<tr>
<td>Hemiplegic-side stance duration, SD (seconds)</td>
<td>MMSE$^d$</td>
<td>0.452</td>
<td>.03</td>
</tr>
<tr>
<td>Single support time, mean (seconds)</td>
<td>MMSE$^d$</td>
<td>0.448</td>
<td>.03</td>
</tr>
<tr>
<td>Sound-side stance duration, mean (seconds)</td>
<td>MMSE$^d$</td>
<td>0.442</td>
<td>.04</td>
</tr>
<tr>
<td>Walking speed (meters/second)</td>
<td>MMSE$^d$</td>
<td>0.403</td>
<td>.048</td>
</tr>
<tr>
<td>Single support time, SD (seconds)</td>
<td>MMSE$^d$</td>
<td>0.401</td>
<td>.049</td>
</tr>
</tbody>
</table>

$^a$Non-significant results omitted.

$^b$FMA_Lex: Fugl-Meyer Assessment, lower-extremity score.

$^c$FMA_Uex: Fugl-Meyer Assessment, upper-extremity score.

$^d$MMSE: Mini–Mental State Examination.

**Figure 5.** Correlation between the difference in stance duration and the Fugl-Meyer Assessment (FMA) lower-extremity score. The recalculated $R^2$ value, excluding an outlier patient, was larger at 0.712.

---

**Discussion**

**Feasibility and Applicability of the Smart Insole as a Gait Analysis Device**

As a gait analysis device, the smart insole showed that it may be used in place of the manual calculations of gait parameters made by a clinician, such as calculations of TUG time and step count. Truong et al [17] concluded that this equipment made accurate estimates of walking distance with a mean walking distance estimation error of 4.8% and 3.1% for 16 meters and 89 meters walking distance, respectively. David et al [19] demonstrated the feasibility and applicability of rehabilitation using an eSHOE system similar to the smart insole device. The smart insole used in this study was also applied to predict energy consumption in a recent article [20]. Thus, we suggest that these types of systems are more useful than other methods as they are location-independent and can measure additional parameters that have not been addressed in the past.

**Gait Features of Patients With Hemiplegia due to Stroke**

Analysis of the smart insole data revealed several gait characteristics of patients with hemiplegia due to stroke that
were difficult to identify using previous methods. First, the patients showed slower walking speeds and shorter stride lengths than the control subjects. To compensate for these differences, some patients showed a faster cadence than control subjects. As shown in Figure 4, we observed a difference between the hemiplegic and sound sides. While the patients showed a longer stance duration on both sides compared to control subjects, the sound side showed a markedly longer duration. In addition, the patients showed a shorter swing duration on the sound side than the control subjects, whereas that on the hemiplegic side was longer. It is likely that the hemiplegic side moved slowly during the swing phase and lacked the strength required to support the body’s weight during the stance phase. Figure 6 shows the difference in swing duration between the sound and hemiplegic sides for a patient and between the left and right sides for a control subject. The control subject showed a difference close to zero (i.e., the left- and right-sided swing durations were almost the same). However, the patient showed a longer swing duration on the hemiplegic side than the sound side, with the difference exceeding 0.4 seconds. In an analysis of the relationship between TUG performance and gait parameters, Bonnyaud et al [21] revealed the importance of swing and stance duration, where the motor ability of the paretic lower limb and the single support phase on the paretic side determined TUG performance. The results obtained with the smart insole were consistent with the previous study and could be obtained more easily.

Figure 6. Difference in swing duration between a patient with hemiplegia and a normal control subject. The control subject showed a difference close to zero (i.e., the left- and right-sided swing durations were almost the same); however, the patient showed a longer swing duration on the hemiplegic side than the sound side, with the difference exceeding 0.4 seconds.

Gait Analysis for Clinical Assessment

We examined the correlations of 22 gait parameters with stroke severity scale data, such as FMA lower- and upper-extremity scores, and MMSE and MBI scores. Of the 22 gait parameters, 10 showed significant correlations (Table 3). The strongest correlations were found between the FMA lower-extremity score and the difference in stance duration between the sound and hemiplegic sides.

As the MMSE is used for measuring cognitive impairment, it seems that it has an overall correlation with several gait parameters rather than having a high correlation with specific gait parameters. In this study, the MMSE does not have a high correlation with a specific gait parameter like the FMA lower-extremity score does. However, the MMSE has a significant correlation with most types (7) of gait parameters (Table 3). We expect that the variability of gait parameters could be related to cognitive impairment due to a decrease in the efficiency of rehabilitation training. In this study, we found that patients diagnosed with stroke have a greater standard deviation for gait parameters, which is more meaningful than the average (Table 2, Figure 4). Thus, if there were patients with the same motor impairment but with more severe cognitive impairments, they would possibly have been distinguished by the variability of gait parameters during TUG, a complex task.

MBI does not have a clear correlation with specific gait parameters because it evaluates the performance of daily life activities, and not just walking ability. In contrast, the FMA is an instrument for measuring recovery from sensorimotor stroke [22], and it can evaluate various body parts and functions. Thus, the FMA should intuitively have a direct connection with walking ability.

Guzika et al [23] emphasized the importance of gait symmetry, for which only parameters measuring gait symmetry were associated with the degree of gait control in patients after stroke diagnosis. In this respect, it is reasonable that differences in stance duration and swing duration between the sound and hemiplegic sides would show the most significant correlations with FMA lower-extremity scores, which reflect gait ability.
In addition, Hiengkaew et al [24] reported that both the FMA lower-extremity score and TUG were reliable measurements of postural balance and lower limb movements in individuals with chronic stroke. As the stability of the swing and stance phases determine TUG performance [21], and the FMA lower-extremity score has a significant correlation with the difference in swing and stance duration, a correlation between FMA lower-extremity score and TUG could be deduced. No direct correlation was found between TUG time and the FMA lower-extremity score in this experiment; however, it was found that gait parameters during TUG had a significant correlation with the FMA lower-extremity score (Table 3). As the TUG includes a return section, it is more complex than the walking test for straight distances and can reflect the problem of hemiplegic impairment well. Thus, despite the small number of subjects in this study, the gait parameters during TUG appear to have a significant correlation with the FMA lower-extremity scores. However, if we apply TUG in a conventional way, time information would have been the only information we could have.

We further investigated the outlier patient (Figure 5), who had chronic hemiplegia for 6 years. Although the patient had a relatively low FMA score, the difference in swing duration between the sound and hemiplegic sides was not significant. While the TUG time and cadence of the patient were average for the patient group, the prolonged mean support time suggested instability. Although there were no specific symptoms or signs at the time of the experiment, the patient had a history of treatments for poststroke seizure, which was the only difference from other patients. However, it was difficult to explain the clear reason. We compared the FMA and gait analysis results of the patient with medical records held by other rehabilitation specialists and noted differences in opinion indicating underestimation of the FMA results relative to function. Despite the small number of subjects, the reason for accounting for the outlier is not to assert a clear correlation but rather to show potential for a new method. Future studies with larger numbers of patients are important for further analysis of the characteristics of such outlier patients.

**Future Clinical Applications**

Yu et al [25] developed an ensemble model that can estimate the 33-item FMA upper-extremity score based on measured values using wearable devices. Gait is more difficult to analyze as it requires more complex interactions of nerves and muscles; however, it seems to be possible to estimate each item of these functional evaluations through in-depth gait analysis in follow-up studies.

Gait analysis using the smart insole can be performed without temporal or geographical constraints and might be useful for promoting appropriate gait patterns. This study showed that the smart insole measuring device could replace existing functional evaluations such as the FMA. The smart insole could be used for biofeedback training, both at home and in the hospital environment. Providing an environment where stroke patients can easily measure walking ability may help to maintain chronic functions as well as acute rehabilitation.

**Conclusions**

We introduce the feasibility and utility of the smart insole for assessing gait features in patients diagnosed with hemiplegia. In addition, we found that the results for the FMA functional index, which is the most commonly used instrument for assessing patients with motor impairment, were significantly correlated with those obtained using the smart insole. Further studies are required to confirm the clinical effectiveness of the smart insole for rehabilitation treatment and long-term monitoring of patients after a stroke diagnosis.
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Abstract

Background: It is well established that lack of physical activity is detrimental to the overall health of an individual. Modern-day activity trackers enable individuals to monitor their daily activities to meet and maintain targets. This is expected to promote activity encouraging behavior, but the benefits of activity trackers attenuate over time due to waning adherence. One of the key approaches to improving adherence to goals is to motivate individuals to improve on their historic performance metrics.

Objective: The aim of this work was to build a machine learning model to predict an achievable weekly activity target by considering (1) patterns in the user’s activity tracker data in the previous week and (2) behavior and environment characteristics. By setting realistic goals, ones that are neither too easy nor too difficult to achieve, activity tracker users can be encouraged to continue to meet these goals, and at the same time, to find utility in their activity tracker.

Methods: We built a neural network model that prescribes a weekly activity target for an individual that can be realistically achieved. The inputs to the model were user-specific personal, social, and environmental factors, daily step count from the previous 7 days, and an entropy measure that characterized the pattern of daily step count. Data for training and evaluating the machine learning model were collected over a duration of 9 weeks.

Results: Of 30 individuals who were enrolled, data from 20 participants were used. The model predicted target daily count with a mean absolute error of 1545 (95% CI 1383-1706) steps for an 8-week period.

Conclusions: Artificial intelligence applied to physical activity data combined with behavioral data can be used to set personalized goals in accordance with the individual’s level of activity and thereby improve adherence to a fitness tracker; this could be used to increase engagement with activity trackers. A follow-up prospective study is ongoing to determine the performance of the engagement algorithm.

(JMIR Mhealth Uhealth 2020;8(9):e18142) doi:10.2196/18142
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**Introduction**

**Background**

Studies have reported the efficacy of physical activity in reducing the risk of disease; however, physical inactivity is on rise in the United States [1]. Considering that physical inactivity was the fourth leading cause of mortality in 2016 [2], there is much emphasis on developing effective methods to maintain healthy levels of physical activity. One promising solution is wearable fitness trackers that enable individuals to monitor their activity levels and patterns to ensure a healthy level of physical activity [3].

It is reported that about 20% of the general health-tracking population use smart devices such as medical gadgets, mobile phone apps, or online tools to track their health data [4]. The use of technology to objectively monitor physical activity is associated with higher levels of activity [5]. However, the potential benefits derived from the use of physical activity trackers are challenged by the limited and transient adoption of devices that necessarily require sustained use to exert their intended effect. Continued engagement with fitness trackers is an issue that warrants further investigation [5]. A previous study [6] found two factors associated with the adoption and sustained use of physical activity trackers: (1) the number of digital devices owned by the participants, and (2) the use of activity fitness trackers and other smart devices by the participants’ family members. The existence of these two factors bode well for the increased use of activity trackers; one study [1] demonstrated that motivational factors are associated with physical activity levels. Time constraints, fatigue, and aversion to exercise are some of the barriers to engaging in physical activity [1]. It has been reported that adjustments to activity targets are likely to enhance the users’ commitment to physical activity and engagement with fitness trackers [7].

With the rise of machine learning and availability of activity tracker data, it is possible to create a model that can learn from users’ behavior and adjust activity targets. Machine learning methods have broadly been applied to many health care areas such as cancer staging, risk assessment, and drug recommendation systems [8]. Researchers have studied the accuracy of activity trackers for energy expenditure assessment [9]. Having an automated personal trainer enabled by data mining techniques can be useful for an amateur athlete who cannot afford a personal trainer [10]. Similarly, effective feedback methods can be used for helping both athletes and coaches [11].

Although, there have been some attempts to study the benefit of activity trackers, there is room for studies on how to make use of activity trackers on a sustained basis. This study, to the best of our knowledge, is the first of its kind to develop a machine learning method to adjust the activity target for activity trackers. Machine learning techniques such as, but not limited to, lasso regression, ridge regression, Bayesian ridge regression, neural networks, random forest regression, and support vector regression have been used for prediction in the medical field [12].

Feature selection is an important step for improving model performance [13]. Prior to applying machine learning techniques, it is essential to study the data to find features that might negatively or positively affect the model [8]. In this work, we applied two feature selection techniques with a support vector machine [14]: principal component analysis [15] and recursive feature elimination.

We compared predictive models developed over (1) all features, (2) features generated by principal component analysis, (3) features selected by recursive feature elimination, and (4) features found from the authors’ previous study [6] that characterizes participants environments. Figure 1 shows the study flow diagram highlighting the key steps undertaken in this study.
Objective
The purpose of this study was to develop a predictive model to estimate achievable weekly step goals. By setting realistic targets that are neither too easy nor too difficult to achieve, activity tracker users can be encouraged to continue to meet their weekly activity goals, and at the same time, to find utility of the tracker. We chose individuals who were overweight as our first use case, because the benefits of sustaining or even increasing physical activity in this population are well known, while there have been a lack of sustained interventions addressing this issue [16-18].

Methods

Data Collection
The study was designed as a 9-week, nonrandomized pilot in which the data were analyzed retrospectively. For this purpose, adults (N=30) with a BMI of 25 kg/m² or greater were enrolled from a local Massachusetts General Hospital–affiliated clinic. After screening the participants and seeking their consent, the research team directed the study participants to visit the Wellocracy website [19] to read information regarding the study and review different types of activity trackers (and their features) available for their use during the 9-week study. The study staff assisted the participants with the device setup process as needed. For the study, 27 participants chose to use the FitBit Charge (Fitbit Inc) model, 2 chose the FitBit One (Fitbit Inc), and 1 chose the FitBit Zip (Fitbit Inc); 10 participants data were not used for analysis (7 participants either did not use the activity trackers at all or used less than 3 days a week, and an additional 3 participants demonstrated irregular use of their activity trackers on week by week basis). The data from the remaining 20 participants were used for model building.

The following surveys were collected from each participant both at enrollment and at the closeout stages: Behavioral Regulation in Exercise Questionnaire (BREQ-2) [20]; Barriers to Being Active (BBA) [21]; Patient Health Questionnaire (PHQ-8) [22]; Prochaska Stage of Change [23]; and Patient-Reported Outcomes Measurement Information System (PROMIS) Global-10 [24]. These surveys included questions about technology use and the ownership of electronic devices (BREQ-2), questions related to perceived barriers to exercise and activity (BREQ-2 and BBA), depression screening questions (PHQ-8), stages of change (Prochaska), and general health questions (PROMIS Global-10).

The BREQ-2 is designed to gauge the extent to which reasons for exercise are internalized and self-determined based on the following categories: motivation, external, introjected, identified, and intrinsic. In contrast, the BBA assesses whether participants gauge certain categories as reasons for inactivity and includes energy, willpower, time, and resources. A score of 5 or greater for a category indicates that it is a substantial barrier to a person’s ability to exercise.

Participants were instructed to continuously wear the activity tracker for the entire period of the study. The first week was treated as a run-in period. Participants were contacted minimally during the remaining 8-week period to facilitate observation of participants’ activity tracker habits without interference. At the
end of the study, participants completed a closeout survey either online or in paper format and underwent a phone interview to gather information on their experiences during the study. All interviews were conducted and transcribed for analysis by a trained neuropsychologist.

**Experimental Setting**

We divided the data into disjoint training and testing sets. We chose 16 participants’ data as training data set and the remaining 4 participants’ data were used as the testing data set. We explored and fine-tuned hyperparameters using the training data set. Each participant was informed and had a fixed weekly activity goal for weeks 2 through 8; it was fixed for each participant at 110% of their week 1 average daily step count. Since we didn’t have a means to adjust the activity goal for each week for each participant, this value was used as an estimate of the personalized average daily step count goal for each week. We ignored the week if a participant used the tracker device for less than 3 days during the week.

**Data Preprocessing**

We collected all data from questionnaires and the participants’ daily step count data from their activity trackers. The questionnaires generated 96 variables. The variables were screened to determine candidate predictors for building a machine learning model. In the first pass of the variable screening process, 11 variables whose variance was zero were eliminated. In the second pass, we examined pairwise correlations among all remaining variables to eliminate redundant ones. Since we found that all pairwise correlations were less than 0.6, we considered all variables to be nonredundant.

**Machine Learning Techniques**

Figure 2 presents the models used to predict participants’ activity target. Selection of these models was based on their suitability and capabilities. Bayesian ridge regression estimates a probabilistic model of a ridge regression [25]. Lasso regression is robust to overfitting due to its regularization penalty [26]. Random forest models are versatile for numeric and categorical predictors and for classification and regression tasks. Random forest models can also be interpreted easily and are less susceptible to underfitting [27]. Neural network models consist of hundreds or thousands of neurons that perform mathematical operations to recognize patterns [28]. Support vector regression models are regression models whose optimization is unaffected by the dimensionality of the data [14].

We employed these models in four cases: (1) using all features, (2) using new features built by principal component analysis, (3) using important features found by recursive feature elimination, and (4) using a subset of features found from the authors’ previous study [6] that characterizes participants environments.

**Feature Selection and Extraction**

In this study, we used participants’ mental health, behavioral information, and weekly activity performance as inputs. For every 7-day moving window, the subsequent 7 days were considered as the forthcoming week. The questionnaires provided a highly redundant and low variance data set. These features coupled with 7 daily steps counts of the week and a normalized Shannon entropy ($E_s$) value of the weekly step count were considered candidate predictors for target step count for...
each individual participant for the forthcoming week [29]. The normalized Shannon entropy was computed as
\[ H_i = \log_2 \left( \frac{p_i}{N} \right) \]
where \( i \) denotes the day, \( p_i \) denotes the portion of the total weekly steps completed on day \( i \), and \( N \) denotes the number of days per week (ie, 7). The normalized Shannon entropy varies between 0 and 1. A value close to 0 indicates that the daily step counts of the participant throughout the week were irregular; in contrast, a value close 1 indicates that the step counts were consistent.

In total there were 93 candidate features for building the predictive models: 85 features from the questionnaires, 7 features from the daily steps of the week, and one weekly feature (ie, Shannon entropy). We used all 93 features for models developed in case 1.

For case 2, we developed a principal component analysis model. Principal component analysis is a dimension reduction technique that is widely used for extracting uncorrelated features components from correlated variables [14]. The principal component analysis used the 85 features from the questionnaires. We combined the principal components with the 7 daily and 1 weekly step count features.

In case 3, to identify the important features, we performed recursive feature elimination with support vector regression using the 85 questionnaire variables. We augmented these features with the 7 daily step count features and the normalized Shannon entropy value of the weekly step count.

Lastly, for case 4, we selected 2 features that were found to be important from the questionnaire in our previous work [6] studying the link between the participants’ environmental factors and the adherence to the use of activity trackers. These features were (1) the number of digital devices owned by the participants, and (2) the use of activity fitness trackers and other smart devices by the participants’ family members. We appended these two features with the daily step count features, and Shannon entropy of the weekly step count.

**Model Evaluation**

We trained the models in this study with 10-fold cross-validation using the training data set. We compared the performance of the models using mean absolute error (MAE) and adjusted \( R^2 \). We tested the final models (models A, B, C and D) of each case (cases 1, 2, 3, and 4) on an unseen test data set.

**Statistical Analysis**

We used Python (version 3.5.0) and R (version 3.4.1) for model development and statistical tests. We performed a one-sided paired \( t \) test (\( P < .05 \) were deemed significant) for statistical comparison between the models. The null hypothesis was that the mean error of two models were equal, with the alternative hypothesis that the candidate model had a lower mean error than the mean error given by the comparison model.

**Results**

**Participant Characteristics**

We present the characteristics of the study participants in Table 1. Among them, 10 participants were eventually removed from the study since they stopped using the activity trackers. Over the span of 8 weeks, not all participants met their week-by-week step objectives. By and large, under half of participants met their progression objective every week (see Table 2). We present the distribution step count for all participants for each of the 9 weeks in Figure 3. We also presented the distribution of steps for each day of the week during the 9-week study period (see Figure 4).
Table 1. Patient demographic data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Enrolled (N=30)</th>
<th>Participants (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>48.9 (9.5)</td>
<td>47.7 (10.2)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9 (30)</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Female</td>
<td>21 (70)</td>
<td>14 (70)</td>
</tr>
<tr>
<td><strong>BMI at enrollment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>32.5 (4.6)</td>
<td>32.8 (4.7)</td>
</tr>
<tr>
<td>Range</td>
<td>25.0-41.2</td>
<td>25.0-41.2</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>21 (70)</td>
<td>14 (70)</td>
</tr>
<tr>
<td>American Indian or Alaskan Native</td>
<td>1 (3)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>3 (10)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>3 (10)</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>8 (27)</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>8 (27)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Single (never married)</td>
<td>8 (27)</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Living with partner</td>
<td>3 (10)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (3)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>No response</td>
<td>2 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 years or completed high school</td>
<td>5 (17)</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Some college</td>
<td>5 (17)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>College graduate</td>
<td>9 (30)</td>
<td>8 (40)</td>
</tr>
<tr>
<td>Post-high school</td>
<td>2 (7)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>2 (7)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Less than high school</td>
<td>3 (10)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (13)</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed/self-employed</td>
<td>15 (50)</td>
<td>12 (60)</td>
</tr>
<tr>
<td>Disabled</td>
<td>5 (17)</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>5 (17)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Student</td>
<td>1 (3)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (3)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (10)</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>
Table 2. Participants meeting their average daily step goal for the week (110% of the average daily step count in week 1) over the course of the study.

<table>
<thead>
<tr>
<th>Week</th>
<th>Participants (n=20) who met goal, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4 (20)</td>
</tr>
<tr>
<td>3</td>
<td>10 (50)</td>
</tr>
<tr>
<td>4</td>
<td>9 (45)</td>
</tr>
<tr>
<td>5</td>
<td>4 (20)</td>
</tr>
<tr>
<td>6</td>
<td>8 (40)</td>
</tr>
<tr>
<td>7</td>
<td>6 (30)</td>
</tr>
<tr>
<td>8</td>
<td>4 (20)</td>
</tr>
<tr>
<td>9</td>
<td>5 (25)</td>
</tr>
</tbody>
</table>

Figure 3. Weekly distribution of steps among all 20 participants.
Parameter Tuning and Feature Selection

We performed a grid-search with 10-fold cross validation over the training data set. Lasso regression with $\alpha=0.01$, Bayesian ridge regression with $\alpha=0.0001$, and support vector regression with polynomial kernel of degree 2 with a regularization parameter of 0.00001 gave the best performance. Optimal parameters for random forests and neural networks depend on feature selection techniques. We found 30 variables from the questionnaires to be important using recursive feature elimination with support vector regression (see Figure 5). In the case of principal component analysis, the top 14 principal components explained 100% of the variance of the variables in questionnaires as shown in Figure 6.

Figure 4. Step count distribution on each day of the week.

Figure 5. Number of features found to be important by support vector regression.
Figure 6. Number of components found by principal component analysis.

Model Performance

We report the performance for all models of 10-fold cross-validation with the training data set in Table 3. We used mean absolute error (MAE) and adjusted $R^2$ for the model comparison. Among all models developed, the Bayesian ridge regression model that used 93 features (case 1) gave the best performance for the training set (see Figure 7; MAE 1672, 95% CI 1640-1704; adjusted $R^2$=0.85). The Bayesian ridge regression model is referred to as model A in the rest of this paper.

Similarly, in case 2, we appended 14 principal components extracted from principal component analysis to the 7 daily and 1 weekly step count features resulting in 22 features. A random forest model (MAE 1700, 95% CI 1664-1737; adjusted $R^2$=0.91) gave the best performance among all models (see Figure 8). This random forest model is referred to as model B for the rest of this paper.
## Table 3. Results of 10-fold cross-validation with training set.

<table>
<thead>
<tr>
<th>Case and models</th>
<th>Mean MAE</th>
<th>95% CI</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1 All features</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayesian ridge regression(^a)</td>
<td>1672</td>
<td>1640-1704</td>
<td>Model ref(^b)</td>
</tr>
<tr>
<td>Lasso</td>
<td>2016</td>
<td>1985-2047</td>
<td>.002</td>
</tr>
<tr>
<td>Random forest</td>
<td>2425</td>
<td>2386-2464</td>
<td>.002</td>
</tr>
<tr>
<td>Neural network</td>
<td>1856</td>
<td>1813-1899</td>
<td>.002</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>2425</td>
<td>2386-2464</td>
<td>.002</td>
</tr>
<tr>
<td><strong>2 Feature selection using principal component analysis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayesian ridge regression</td>
<td>2139</td>
<td>2107-2171</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lasso</td>
<td>2036</td>
<td>2005-2067</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest(^c)</td>
<td>1700</td>
<td>1664-1737</td>
<td>Model ref</td>
</tr>
<tr>
<td>Neural network</td>
<td>1956</td>
<td>1926-1985</td>
<td>.03</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>2938</td>
<td>2862-3013</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>3 Feature selection using recursive feature elimination</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayesian ridge regression</td>
<td>2131</td>
<td>2100-2163</td>
<td>.002</td>
</tr>
<tr>
<td>Lasso</td>
<td>2026</td>
<td>1995-2057</td>
<td>.002</td>
</tr>
<tr>
<td>Random forest(^d)</td>
<td>1774</td>
<td>1739-1809</td>
<td>Model ref</td>
</tr>
<tr>
<td>Neural network</td>
<td>1906</td>
<td>1855-1958</td>
<td>.002</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>2548</td>
<td>2473-2624</td>
<td>.002</td>
</tr>
<tr>
<td><strong>4 Feature selected from previous study</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayesian ridge regression</td>
<td>2564</td>
<td>2537-2592</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lasso</td>
<td>2457</td>
<td>2429-2485</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>1810</td>
<td>1768-1852</td>
<td>.04</td>
</tr>
<tr>
<td>Neural network(^e)</td>
<td>1622</td>
<td>1589-1655</td>
<td>Model ref</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>2940</td>
<td>2864-3016</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Model A (ie, this model gave the best performance in case 1).
\(^b\)Reference model for comparisons.
\(^c\)Model B (ie, this model gave the best performance in case 2).
\(^d\)Model C (ie, this model gave the best performance in case 3).
\(^e\)Model D (ie, this model gave the best performance in case 4).
Figure 7. Cross-validation performance of models using all questionnaire features, 7 daily step count features, and weekly entropy feature. BRIDGE: Bayesian ridge regression; NN: neural network; RF: random forest; SVR: support vector regression.

Figure 8. Cross-validation performance of models using features generated by principal component analysis, daily step count features, and weekly entropy feature. BRIDGE: Bayesian ridge regression; NN: neural network; RF: random forest; SVR: support vector regression.
In case 3, we appended variables found by recursive feature elimination to the 7 daily step counts and 1 weekly entropy feature which resulted in 39 features. A random forest model (MAE 1774, 95% CI 1739-1809; adjusted $R^2=0.81$) offered the best performance among all the models developed with these features (see Figure 9). We refer to this random forest model as model C.

Finally, for case 4, we coupled two features found in the previous study [6] with the 7 daily step counts and 1 weekly entropy feature which resulted in 10 features. A neural network gave the best performance across all models (MAE 1622 steps, 95% CI 1589-1655; adjusted $R^2=0.89$) (see Figure 10). We refer to this neural network model as model D.

Model D gave the best predictive performance among all the models. It had the lowest MAE across all models explored. We compared the predictive power of the model D (neural networks) with those of models A, B, and C using the testing data set. We found that model D gave a better predictive performance as shown in Figure 11. We performed comparisons using $t$ tests between the errors generated by the model D and errors generated by models A, B, and C as shown in Table 4. We observed that model D’s lower errors in comparison to those of Bayesian ridge regression (model A: $P=.01$), random forest (model B: $P<.001$), and random forest (model C: $P=.01$) models were significant.

Figure 9. Cross-validation performance of models using all features given by recursive feature elimination, 7 daily step count features, and weekly entropy feature. BRIDGE: Bayesian ridge regression; NN: neural network; RF: random forest; SVR: support vector regression.
Figure 10. Cross-validation performance of models using features generated from previous knowledge, 7 daily step count features, and weekly entropy feature. BRIDGE: Bayesian ridge regression; NN: neural network; RF: random forest; SVR: support vector regression.

Figure 11. Boxplot of errors in terms of steps over the test set for Model A (Bayesian ridge regression), Model B (random forest), Model C (random forest), and Model D (neural network). MAE: mean absolute error.
Table 4. Breakdown of model results over the test data set.

<table>
<thead>
<tr>
<th>Model (type)</th>
<th>Mean MAE(^a)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model D (neural network)</td>
<td>1545</td>
<td>1383-1706</td>
<td>Model ref(^b)</td>
</tr>
<tr>
<td>Model C (random forest)</td>
<td>2210</td>
<td>1990-2420</td>
<td>.01</td>
</tr>
<tr>
<td>Model B (random forest)</td>
<td>2230</td>
<td>2015-2445</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Model A (Bayesian ridge regression)</td>
<td>2578</td>
<td>2310-2845</td>
<td>.01</td>
</tr>
</tbody>
</table>

\(^a\)MAE: mean absolute error.

\(^b\)Reference model for comparisons.

We evaluated the naïve rule: using participants’ average daily step count of the week as the prediction for the subsequent week’s activity goal [30]. This is a reasonably competitive approach because the weekly target exhibited strong autocorrelation. The naïve rule achieved an MAE of 1664 steps while model D achieved an MAE of 1545 steps (95% CI 1383-1706) for the 4 test participants over a period of 8 weeks.

Sensitivity Analysis

It's reported that the Fitbit activity devices have margin of ±5% error in their step count readings [31,32]. We tested the performance of our best model (model D) on three noisy data sets generated from the original test data set by adding ±1%, ±3%, and ±5% noise. The first noisy data set was generated by adding random noise between –1% and +1% to the Fitbit readings. Similarly, the second and third noisy data sets were generated by adding ±3% and ±5% noise to the original data set. To conduct the sensitivity analysis, we generated 100 replications of each noisy data set by adding different random noises with limit specified for each data set. These data sets were used to evaluate the performance of model D.

The model D achieved an MAE of 1606 steps (95% CI 1490-1755) for the noisy test data set generated using margin of ±1% error which is approximately 4% higher than the MAE achieved for the original noise-free test data set. Similarly, model D’s MAE was 1670 steps (95% CI 1571-1840) for the margin of ±3% error which was approximately 8% higher than the MAE achieved for the original noise-free test data set. Finally, for the data set generated using margin of ±5% error, model D’s MAE of 1710 steps (95% CI 1621-1908) was approximately 10% higher than the MAE achieved for the original noise-free test data set.

This led to the empirical observation that 2%, 6%, and 10% noise in Fitbit readings leads to approximately 4%, 8%, and 10% increases in prediction error, respectively. Therefore, we assume that the model error sublinearly increases with margin of error in activity tracker readings. However, one might need to validate this observation with further evaluation data.

Feature Importance

We experimented with integrated gradients [33] in order to analyze the features of model D. This method provides a score that reflects the contribution of each variable to the response variable by calculating the integral of the gradient of the response variable with respect to that variable. We report the top features for model D in Figure 12.
Discussion

Precise prescient calculations that consolidate information are one of the main focuses in predictive analyses [34]. To the best of our knowledge, this work is one of the first studies to explore machine learning models with the aim of adjusting step count goals. Inputs to these models use an individual’s personal, social, and environmental factors as well as weekly activity data. A recent study concluded that activity tracker users feel unmotivated despite having knowledge about the benefits of physical activity [35]. Users can become unmotivated if they cannot meet their activity goal [36]. Step count goals that are too easy to achieve may lead to abandonment of the activity tracker, and those that are too high will discourage the individual [37].

In previous work [6], we studied the factors influencing the use of activity trackers and identified two factors that likely promote the continued use of activity trackers: (1) the number of digital devices that the participant owns, and (2) whether or not members of the participants’ family use activity fitness trackers and other smart devices. Extending the previous work [6], in this study, we explored different predictive models to estimate achievable weekly step goals to encourage the use of activity trackers. This study can be used to set goals for individuals and can be accompanied by proper motivation messages to improve the sustained use of the activity trackers [38-40].

This study has some limitations. The number of participants was low, and all of the participants were selected from a cohort with BMI of 25 kg/m² or greater from the same geographical area. Participants who choose to participate in this study were more likely to use from 3 models of Fitbit activity trackers than those who chose not to participate in the study. Moreover, only participants who completed the 9-week study were considered for further analysis. Finally, in this study, we used 110% of week 1 averaged daily step count as the best estimate of each participant’s personalized goal for each week. The goal may have been on heavy side for some participants and on the easy side for others. This is, of course, a limitation of the study in the absence of a mechanism for a correct estimate of the goal for each participant.

As an extension to this work, a new study with the goal of validating the developed model with a large number of participants has been undertaken. The new study recruited 120 individuals from the general public to use the neural network-based predictive model developed herein over a period of 6 months. This model, hosted on a server, provides each user with achievable daily steps goals and updates the model parameters on a weekly basis. The data from the study that is underway will be used to fine tune the predictive model and to gain insight into activity tracker users to motivate and manage their physical activity.
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Abstract

Background: Transcutaneous cervical vagus nerve stimulation (tcVNS) is a promising alternative to implantable stimulation of the vagus nerve. With demonstrated potential in myriad applications, ranging from systemic inflammation reduction to traumatic stress attenuation, closed-loop tcVNS during periods of risk could improve treatment efficacy and reduce ineffective delivery. However, achieving this requires a deeper understanding of biomarker changes over time.

Objective: The aim of the present study was to reveal the dynamics of relevant cardiovascular biomarkers, extracted from wearable sensing modalities, in response to tcVNS.

Methods: Twenty-four human subjects were recruited for a randomized double-blind clinical trial, for whom electrocardiography and photoplethysmography were used to measure heart rate and photoplethysmogram amplitude responses to tcVNS, respectively. Modeling these responses in state-space, we (1) compared the biomarkers in terms of their predictability and active vs sham differentiation, (2) studied the latency between stimulation onset and measurable effects, and (3) visualized the true and model-simulated biomarker responses to tcVNS.

Results: The models accurately predicted future heart rate and photoplethysmogram amplitude values with root mean square errors of approximately one-fifth the standard deviations of the data. Moreover, (1) the photoplethysmogram amplitude showed superior predictability ($P=.03$) and active vs sham separation compared to heart rate; (2) a consistent delay of greater than 5 seconds was found between tcVNS onset and cardiovascular effects; and (3) dynamic characteristics differentiated responses to tcVNS from the sham stimulation.

Conclusions: This work furthers the state of the art by modeling pertinent biomarker responses to tcVNS. Through subsequent analysis, we discovered three key findings with implications related to (1) wearable sensing devices for bioelectronic medicine, (2) the dominant mechanism of action for tcVNS-induced effects on cardiovascular physiology, and (3) the existence of dynamic biomarker signatures that can be leveraged when titrating therapy in closed loop.

Trial Registration: ClinicalTrials.gov NCT02992899; https://clinicaltrials.gov/ct2/show/NCT02992899
International Registered Report Identifier (IRRID): RR2-10.1016/j.brs.2019.08.002
Introduction

Transcutaneous cervical vagus nerve stimulation (tcVNS) devices have emerged as inexpensive and convenient alternatives to implantable devices for stimulation of the cervical vagus nerve [1]. Over the last half decade, tcVNS-based devices have been approved by the Food and Drug Administration (FDA) for the treatment of migraine and cluster headache, and have demonstrated efficacy in myriad applications, ranging from pain and inflammation reduction to emotional/mental stress attenuation [2-5]. As a noninvasive, nonpharmacologic therapy with minimal side effects [6], the capacity for the widespread use of tcVNS is promising [7]. Yet, to achieve this potential in time-sensitive applications such as in response to traumatic stress, real-time information regarding the patient’s state and response to tcVNS must be incorporated. Thus, a compelling need exists to understand observable biomarker dynamics in relation to tcVNS. This would advance scientific knowledge by uncovering temporal dependencies at finer time resolutions, facilitate real-time predictions of physiological responses to tcVNS for improved treatment titration, and pave the way for optimal estimation approaches to simultaneously track physiological state.

In enabling such closed-loop approaches to tcVNS, initial challenges include (1) identifying noninvasively measured biomarkers of desirable effects, (2) understanding how these biomarkers change dynamically with the delivery of tcVNS for a deepened understanding of the characteristic responses, and, accordingly, (3) predicting each subject’s responses to tcVNS for improved treatment outcomes. In current psychiatric practice, the responses to interventions are primarily assessed through patient reports and qualitative judgments of symptoms [8]. However, these methods are limited by the subjectivity of such reporting and may not be reflective of the true nature of a psychiatric disturbance or subsequent therapeutic response due to factors that include disorder-based perceptual distortions (eg, dissociation), subjective bias, or alternative motivations (eg, malingering) [9]. Alternatively, by studying objective measures that reflect underlying physiological processes, these limitations could potentially be mitigated.

Unfortunately, the existing literature on such objective biomarkers is limited to invasive or obtrusive measures (eg, brain imaging or blood biomarkers) [4,10,11], next-day/longitudinal assessment [2], or static features extracted over minute-long time windows [5,12]. Improving upon this, we applied parametric modeling methods to digital (or physiological) biomarkers [13] that have been deemed to be the most promising in previous work [12]. Specifically, we used state-space models in an input-output formulation to model the dynamic responses of heart rate and photoplethysmogram (PPG) amplitude to tcVNS, as illustrated in Figure 1. State-space models were selected as the machine-learning framework of choice owing to their superior utility in real-time estimation and control applications [14,15]. This work thereby presents a first-of-its-kind dynamic analysis of physiological biomarker responses to tcVNS and furthers the state of the art by: (1) identifying PPG amplitude as a superior digital biomarker to heart rate for the prediction of real-time responses and appraisal of tcVNS effects; (2) quantifying a consistent delay in tcVNS-induced downstream cardiovascular biomarker variation; and (3) uncovering characteristic dynamic response signatures that separate PPG amplitude and heart rate responses to tcVNS from a sham stimulation.

Figure 1. High-level illustration of the modeling task investigated in this study. Transcutaneous cervical vagus nerve stimulation (tcVNS) is treated as the input to the underlying physiological system, while the observed cardiovascular responses found pertinent to tcVNS effects in previous work are treated as the output signals. This work focuses on the dynamics described by linear time-invariant difference equations, formulated as discrete-time state-space equations. The latent state is depicted here as variable x, while f and g are nonlinear functions. HR: heart rate; PPG: photoplethysmogram; ECG: electrocardiogram.
**Methods**

**Human Subjects Experiment**

As part of a collaborative study approved by the Institutional Review Boards of the Georgia Institute of Technology (#IRB00091171), Emory University School of Medicine (#H17126), SPAWAR Systems Center Pacific, and the Department of Navy Human Research Protection Program, 24 healthy human subjects, including 12 women and 12 men, with a mean age of 31 (SD 9) years, height of 173.4 (SD 8.9) cm, and weight of 77.9 (SD 13.7) kg, were recruited. All subjects had a history of prior psychological trauma, but without current posttraumatic stress disorder or other major psychiatric disorder, and written informed consent was obtained. Conforming to a randomized double-blind protocol spanning 3 days (ClinicalTrials.gov NCT02992899), each subject received four administrations—two on the first day and one on each of the following two days—of either “active” tcVNS or “sham” stimulation. These four administrations were accompanied by no other form of stimulus to focus solely on the effects of tcVNS on human physiology. Overall, 96 doses of either active or sham tcVNS were administered in total to the 24 subjects (with 12 allocated to the active group).

The active and sham devices (gammaCore, electroCore, Basking Ridge, NJ, USA) were identical in both appearance and operation, differing only with respect to the stimulation parameters. The active devices administered voltage signals consisting of five 5-kHz sinusoidal pulses repeating at a rate of 25 Hz, while the sham devices delivered biphasic square pulses at a rate of 0.2 Hz, resulting in a perceptible tingling sensation. For both active and sham devices, electrical stimulation was delivered transcutaneously to the left side of the neck, targeting the cervical vagus nerve projection. At specified times, the researcher initiated the device and adjusted the stimulation amplitude (ranging from 0 to 5 arbitrary units [AU], corresponding to 0-30 V and 0-14 V for the active and sham device, respectively) to as high as the subject could comfortably endure (active: 3.0 [SD 0.8] AU; sham: 4.4 [SD 1.2] AU). The amplitude was then kept fixed for the remainder of a 120-second period, following which the device automatically stopped, reducing its stimulation amplitude to zero. This 2-minute timeframe replicates the programmed administrations onboard the tcVNS devices that are currently in use [16]. For further protocol and stimulation details, the reader is referred to Gurel et al [5].

**Physiological Sensing, Signal Processing, and Biomarker Extraction**

Electrocardiogram (ECG) and transmissive PPG signals, taken from the finger, were continuously measured at the locations displayed in *Figure 2* using the Biopac RSPEC-R and Biopac PPGED-R systems (Biopac Systems, Goleta, CA, USA), respectively. All data were acquired at a 2-kHz sampling rate using the Biopac MP150 16-bit data acquisition system.

To extract the instantaneous heart rate from the ECG signal, finite impulse response bandpass filtering (passband of 0.6-40 Hz) was applied to cancel out-of-band noise while maintaining the waveform shape [17]. By then detecting the R-peaks, the instantaneous heart rate was computed in beats per minute by taking the reciprocal of the time length, in minutes, between each pair of R-peaks (R-R interval). These R-peaks were subsequently leveraged to beat-separate the bandpass-filtered PPG signals (passband of 0.4-8 Hz [18]). PPG amplitude (in AU), was then calculated on a beat-by-beat basis by subtracting the global minimum of each PPG beat from its global maximum.

The focus on heart rate and PPG amplitude as the biomarkers of interest for this work was based on a rationale that both cardiac and vascular downstream responses to stimulus were of interest scientifically and may indicate different autonomically mediated mechanisms following tcVNS. Heart rate is a hallmark measure of the cardiac response to changes in autonomic tone and is controlled by both the sympathetic and parasympathetic branches of the autonomic nervous system. Parasympathetic decreases in heart rate are mediated by the release of acetylcholine that binds to muscarinic receptors in the heart, whereas sympathetic increases in heart rate are mediated by the release of epinephrine and norepinephrine that bind to beta-1 receptors in the heart. PPG is a measure of peripheral blood volume pulse, and represents a surrogate measure of vasodilation or vasoconstriction resulting primarily from changes in sympathetic tone. Peripheral vasoconstriction is mediated by alpha-1 receptors in the smooth muscle of the vasculature [19].

**Figure 2.** Physiological sensing, signal processing, and modeling preparation. Twenty-four subjects (12 active) underwent a clinical protocol, wherein the electrocardiogram (ECG) was measured with electrodes placed in a three-lead configuration and the photoplethysmogram (PPG) was measured from the fingertip in a transmissive LED-photodiode setup. Transcutaneous cervical vagus nerve stimulation (tcVNS) or sham stimulation was administered at predefined times, where the exact stimulation location was identified by locating the left carotid pulse. Following signal processing and biomarker extraction, the biomarkers were prepared for modeling via 5-point causal averaging, resampling to 1 Hz, normalizing to rest, and finally parsing into 4 separate vectors associated with the 4 tcVNS/sham administrations studied. By referencing stimulation initiation, the corresponding input amplitude waveforms were then constructed to replicate device administration. Amp.: amplitude; D1: day 1; D2: day 2; D3: day 3.
Preparing the Biomarker Time Series for Modeling

Following feature extraction, the heart rate and PPG amplitude values existed as beat-to-beat time series of nonuniform sampling rates (due to variability in heart rate). Thus, prior to any modeling, a few time-series processing steps were employed (Figure 2). First, each subject’s biomarker time series were prepared using a causal moving average of 5 data points (approximately 5-second, rectangular windows) to attenuate high-frequency artifacts. The filtered time series were then resampled at a constant frequency of 1 Hz to satisfy uniform sampling rate requirements [20], followed by normalization to each day’s resting value (subtracting and then dividing by rest) to account for intersubject variability during our subsequent population-level analysis.

To then separately investigate the effects of tcVNS/sham administration on each of the two biomarkers, the resultant time series were parsed according to the 4 administrations per subject. Based on the data available, parsing was achieved by leaving 60 seconds of data prior to each 120-second administration and retaining 120 seconds of data postadministration, for a total of 300 seconds per administration. Note that missing data at the end of the 300-second interval relevant to our analysis affected 3 administrations among the 96 collected, and therefore the corresponding data vectors were shortened accordingly.

The accompanying input data were then created for each of the 192 subject-administration-biomarker combinations (2 biomarkers × 4 administrations × 24 subjects). This was accomplished by modeling the relative tcVNS/sham amplitude delivered to each subject with pulse-like trapezoidal signals that replicated the ramping and stabilization of true stimulation. These inputs were formed by passing a boxcar input of 120-second width and unit amplitude through a 5-point moving average filter. Since stimulation amplitude remains the only variable modulated during tcVNS/sham administration, stimulation amplitude was specified as the input variable, as done in related work [21,22]. This ensured that the subsequently analyzed input-induced effects modeled the tcVNS-induced effects under study. Note that the digital biomarker response dynamics modeled in this study correspond to a particular therapy—FDA-approved tcVNS—that exhibits equivalent input bandwidths across all administrations. Therefore, modeling the input-output relationship for the specific input variability exhibited during practical device usage remains invaluable to future analysis and development. For further reasoning and evidence behind this approach, please see Multimedia Appendix 1.

State-Space Modeling and Cross-Validation

Considering the established diversity in VNS outcomes, which itself remains an active area of research [23], subject-specific models were developed for our study, leaving the identification of consistencies across relevant subject groupings for the subsequent model analysis phase. To address biomarker differences, heart rate and PPG amplitude were modeled separately to foster comparison between the estimated systems and responses for each of the two biomarkers. This maneuver to disentangle outputs that seemingly respond to tcVNS/sham simultaneously derives from a result in state-space input-output modeling, where the absence of output feedback–controlled effects on the input under study allows for the disentangling of multiple-output systems [24] (see Multimedia Appendix 1).

The forthcoming equations and corresponding explanations will thus depict single-input single-output systems. The discrete-time state-space model structure in innovations form is governed by the following two difference equations:

\[ x_{k+1} = Ax_k + Bu_{k-\tau} + Ke_{k} \]  
\[ y_k = Cx_k + Du_{k-\tau} + e_k \]

where \( k \) represents the discrete time step, \( \tau \) represents the input delay of the system (also known as the “dead time” between changes in input and resultant changes in system behavior), \( y \in \mathbb{R} \) represents the output, \( u \in \mathbb{R} \) represents the input, \( x \in \mathbb{R}^{M} \) represents the latent state of the dynamical system (referred to as the state vector), where \( M \) is referred to as the model order of the system, \( e \in \mathbb{R} \) is the residual computed as the innovation estimate, and \( A \in \mathbb{R}^{M \times M}, B \in \mathbb{R}^{M \times 1}, C \in \mathbb{R}^{1 \times M}, D \in \mathbb{R}^{M \times M}, \) and \( K \in \mathbb{R}^{M \times 1} \) are matrices consisting of free parameters that are estimated to best describe the data provided. In the context of this work, the scalar \( D \) is set to zero, as it quantifies the feedthrough component’s contribution on the output (ie, the static contribution of the input that circumvents dynamics entirely).

In this study, we initialized model estimates using subspace identification [25] and then employed prediction error minimization to ameliorate any limitations of the computationally cheaper subspace method [26]. In accordance with our subject-specific modeling objective, leave-one-out cross-validation was used to train and evaluate the state-space models. Specifically, each of the 4 administrations was used for testing exactly once, with the remaining 3 administrations used for model estimation. This eventually resulted in an overall 4 models per biomarker per subject, following the optimization process detailed below. Figure 3 illustrates this cross-validation process.
Regularization and Hyperparameter Optimization

The small sample size-corrected Akaike information criterion (AICc) was employed to select the optimal model configuration \((M^*, \tau^*)\); the AICc was used instead of the standard AIC due to the ratio between training data points, \(N\), and the number of parameters, \(p\), in the largest candidate model remaining less than 40 [27,28]. For technical details on usage, please refer to Multimedia Appendix 1.

To optimize \(\tau\), based on a previous effort to subjectively annotate the delays between tcVNS and biomarker changes [29], the interval was set to \(0 \leq \tau \leq 35\); this was to circumscribe a 99% confidence interval about the reported result of 18 seconds (SD 7). For \(M\), the lack of broadband input constrained the parameter total to below the order of input persistence of excitation for any candidate model [30]. The order of persistent excitation is estimated by counting the number of distinct frequencies with spectral content larger than a set threshold [31]. By performing this computation iteratively across all input signals used in this study, including those associated with datasets missing data points, the order never decreased below 50. Thus, our optimization interval was safely restricted to a maximum of 50 parameters, corresponding to model order 10 for modal form estimates (see Multimedia Appendix 1).

Once the optimal state-space model was selected for each training set of 3 administrations, the model was then regularized separately via ridge regression [32]. The parameter \(\lambda\) was selected by minimizing the mean square error over the interval \(10^{-15}, 10^{5}\). The lower bound was selected due to MATLAB’s machine epsilon for double-precision floating points \((2^{-52})\) and the upper bound was selected during an experimentation period. These optimal, regularized model estimates were then used for the remaining analyses. The methods described in this subsection and the previous section correspond to the box on the left in Figure 3.

Fit Percentage Definition and Baseline Testing

The models were evaluated against two established baselines for dynamic modeling tasks: the mean test and the naïve test. The mean test involves comparing out-of-sample 1-step prediction performance vs mean predictors, and the naïve test involves comparing 1-step prediction performance vs the naïve predictor [33-35] (see Multimedia Appendix 1 for further details). This out-of-sample testing is depicted in the box on the right of Figure 3 (left). Figure 3 (middle) also summarizes the baseline testing.

The metric used herein for evaluation is the fit %, defined as:

\[
\text{fit } \% = 100 \times \left(1 - \frac{\text{RMSE}}{\sigma} \right)
\]

where \(\hat{y} = [\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_N]^T\) represents the predicted output values from time step 1 to \(N\) and \(y = [y_1, y_2, \ldots, y_N]^T\) represents the true output. This exact metric has been widely used to quantify time-series model validity (eg, [21,24]), along with its variants (eg, [33]). Note that the above fit % formula can be equivalently rewritten as \((1 - \text{RMSE/}\sigma) \times 100\%\), where RMSE is the root mean square error between the predicted and true values and \(\sigma\) is the standard deviation of the data. Thus, the fit % used here is commonly referred to as a fit % metric based on standard deviation – normalized RMSE, which represents an estimate of the output variability the model can accurately reproduce [24]. This is seen to be the case when comparing the fit % to the coefficient of determination, given by:

\[
R^2
\]

demonstrating that the fit % simply replaces the mean square error and variance with the RMSE and standard deviation, respectively. It thereby exhibits improved spread for RMSE < \(\sigma/2\).

Model Configuration and Fit Comparisons

Figure 3 (right) illustrates the subsequent methods of analysis. To determine the presence of any notable differences in
predictability between the biomarkers in question, the biomarker 
fit percentages were compared. Additionally, the optimal model 
orders associated with each biomarker’s models were compared 
to determine whether any model complexity differences could 
be posited. In this case, unlike fit %, lower model orders are 
generally favored, as they signify relatively simpler systems. 

To further investigate the optimal model configurations, the 
automatically optimized input delays, $\tau^*$, for each of the two 
biomarkers were compiled. These two sets of latencies were 
then compared against the manually annotated delays of 
previous work. As detailed in Gurel et al [29], this manual 
labeling was performed independently by three investigators 
with an interannotator agreement of 90%.

**Statistical Testing**

With 4 fit % values, model orders, and input delays obtained 
per subject-biomarker combination (corresponding to the 4 
models produced via cross-validation), all quantities were first 
averaged across all 4 models prior to comparison/compilation. 
To examine biomarker differences in fit % and model order, 
pairwise $t$ tests or Wilcoxon signed-rank tests were employed 
for normally and nonnormally (tested using the Shapiro-Wilk 
test) distributed variables, respectively. For comparison of the 
delay results, after failing to reject normality and sphericity 
(tested using the Mauchly sphericity test), a one-way 
repeated-measures analysis of variance was used; $\alpha=.05$ 
was used as the level of significance for these comparisons.

**Investigating Biomarker Responses to tcVNS vs Sham**

As a final analysis step, we investigated the tcVNS-induced 
response dynamics captured through modeling by simulating 
both the active and sham models forward from a controlled 
state. To leverage the previously resampled biomarker time 
series, we assembled a second set of plots corresponding to the 
true experimental responses. To facilitate qualitative 
comparisons, both sets were constructed by compiling/simulating the true/artificial biomarker time series 
such that 10 seconds existed prior to the true/simulated stimulus 
administration and 120 seconds remained afterward. The 120 
seconds corresponds to the 2-minute poststimulus period used 
during modeling, and the 10 seconds were included to better understand the true biomarker values prior to stimulation.

**Resampled Experimental Responses**

For each of the 4 administrations for the 24 subjects, the heart 
rate and PPG amplitude time series were extracted by simply 
considering the values produced as a result of the modeling 
preparation steps. With resampled and normalized time series 
in hand, each biomarker’s overall response was constructed by 
first averaging the biomarker responses across all 4 
administrations, followed by additional average and SEM 
calculations across all 12 subjects in each device group.

**Simulated Model Responses**

To visualize the biomarker dynamics captured by the models, 
each model was simulated forward by (i) setting the initial 
conditions to zero (ie, initializing the system at its equilibrium) 
to guarantee equivalence between active and sham time series 
(setting $x_1=0$ guarantees that the system will remain there for 
as long as no stimulus is present); (ii) constructing an input 
waveform equivalent to the input used during the modeling 
process, nonzero between time points 10 and 130 seconds; and 
(iii) solving the difference equations forward in time for each 
model, ignoring the contribution of $Ke$ and $e$ in Equations (1) 
and (2), respectively, as these quantities represent the unmodeled 
aspect of the system, along with noise, lumped into residual 
terms [36]. Each biomarker’s overall response was constructed 
by averaging across all 4 simulated model responses, followed 
by calculation of the average and SEM across each device group. 
For further details regarding the advantages of this approach 
and insight into the subsequent simulation analysis, please refer 
to Multimedia Appendix 1.

**Results**

**Baseline Test Results**

Figure 4 (left) displays the heart rate and PPG amplitude data 
in response to a single administration of active tcVNS from a 
representative subject. For illustrative purposes, the 
corresponding model predictions are overlaid. To produce these 
predictions for each biomarker, the model was trained on the 
remaining three datasets for this subject and tested on this 
particular dataset.

The naive test results across all subjects are shown on the right 
side of Figure 4. Note that the mean predictors, by definition, 
ever produce fits of 0%. Hence, the models for both 
biomarkers passed both the naive test and the mean test, 
showing significantly higher fit percentages than the naive 
predictors ($P<.001$) and mean predictors ($P<.001$).
Figure 4. Example model predictions vs true data, along with naïve test box plot results for the entire sample. (Left) Both model vs data plots shown originate from one administration of a single active transcutaneous cervical vagus nerve stimulation (tcVNS) subject. Each biomarker’s model was trained on the three other tcVNS administration datasets available for this subject; the test results on the remaining unseen dataset in a 1-step-ahead prediction task are shown. The gray dashed lines demarcate the time frame in which tcVNS was administered, and the fit percentages are calculated as previously defined. The y-axis represents relative changes from rest in percent form. (Right) The regularized, optimal state space models strongly satisfied both the naïve test and the mean test. The statistically significant ($P < .001$) naïve test results are shown, where the box plots indicate results for the entire sample; * denotes statistical significance. The blue squares indicate outlier points, where outliers lie above the upper quartile or below the lower quartile by more than 1.5 times the interquartile range. Significance ($P < .001$) held for the mean test as well for both biomarkers (not shown).

Modeling Amenability Comparison

Table 1 summarizes the results from the biomarker fit % and model order contrast. The fit of each of the PPG amplitude models was significantly better than that of the heart rate models ($P = .03$), albeit without compensation through an increase in model order/complexity. Model order did not differ between heart rate and PPG ($P = .14$).

Table 1. Mean (SD) fit % and model orders for each biomarker’s state-space model.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Heart rate</th>
<th>PPG a amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fit %</td>
<td>76.67 (6.96)</td>
<td>81.64 (7.07)</td>
</tr>
<tr>
<td>Model order</td>
<td>9.52 (0.38)</td>
<td>9.39 (0.34)</td>
</tr>
</tbody>
</table>

aPPG: photoplethysmogram.

Automatically Estimated Input Delays vs Manually Labeled Onset Delays

Figure 5 shows the automatically estimated input delays for both biomarker models, as well as the manually annotated result from previous work [29]. The mean input delay for the heart rate and PPG amplitude state-space models was 17.65 seconds (SD 5.17) and 20.58 seconds (SD 5.81), respectively, and the mean manually labeled delay was 18 seconds (SD 7). No statistically significant differences were found between the three sets of onset delays ($F_{2, 22} = 0.71, P = .51, \eta^2_p = .06$).
Figure 5. Delayed effects of transcutaneous cervical vagus nerve stimulation (tcVNS) in downstream cardiovascular biomarkers. By including input delay as a free parameter necessitating optimization, the objective, quantitative state-space model optimization process described in this paper reproduced the tcVNS delay findings of the manual, subjective annotations of [29]; no statistically significant differences existed between the three sets of onset delays. The coral-colored square represents an outlier, and the black crosses represent the means.

Biomarker Responses to tcVNS vs Sham

Figure 6 shows the heart rate and PPG amplitude responses to tcVNS or sham administration. The graphs on the left correspond to the resampled experimental responses, and those on the right correspond to the simulated model responses. Although conclusions are weakened when comparing the true active and sham responses due to the lack of controlled initial conditions, one can posit possible dynamic response signatures for PPG amplitude and heart rate in response to active tcVNS when comparing against their respective sham counterparts. Through modeling and simulation, we remedy these initial condition concerns. Rubin causality is therefore exhibited in response to tcVNS, allowing for causal inference to be legitimately made by comparing the active and sham responses. Moreover, the underlying dynamic response signatures of tcVNS can be better visualized in comparison to the uneventful sham responses.

Figure 6. Dynamic responses to transcutaneous cervical vagus nerve stimulation (tcVNS) for heart rate (HR) and photoplethysmogram (PPG) amplitude. The curves themselves, along with their accompanying shaded regions, represent average (SEM). (Left) True responses, resampled for population averaging and subsequent dynamic modeling. The y-axis values represent relative changes from rest in percent form, and the orange dashed lines demarcate the period of active/sham stimulus administration ($t \in (10, 130)$ seconds). (Right) Simulated responses to tcVNS, produced by solving the state-space model difference equations forward in time. The y-axis values represent relative changes from rest in percent form, and the orange dashed lines demarcate the period of simulated active/sham stimulus administration ($t \in (10, 130)$ seconds).

Discussion

PPG Amplitude is a More Reliable and Predictable Biomarker of tcVNS Effects

Based on the results in Table 1, we found that the models were able to reproduce the PPG amplitude data significantly better than the heart rate data, albeit without requiring any increase in model complexity to compensate. PPG amplitude may thus be a more trackable dynamic marker of the physiological responsiveness to tcVNS than those previously investigated. Notably, such biomarkers have thus far remained elusive in the existing tVNS literature [37]. Hence, in conjunction with the consistency of PPG amplitude discovered in previous work [5,12], the finding that PPG amplitude remains more amenable to our modeling approach suggests that PPG amplitude may serve as a superior biomarker for real-time tcVNS systems, and thus should be given precedence in a multimodal sensing setting.
Biomarker characteristics that could explain this distinction involve measurement location and physiological origin. Heart rate is a cardiac measure originating centrally from the heart, whereas the PPG signals measured in this study were sensed at the periphery—in particular, transmissively at the fingertip. As described in the Methods section, a clear physiological distinction exists; these differences may in fact explain the relative contrasts observed in this study, as well as the previous difficulties encountered in identifying a trustworthy biomarker derived from the heart (eg, heart rate variability measures) [37].

Cardiovascular biomarkers extracted from peripheral processes, mediated solely by the sympathetic nervous system (eg, vasoconstrictor sympathetic nerve activity [38] and PPG amplitude [18]), have shown repeated success in capturing the effects of tcVNS. An explanation for this may involve physiological control. In comparison to the peripheral blood vessels and their sympathetically mediated vasoconstriction, heart rate is regulated by both the sympathetic and parasympathetic nervous systems; additionally, the heart, owing to its critical role in maintaining blood supply to the entire body, is subject to far tighter regulation [19,39]. The peripheral vasculature thus remains more susceptible to external modulation, or in a systems sense, external “disturbances.” Thus, a promising approach for sense-and-react systems that seek to assess the effects of external modulation may be to leverage peripheral biomarkers that measure quantities subject to looser homeostatic control.

**teVNS-Induced Effects are Delayed in Digital Cardiovascular Biomarkers**

Figure 5 illustrates the consistency found between the optimized input delays of this work and the manually annotated latencies of prior work [29]. Note, however, that these delay values of approximately 15 seconds may in fact be overestimates in certain situations due to the approximate 5-second ramp-up period during administration. Since this aspect was accounted for during modeling, one can reasonably deduct 5 seconds from the delays listed for purposes involving closed-loop system design and hypothesizing the dominant mechanism of action. Our reasoning is that for a closed-loop system adapted for a particular subject, the threshold of comfort will likely be known, thereby eliminating the ramp-up period. To provide quantitative evidence for a dominant mechanism of action, protocol-related delays are not necessarily relevant to determining the underlying pathways that tcVNS affects when causing downstream cardiovascular effects. Nevertheless, as determined by the notched confidence intervals shown in Figure 5, mechanistically relevant delays remain at latencies of >5 seconds, even after factoring in the 5-second deduction. Thus, for closed-loop tcVNS systems, a delay greater than 5 seconds must be taken into consideration and designed for accordingly [40,41].

In providing quantitative evidence for the likely dominant mechanism of action for tcVNS effects on downstream physiology, we here highlight the two prevalent hypotheses for tcVNS at either the cervical or auricular branch of the vagus nerve [42,43] (see Multimedia Appendix 1 for a detailed illustration). The first hypothesis involves electrical activation of vagal afferents terminating at the heart [44]; this mechanism would in fact induce the expected decrease in heart rate, which has been frequently cited in previous animal studies (eg, [45]) and was also found to be the case here. However, this hypothesis may not necessarily explain the sympathetically mediated effects observed at the periphery during tVNS administration (eg, vasoconstrictor sympathetic nerve activity [38]). The second hypothesis implicates afferent vagal stimulation as a pathway to brain activity in autonomically relevant brain areas, followed by downstream effects induced by resultant efferent signaling. Although brain imaging and electrophysiological measurements have confirmed the activation of vagal afferents during tcVNS [10,46], it remains unclear whether these “bottom-up” effects serve as the dominant cause for the resultant autonomic efferent activity.

The results presented herein seem to align with the latter hypothesis: namely, that the delayed effects modeled—and subjectively observed in previous work—are a byproduct of afferent vagal activity, processing in the brain, and resultant efferent-mediated autonomic effects. Synthesizing previous sensing and measurement studies of tcVNS, afferent signatures (P1-N1 vagal somatosensory evoked potentials) tend to occur within 1 second of amplitude stabilization [46]. Considering that finite element modeling results suggest that only A and B vagal fibers can be stimulated through gammaCore tcVNS [47], and that efferent B fiber conduction velocities range from 5 to 10 m/s [44], we would expect that if the dominant pathway for cardiac effects occurred through direct efferent stimulation, these effects would occur within 2-3 seconds of amplitude stabilization. Instead, we conclude that the dominant tcVNS effects on cardiovascular physiology likely occur after 5-10 seconds have elapsed, following amplitude stabilization (after reasonably deducting a 5-second ramp-up period from the ~15-second delays reported). This suggests that downstream cardiovascular effects are likely mediated by the prolonged afferent-brain-efferent mechanism of action.

**Distinct Dynamic Signatures Characterize teVNS-Induced Effects**

Heart rate and PPG amplitude responses were visualized both for resampled data averaged across administrations and subjects, and for simulated responses produced by solving the estimated difference equations forward in time. As shown in Figure 6 (left), the average active PPG amplitude response to tcVNS clearly exceeded the average sham response to tcVNS, although they coincidentally initialized at similar relative values. In contrast, the average active heart rate graph displays a transient decrease in response to tcVNS that lasts about 50 seconds, followed by a return to prestimulus values. Interestingly, this agrees with recent findings in the auricular tVNS literature, which noted 3-4% transient drops in heart rate that recovered over the course of 30 seconds following stimulation onset [48]. Unlike the PPG amplitude responses, the average heart rate responses of the two device groups initialized with an almost 4% relative difference between them, which is an important point to consider when comparing the two trajectories. Although the average active heart rate response seems starkly different from the average sham heart rate response, if one were to artificially shift the two responses’ initial conditions vertically to level the playing field, the active response would remain...
beneath the sham response, but definitively by less. Moreover, this disregards the concerns associated with performing such an artificial transformation for causal inference and comparison [49].

This issue of Rubin causality (see Multimedia Appendix 1) is ultimately resolved on the right side of Figure 6. Since the dynamic models developed thus far were simulated forward from the same equilibrium condition, we arrived at population-level characteristic responses to tcVNS that exhibited the necessary equivalent prestimulus behavior. With this added causal inference power, we not only observed apparent similarities between the plots on the left and right of Figure 6, but we also discovered evident differences between the active and sham groups in their responses to tcVNS. In particular, the active group’s simulated PPG amplitude responses significantly exceeded the relatively flat sham PPG amplitude trajectories; analogously, but in the opposite direction, the active heart rate trajectories displayed a clear decrease in comparison to the sham responses, where the sham responses again remained relatively constant. Thus, the exact same modeling and simulation methodology were applied to data from both device groups, and yet stark differences arose in the characteristic responses to stimulation. Furthermore, the sham group displayed relatively subdued responses to the simulated stimulus, as expected. These results serve as further validation for the current approach and ultimately imply the presence of distinctive dynamic signatures that characterize the continuous-time effects of tcVNS on digital cardiovascular biomarkers.

Limitations and Future Work
A few limitations are to be noted for this study. Although nonlinear approaches to difference equation modeling are generally discouraged at the outset unless expert knowledge or sufficient evidence seems to suggest otherwise [24], nonlinear dynamics exist in general. Nevertheless, in agreement with previous findings demonstrating that a considerable percentage of dynamic variability exhibited by cardiovascular biomarkers such as heart rate can be modeled linearly [50], we found that approximately 80% of the biomarker variability observed can still be predicted accurately. Hence, this paper presents a “best linear approximation” that could further be built upon in future work directed at characterizing the nonlinearities of tcVNS responses [24].

Although all tcVNS clinical protocols reported to date have used the gammaCore device to which the present results readily apply, future control approaches will need to venture beyond this standardized waveform and vary parameters during stimulation to achieve desired regulation goals, while simultaneously maintaining user safety. This would additionally help in satisfying the stringent input requirements for system identification [24], which are conditions that have not been met thus far.

Finally, we note that biomarkers other than PPG amplitude and heart rate were found to be statically relevant in quantifying tcVNS effects in previous work [5], although static PPG amplitude and heart features were found to be the most salient [12]. Thus, a multimodal closed-loop system that utilizes signals other than ECG and PPG may benefit from further application of such dynamic modeling and analysis.

Conclusions
In this work, we studied heart rate and PPG amplitude responses to tcVNS and derived three key findings by approaching this question from a dynamic modeling perspective. First, PPG amplitude demonstrates preeminence as a digital biomarker for real-time response prediction and tcVNS effect quantification. Second, a consistent delay of greater than 5 seconds exists between tcVNS onset and downstream cardiovascular biomarker responses. Latency must therefore be considered and accounted for appropriately during clinical monitoring and closed-loop system design. Moreover, this delay may provide measurable evidence for the dominance of the hypothesized vagal afferent-to-brain-to-autonomic efferent pathway in downstream cardiovascular modulation. Lastly, state-space models can successfully predict heart rate and PPG amplitude dynamics in response to tcVNS, and can help to identify the characteristic dynamic signatures that separate these biomarker responses to tcVNS from sham stimulation. This dynamic modeling and analysis thereby deepens our understanding of tcVNS effects and lays the groundwork for future closed-loop approaches in time-sensitive applications.
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Abstract

Background: Emotional state in everyday life is an essential indicator of health and well-being. However, daily assessment of emotional states largely depends on active self-reports, which are often inconvenient and prone to incomplete information. Automated detection of emotional states and transitions on a daily basis could be an effective solution to this problem. However, the relationship between emotional transitions and everyday context remains to be unexplored.

Objective: This study aims to explore the relationship between contextual information and emotional transitions and states to evaluate the feasibility of detecting emotional transitions and states from daily contextual information using machine learning (ML) techniques.

Methods: This study was conducted on the data of 18 individuals from a publicly available data set called ExtraSensory. Contextual and sensor data were collected using smartphone and smartwatch sensors in a free-living condition, where the number of days for each person varied from 3 to 9. Sensors included an accelerometer, a gyroscope, a compass, location services, a microphone, a phone state indicator, light, temperature, and a barometer. The users self-reported approximately 49 discrete emotions at different intervals via a smartphone app throughout the data collection period. We mapped the 49 reported discrete emotions to the 3 dimensions of the pleasure, arousal, and dominance model and considered 6 emotional states: discordant, pleased, dissuaded, aroused, submissive, and dominant. We built general and personalized models for detecting emotional transitions and states every 5 min. The transition detection problem is a binary classification problem that detects whether a person’s emotional state has changed over time, whereas state detection is a multiclass classification problem. In both cases, a wide range of supervised ML algorithms were leveraged, in addition to data preprocessing, feature selection, and data imbalance handling techniques. Finally, an assessment was conducted to shed light on the association between everyday context and emotional states.

Results: This study obtained promising results for emotional state and transition detection. The best area under the receiver operating characteristic (AUROC) curve for emotional state detection reached 60.55% in the general models and an average of 96.33% across personalized models. Despite the highly imbalanced data, the best AUROC curve for emotional transition detection reached 90.5% in the general models and an average of 88.73% across personalized models. In general, feature analyses show that spatiotemporal context, phone state, and motion-related information are the most informative factors for emotional state and transition detection. Our assessment showed that lifestyle has an impact on the predictability of emotion.

Conclusions: Our results demonstrate a strong association of daily context with emotional states and transitions as well as the feasibility of detecting emotional states and transitions using data from smartphone and smartwatch sensors.
Introduction

The emotional states of individuals may change frequently over time. Research has demonstrated the potential of recording daily emotional states and moods in health and well-being, including the early diagnosis of mental illness and disorders [1-3]. However, the process of recording emotional states and moods largely depends on active self-reports less frequently than daily. However, with the unprecedented rise of smartphones and wearable devices as well as the advancement in built-in sensors within these devices, it is possible to passively collect multimodal data from people’s everyday lives at a much higher frequency. The self-reporting problem of personal health tracking can therefore be solved to a great extent by leveraging machine learning (ML) algorithms on the myriad of data collected by smartphones and wearables.

Predicting and monitoring mental health illnesses and diseases such as depression, bipolar disorder, Alzheimer disease, and schizophrenia via smartphones and wearable sensors have been an active area of research over the last few years. Research has been conducted in the quest for gold standard digital biomarkers that can be collected through consumer-grade smartphones and wearable sensors (e.g., accelerometer, audio, location, phone log, sound features, etc) to detect mental health disorders in the early stages [4,5]. It is evident that mobility patterns, location variations, and phone usage patterns captured by smartphones can aid in identifying patients with mental health illnesses and disorders [1,2,6-9]. Early detection of depressive symptoms by applying deep neural networks and ML techniques to self-reported contextual data through smartphones obtained promising results [8]. However, the aforementioned apps were designed from disease and illness perspectives and did not consider the automated detection of regular emotional states and transitions in everyday life.

The association between everyday mood, emotion, and well-being and sensed data via smartphones and wearable devices has been studied recently. For example, Helbich [10] found an association of people’s mental well-being with the neighborhood they live in, the places they visit, and the environmental exposure they experience. In a similar study by Sandstrom et al [11], subjects reported emotional pleasantness in a societal environment, whereas positive and negative arousal at work. A daily mood assessment tool was proposed by Ma et al [12] that utilized mobile phone sensor data such as location, audio, text messages, accelerometer, and light to classify mood. However, this study considered limited contextual parameters, and the subjective variability as well as transitions of emotional states remained uninvestigated. The prediction of the Ecological Momentary Assessment scores from smartphone data such as text messages, screen time, app usage, accelerometer, and phone camera have been studied by Asselbergs et al [13], who reported a promising but lower prediction accuracy than naive benchmark approaches. Studies have also shown an association between mobile sensor data (e.g., phone usage, motion, conversation, mobility, screen time, and skin conductance) and the academic performance and mental health conditions of college students [14,15]. Budner et al [16] classified 9 emotional states in 2 dimensions (pleasure and activation) of the circumplex model by applying a random forest on the smartwatch sensor data such as motion, heart rate, light level, GPS coordinates, day of the week, humidity, air pressure, cloudiness, and windiness. In a similar study, an ML-based model was proposed by Zhang et al [17] to recognize compound emotional states in pleasure and arousal dimensions from smartphone data (e.g., microphone, accelerometer, GPS, text message, phone call, app usage). Promising results have been obtained in some recent works for daily mood and stress forecasting [3,18,19], where deep neural networks were applied to physiological, personality traits, and sensed data acquired from a large-scale global population using smartphones and wearables.

Despite encouraging results and progress, gaps in the literature include the lack of research on the association between emotional transition, sensed data, and contextual information; subjective variability in classification performance; and feasibility of frequent emotional state and transition detection. In addition, the majority of the previous studies are based on the circumplex model of affect [20], which considers only the pleasure and arousal dimensions (also known as core affect). However, research has demonstrated that considering all the 3 dimensions can facilitate a better understanding and interpretation of persons’ emotional states [21]. Therefore, the third dimension of emotional states—dominance—needs to be included in emotion recognition research.

In this study, we aim to fill the aforementioned gaps. Our main objective is to study the feasibility of detecting emotional states and transitions every 5 min by applying ML to the data acquired from smartphone and smartwatch sensors. Our study includes all the 3 dimensions of emotional states (pleasure, arousal, and dominance [PADI]) as well as the variability of interpersonal data. The remainder of this paper is organized as follows. The Methods section describes the methodology followed in our study along with an overview of the data set description and preparation. The Results section shows the results obtained for emotion transition and detection tasks for both general and personalized models. The Discussion section presents the results with a deeper analysis of the features.

Methods

The Data Set

We obtained data from a publicly available data set called ExtraSensory [22]. This data set was collected by the researchers of the University of California, San Diego (UCSD), in 2015 to 2016 for automated context labeling from signals captured via
a wide range of smartphone and smartwatch sensors such as an accelerometer, a gyroscope, a magnetometer, a compass, location services, audio, phone state, light, air pressure, humidity, and temperature [23]. It contains data from 60 subjects in free-living conditions, who were mainly students (both undergraduate and graduate) and research assistants at UCSD. The sensor data were collected every minute, and the contextual data were self-reported at different intervals by the users. This data set also contains optionally self-reported discrete emotions at different time intervals. There were a total of 49 different discrete emotions (eg, active, calm, happy, sleepy, etc) that were reported by the subjects and the interval varied from 1 min to several days. Researchers processed and cleaned the self-reported data by combining various sources of information such as location and other labels [23] to make them reliable. Both the raw and cleaned versions of self-reported data are available. We used the cleaned version in this study.

The Pleasure, Arousal, and Dominance Model

The PAD model was developed by Mehrabian and Russell [24] in 1974 to assess individuals’ psychological responses to environmental perception and experience. Persons’ emotional states can be perceived in 3 basic dimensions: pleasure, arousal, and dominance. Pleasure is the dimension of positive or negative feelings [24]. Arousal represents states of mental responsiveness [25]. Dominance is the perceptual cognitive dimension of the feeling influenced or controlled [25]. Our study includes all the 3 dimensions of emotional states.

Data Preparation

Inclusion and Exclusion

In this exploratory study, we aimed to apply ML in the 2 setups. First, we built personalized models using each person’s data to analyze the impact of variability across individuals. Second, we built generalized models using data from multiple individuals and validated them using data from other individuals who were left out during training. Although 37 subjects in the ExtraSensory [22] data set reported their emotions at some points during data collection, only 18 of them had more than 1000 samples and less than 90% missing data. Therefore, we considered these 18 subjects in our study. We considered all signals collected from the smartphone and smartwatch sensors, timestamps, latitudes, and longitudes as features.

Affective Ratings of Emotions

In this study, we used the Affective Norms for English Words (ANEW) [26] to map the 49 discrete emotions to the PAD model. ANEW was developed by the Center for the Study of Emotion and Attention to provide standardized materials to researchers studying emotion and attention. The latest ANEW database [27] contains affective meanings of nearly 14,000 English lemmas rated by a larger cohort of 1827 participants with a wide range of diversities, including age, occupation, and educational differences. We used the latest database to map the 49 emotions to the 3 ratings of pleasure (p), arousal (a), and dominance (d). Therefore, each linguistic emotion label was converted into 3 continuous values on a scale of 1 to 9, where 1 and 9 indicate the lowest and highest intensity, respectively, in the corresponding PAD dimension. A list of the 49 emotions used in this study with their corresponding PAD values is included in Multimedia Appendix 1 [22,23,28]. We scaled the emotional ratings (R) in the range of –4 to +4 by subtracting 5. Then, we considered 6 states of emotions on the basis of the intensity (sign) in the 3 dimensions: discordant, pleased, dissuaded, aroused, submissive, and dominant. We calculated the prevailing emotional state at any point of time for a person by considering the absolute maximum value of (R) and its sign. The absolute maximum value indicates the dimension, whereas the sign represents the direction. Therefore, the emotional state at any point represents which of the 3 dimensions is prevailing and in what direction. For example, the emotional rate (R) of happy is 8.47, 6.05, and 7.21 for p, a, and d, respectively. The corresponding scaled values will be 3.47, 1.05, and 2.21, respectively. Here, the 3 values are positive, and the prevailing emotional state is (+p) pleased. Therefore, this emotional state will be assigned to the class pleased. Similarly, angry (p=2.53, a=6.2, and d=4.11) will be scaled to –2.47, 1.2, and –0.89, respectively, with a maximum absolute value of 2.47 and in the negative direction. Hence, angry will be assigned to the class discordant. There was 1 case (the emotion interested), where p and a were equal. In this case, we had 2 dominant dimensions, and we chose the first positive value (in the order of PAD), p, to represent the dominant emotion. Although this is a limitation, there was only 1 emotion interested that had 2 equal values, and there were few cases with this emotion in the data set compared with the other 48 emotions. Although we considered 6 categories of emotional states, not all classes were present in every person’s data. Depending on the person, 1 or 2 emotional states were absent in the data set. Figure 1 shows the different emotional states present in each person’s data.
Figure 1. Proportion (%) of 6 emotional states per person. Pleased and dissuaded are the most frequent, whereas submissive and aroused are the least frequent emotional states among the 18 persons in our data set.

Feature Engineering
Initially, we merged all features from sensors, location data, and self-reported contextual information. Sensor measurements were recorded for 20 seconds every minute, and the data collection period varied from 3 to 9 days for each person. The number of samples for each person varied from 1164 to 6263. The data set contains a mixture of binary and continuous variables. We also engineered 7 additional temporal and spatial features from timestamps and location data. Overall, the features can be categorized as follows.

Motion
We considered 138 features calculated from the raw measurements from 3 smartphone sensors (an accelerometer, a gyroscope, and a magnetometer) and 2 smartwatch sensors (an accelerometer and a compass). These are continuous variables.

Audio
We considered 28 naive features calculated as the averages and standard deviations of the 13 Mel Frequency Cepstral Coefficients from the approximately 20-second recording window and the overall power of the audio.

Location
We considered 17 location features measured from the relative locations and movement variability in every minute of persons. We also feature engineered 3 more location features: cl_latitude, cl_longitude, and geo_dist. We clustered the neighboring latitudes and longitudes using geohash [29]. Geohash is a geocoding system invented by Niemeyer [29] that enables the grouping of neighboring points in a rectangular cell defined by a precision value. We used a precision value of 8 to cluster the neighboring latitude and longitude within 38.2 m × 19.1 m. The rectangular box worked as a bounding box for all neighboring spatial points falling into this area. After geohashing, the geocodes were decoded back to clustered latitude (cl_latitude) and longitude (cl_longitude) values. We calculated the geo_dist feature as the Haversian distance traveled by the person since the previous time stamp.

Phone State
We considered 28 binary features that indicate the sensed state of the phone, such as app states, battery plugged, battery states, ringer mode, on the phone, Wi-Fi status, screen brightness, and battery level.

Environmental
The ExtraSensory data set also contains 6 environmental variables such as light, pressure, humidity, and temperature. All of these continuous variables were included in our primary feature list. However, there were many missing values for these features because not all phones had all the sensors.

Temporal
We engineered 5 variables from the recorded time stamps to explore the temporal pattern of emotional states and transitions: minute of the hour, minute of the day, hour of the day, day of week, and time difference in minutes. As the data set was very sparse, we calculated the time difference in minutes variable to measure how many minutes elapsed since the last record. The remaining 4 variables were categorical variables.

Contextual
We also considered 51 binary contextual labels such as indoor, outdoor, eating, and in a car, which were self-reported by the subjects at various intervals. We assumed that this self-reported information was correct in all cases to focus on automatically recognizing the dominant emotion without dealing with noisy estimates of the context. Although the latest ExtraSensory app
is capable of recognizing contextual information passively on the basis of raw sensor data, the data set used in this study did not include the output from this new feature.

A complete list of features is included in Multimedia Appendix 1.

**Data Resampling, Cleaning, and Imputation**

Our study aims to detect emotional transitions and states in small time intervals. Therefore, we resampled all data to a frequency of every 5 min. In the original data, the number of samples in 5-min intervals varied from 0 to 5. During resampling, we calculated the average of all continuous variables, the summation of all binary variables, and the maximum of all ordinal variables for all samples within the 5-min interval. This allowed us to have an evenly spaced sampling frequency over time and reduced missing data. All missing values were replaced by a large negative number to indicate missingness. Features were standardized by removing the mean and scaling to unit variance. This was done on the basis of the training sets.

**Ethics Approval**

As ExtraSensory is a public data set, research ethics approval was waived.

**Emotional Transition and State Detection**

**Feature Handling**

For emotional transition detection, we considered the changes in features from the previous window. Therefore, the feature set $T_{t,k}$ at any time $t$ was calculated as follows:

\[
T_{t,k} = f_t - f_{t-1,k}.
\]

In equation 1, the total number of features is $n$, $f_t$ represents the value of the $k$th feature at the $t$th window, and $f_{t-1,k}$ represents the value of the $k$th feature at the $(t-1)$th window. The intuition was to feed the ML models with the changes in information to find any pattern associated with changes in the captured data. The original form of the resampled features was used for emotional state detection.

Next, we analyzed the features to select a smaller set of important features. We selected the $k$ best features for each model by applying the SelectKBest feature selection function from the feature_selection package provided by sklearn, where the following values were experimented for $k$: 50, 70, 90, and 110. This feature selection process was applied independently for emotional transition and state detection and for general and personalized models. This resulted in a different number of features for each model. Additionally, columns with more than 30% missing data were removed. Location data were removed from the general models to make the models as generalizable as possible.

**Machine Learning Models**

We developed general models for all individuals as well as personalized models for each person to explore the impact of interpersonal variability on the performance of emotional transition and state detection.

We used 5 supervised ML algorithms: logistic regression (LR), random forest (RF), XGBoost (XGB), CatBoost (CB), and multilayer perceptron. Emotional transition detection is a binary classification problem, where 0 and 1 denote no change and change in emotional state, respectively, over the last 5-min window. Owing to the sparsity of the data, the target variable was overly imbalanced. Figure 2 shows the class imbalance of emotional state transitions of the 18 persons. Hence, we also applied 2 imbalance handling techniques that we explain in the Imbalance Handling section below.

**Ethics Approval**

As ExtraSensory is a public data set, research ethics approval was waived.

**Emotional Transition and State Detection**

**Feature Handling**

For emotional transition detection, we considered the changes in features from the previous window. Therefore, the feature set $T_{t,k}$ at any time $t$ was calculated as follows:

\[
T_{t,k} = f_t - f_{t-1,k}.
\]

In equation 1, the total number of features is $n$, $f_t$ represents the value of the $k$th feature at the $t$th window, and $f_{t-1,k}$ represents the value of the $k$th feature at the $(t-1)$th window. The intuition was to feed the ML models with the changes in information to find any pattern associated with changes in the captured data. The original form of the resampled features was used for emotional state detection.

Next, we analyzed the features to select a smaller set of important features. We selected the $k$ best features for each model by applying the SelectKBest feature selection function from the feature_selection package provided by sklearn, where the following values were experimented for $k$: 50, 70, 90, and 110. This feature selection process was applied independently for emotional transition and state detection and for general and personalized models. This resulted in a different number of features for each model. Additionally, columns with more than 30% missing data were removed. Location data were removed from the general models to make the models as generalizable as possible.

**Machine Learning Models**

We developed general models for all individuals as well as personalized models for each person to explore the impact of interpersonal variability on the performance of emotional transition and state detection.

We used 5 supervised ML algorithms: logistic regression (LR), random forest (RF), XGBoost (XGB), CatBoost (CB), and multilayer perceptron. Emotional transition detection is a binary classification problem, where 0 and 1 denote no change and change in emotional state, respectively, over the last 5-min window. Owing to the sparsity of the data, the target variable was overly imbalanced. Figure 2 shows the class imbalance of emotional state transitions of the 18 persons. Hence, we also applied 2 imbalance handling techniques that we explain in the Imbalance Handling section below.

**Figure 2.** A stacked bar chart of the distribution of the 2 classes (transition and no transition) per person.

Emotional state detection is a multiclass classification problem, where we intended to classify the prevailing emotional state of a person at a given time into one of the following 6 classes: 1, discordant; 2, pleased; 3, dissuaded; 4, aroused; 5, submissive; and 6, dominant. However, as shown in Figure 1, the emotional state classes were also imbalanced. We removed any class from a person’s data having less than or equal to 6 samples. As a result, the number of classes varied from 3 to 5 for each person.
Hyperparameters for each model were determined using a stratified cross-validated grid search over a parameter grid. In the general models, we used a six-fold, leave-3-people-out cross-validation, where for each fold, the models were trained on 15 individuals’ data and tested on the remaining 3 data points. Hyperparameters were tuned by optimizing the $F_1$ score. The tuned hyperparameters are listed in Multimedia Appendix 1. For the personalized models, a five-fold, stratified cross-validation was used to fine-tune the hyperparameters and select the best-performing models. The total number of samples per person varied from 257 to 1268. We measured 7 performance metrics to evaluate the classification performance: accuracy, balanced accuracy, precision, recall, $F_1$ score, specificity, and area under the receiver operating characteristic (AUROC) curve. For emotional state detection, the macro precision, recall, $F_1$ score, specificity, and AUROC curve were measured to emphasize the detection performance for the minority classes.

**Imbalance Handling**

In this study, Synthetic Minority Over-sampling Technique (SMOTE) and Support Vector Machines Synthetic Minority Over-sampling Technique (SVMSMOTE) [30] were applied to mitigate class imbalance. These are oversampling methods that create synthetic data of the minority classes to decrease the imbalance. All imbalance handling techniques were applied only on training data to avoid data leakage between training and test sets.

**Feature Analysis**

We analyzed the importance of the 7 categories of features used in this study for both emotional transition and state detection. The detection performance of emotional transition and state varied for different persons, which we categorized as best, average, and worst performances. We used the output of the XGB classifier for the feature importance analysis to explore the best-performing features.

**Software**

This study was conducted in Python 3 with the following packages: Scikit-Learn (0.22), CB, XGB, and SHapley Additive exPlanation (SHAP). Python codes are publicly available on GitHub [31].

**Results**

A summary of the data set containing the number of days and the percentage of missing data is presented in Table 1. Table 1 shows that the average amount of missing values in the data set was approximately 63%, where the range varied from 38.66% to 88.8% for different persons.

<table>
<thead>
<tr>
<th>Person</th>
<th>Number of days</th>
<th>Data (5-min window)</th>
<th>Missing data(^a) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Windows with complete data, n</td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>3</td>
<td>268</td>
<td>68.9</td>
</tr>
<tr>
<td>P2</td>
<td>8</td>
<td>1275</td>
<td>44.62</td>
</tr>
<tr>
<td>P3</td>
<td>7</td>
<td>539</td>
<td>73.21</td>
</tr>
<tr>
<td>P4</td>
<td>8</td>
<td>1245</td>
<td>45.92</td>
</tr>
<tr>
<td>P5</td>
<td>8</td>
<td>551</td>
<td>76.04</td>
</tr>
<tr>
<td>P6</td>
<td>8</td>
<td>623</td>
<td>72.92</td>
</tr>
<tr>
<td>P7</td>
<td>8</td>
<td>1268</td>
<td>44.92</td>
</tr>
<tr>
<td>P8</td>
<td>8</td>
<td>257</td>
<td>88.80</td>
</tr>
<tr>
<td>P9</td>
<td>7</td>
<td>317</td>
<td>84.23</td>
</tr>
<tr>
<td>P10</td>
<td>8</td>
<td>862</td>
<td>62.54</td>
</tr>
<tr>
<td>P11</td>
<td>8</td>
<td>911</td>
<td>60.42</td>
</tr>
<tr>
<td>P12</td>
<td>8</td>
<td>752</td>
<td>67.32</td>
</tr>
<tr>
<td>P13</td>
<td>9</td>
<td>755</td>
<td>70.83</td>
</tr>
<tr>
<td>P14</td>
<td>7</td>
<td>1164</td>
<td>42.21</td>
</tr>
<tr>
<td>P15</td>
<td>8</td>
<td>692</td>
<td>69.92</td>
</tr>
<tr>
<td>P16</td>
<td>7</td>
<td>868</td>
<td>56.89</td>
</tr>
<tr>
<td>P17</td>
<td>3</td>
<td>529</td>
<td>38.7</td>
</tr>
<tr>
<td>P18</td>
<td>7</td>
<td>707</td>
<td>64.88</td>
</tr>
<tr>
<td>Average (SD)</td>
<td>7.22 (1.63)</td>
<td>754.61 (328.06)</td>
<td>62.96 (14.71)</td>
</tr>
</tbody>
</table>

\(^a\)Missing value is the percentage of missing windows (time slots).
Emotional Transition or State Detection Results

In terms of general models for emotional transition detection, the best-performing classifiers were LR, XGB, and CB. Table 2 shows the results of these classifiers. As shown in Table 2, the best average AUROC curve of 90.5% was obtained by LR, followed by XGB and CB with 89.72% and 89.24%, respectively. The table also shows that using imbalance handling improved average recall only but did not improve the results in general. In general, SVMSMOTE produced better results in terms of imbalance handling than SMOTE for most models. Complete results including the results using SMOTE are shown in the Multimedia Appendix 1.

Table 2. Results of the general models for emotional transition detection on the basis of a six-fold, leave-3-people-out cross-validation.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Machine learning models (without imbalance handling)</th>
<th>Imbalance handling using Support Vector Machines Synthetic Minority Over-sampling Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR$^c$</td>
<td>XGB$^d$</td>
</tr>
<tr>
<td>Accuracy, % (SD)</td>
<td>94.77 (1.64)</td>
<td>94.50 (1.54)</td>
</tr>
<tr>
<td>Balanced accuracy, % (SD)</td>
<td>60.59 (4.26)</td>
<td>66.92 (5.41)</td>
</tr>
<tr>
<td>Precision (macro), % (SD)</td>
<td>50.08 (10.55)</td>
<td>51.77 (16.98)</td>
</tr>
<tr>
<td>Recall (macro), % (SD)</td>
<td>22.32 (8.49)</td>
<td>36.03 (11.70)</td>
</tr>
<tr>
<td>Specificity (macro), % (SD)</td>
<td>98.85 (0.44)</td>
<td>97.81 (1.29)</td>
</tr>
<tr>
<td>AUROC$^f$ (macro), % (SD)</td>
<td>90.50 (3.01)</td>
<td>89.72 (2.51)</td>
</tr>
<tr>
<td>$F_1$ (macro), % (SD)</td>
<td>29.89 (9.51)</td>
<td>38.85 (7.83)</td>
</tr>
</tbody>
</table>

$^a$Average (SD) across six-fold.

$^b$The highest value of each metric is italicized.

$^c$LR: logistic regression.

$^d$XGB: XGBoost.

$^e$CB: CatBoost.

$^f$AUROC: area under the receiver operating characteristic.

Table 3 reports the performance measures for the general models for emotional state detection. As shown in Table 3, the best results were obtained from LR, CB, and RF. In particular, LR achieved the best average AUROC curve of 60.23%. Adding imbalance handling slightly improved some of the metrics such as specificity and balanced accuracy. The full results from all models and imbalance handling techniques can be found in Multimedia Appendix 1.

Table 3. Results of the general models for emotional state detection on the basis of a six-fold, leave-3-people-out cross-validation.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Machine learning models (without imbalance handling)</th>
<th>Imbalance handling using Support Vector Machines Synthetic Minority Over-sampling Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LR$^c$</td>
<td>CB$^d$</td>
</tr>
<tr>
<td>Accuracy, % (SD)</td>
<td>40.60 (9.50)</td>
<td>44.10 (13.93)</td>
</tr>
<tr>
<td>Balanced accuracy, % (SD)</td>
<td>22.83 (2.64)</td>
<td>24.32 (3.23)</td>
</tr>
<tr>
<td>Precision (macro), % (SD)</td>
<td>34.25 (5.26)</td>
<td>29.52 (11.39)</td>
</tr>
<tr>
<td>Recall (macro), % (SD)</td>
<td>38.86 (6.68)</td>
<td>33.29 (8.57)</td>
</tr>
<tr>
<td>Specificity (macro), % (SD)</td>
<td>63.37 (12.40)</td>
<td>72.40 (3.62)</td>
</tr>
<tr>
<td>AUROC$^f$ (macro), % (SD)</td>
<td>60.23 (8.15)</td>
<td>58.58 (6.97)</td>
</tr>
<tr>
<td>$F_1$ (macro), % (SD)</td>
<td>30.60 (5.83)</td>
<td>25.45 (10.72)</td>
</tr>
</tbody>
</table>

$^a$Average (SD) across six-fold (average value for each metric).

$^b$The highest value of each metric is italicized.

$^c$LR: logistic regression.

$^d$CB: CatBoost.

$^e$RF: random forest.

$^f$AUROC: area under the receiver operating characteristic.

For the personalized emotional transition detection models, all models performed quite well in general, and it was not possible to pinpoint 1 single best ML model and imbalance handling technique for all the 18 persons. Table 4 reports the performance...
measures obtained from RF, XGB, and CB. The standard deviations of the measures indicate large variabilities across 18 persons. The best measures highlighted in Table 4 demonstrate the variabilities of the measures across different ML models. As shown in Table 4, the best average AUROC curve of 88.01% was obtained by RF without imbalance handling, whereas SMOTE helped improve recall in general (especially in XGB) and produced the best average AUROC curve of 88.7% with CB. The detailed results of all classifiers and imbalance handling techniques are listed in the Multimedia Appendix 1.

Table 4. Results of the personalized models for emotional transition detection on the basis of the 5-fold, stratified cross-validation.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Machine learning models a,b (without imbalance handling)</th>
<th>Imbalance handling using Support Vector Machines Synthetic Minority Over-sampling Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RF c</td>
<td>XGB d</td>
</tr>
<tr>
<td>Accuracy, % (SD)</td>
<td>93.49 (4.73)</td>
<td>94.82 (2.55)</td>
</tr>
<tr>
<td>Balanced accuracy, % (SD)</td>
<td>66.88 (10.08)</td>
<td>65.91 (7.93)</td>
</tr>
<tr>
<td>Precision (macro), % (SD)</td>
<td>49.97 (21.23)</td>
<td>52.34 (17.22)</td>
</tr>
<tr>
<td>Recall (macro), % (SD)</td>
<td>37.12 (20.78)</td>
<td>33.71 (15.69)</td>
</tr>
<tr>
<td>Specificity (macro), % (SD)</td>
<td>96.65 (4.91)</td>
<td>98.12 (1.42)</td>
</tr>
<tr>
<td>AUROC f (macro), % (SD)</td>
<td>88.01 (5.67)</td>
<td>87.84 (6.81)</td>
</tr>
<tr>
<td>(F_1) (macro), % (SD)</td>
<td>36.40 (17.87)</td>
<td>38.00 (15.92)</td>
</tr>
</tbody>
</table>

a Average (SD) across 18 persons.

b The highest value of each metric is italicized.

c RF: random forest.

d XGB: XGBoost.

e CB: CatBoost.

f AUROC: area under the receiver operating characteristic.

Compared with the performance of the general models for the emotional state detection task, the performance of the personalized models was substantially better. Table 5 reports the performance measures obtained from CB, XGB, and RF. As shown in Table 5, the best average AUROC curve of 96.33% was obtained by CB followed by XGB and then RF. Applying imbalance handling techniques slightly improved the balanced accuracy, recall, and specificity. While all classes were maintained in the general models, the number of classes varied between 4 and 5 across the personalized models. Complete results including those from SMOTE are shown in the Multimedia Appendix 1.

Table 5. Results of the personalized models for emotional state detection on the basis of a five-fold, stratified cross-validation.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Machine learning models a,b (without imbalance handling)</th>
<th>Imbalance handling using Support Vector Machines Synthetic Minority Over-sampling Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CB c</td>
<td>XGB d</td>
</tr>
<tr>
<td>Accuracy, % (SD)</td>
<td>86.53 (8.08)</td>
<td>82.73 (7.18)</td>
</tr>
<tr>
<td>Balanced accuracy, % (SD)</td>
<td>74.92 (13.55)</td>
<td>69.51 (12.18)</td>
</tr>
<tr>
<td>Precision (macro), % (SD)</td>
<td>87.03 (9.37)</td>
<td>82.49 (7.32)</td>
</tr>
<tr>
<td>Recall (macro), % (SD)</td>
<td>77.88 (11.35)</td>
<td>74.54 (7.70)</td>
</tr>
<tr>
<td>Specificity (macro), % (SD)</td>
<td>92.92 (4.80)</td>
<td>90.48 (5.64)</td>
</tr>
<tr>
<td>AUROC f (macro), % (SD)</td>
<td>96.33 (3.26)</td>
<td>94.81 (2.96)</td>
</tr>
<tr>
<td>(F_1) (macro), % (SD)</td>
<td>79.48 (11.38)</td>
<td>74.87 (8.45)</td>
</tr>
</tbody>
</table>

a Average (SD) across 18 persons.

b The highest value of each metric is italicized.

c CB: CatBoost.

d XGB: XGBoost.

e RF: random forest.

f AUROC: area under the receiver operating characteristic.
Feature Analysis Results

Using the output of the XGB classifier for feature importance analysis, we explored the best-performing features. Figures 3 and 4 show the 20 most important features of the general model using XGB and SHAP [32] for emotional transition and state detection, respectively. The contextual information (prefix label) ranked higher among the 7 categories of features. Contextual information features appear among the top 4 features for both emotional transition and state detection. Other important features included motion, phone state, and temporal for both emotional transition and state detection.

Figure 3. Feature importance for emotional transition detection of the general model obtained using XGBoost and shapley additive explanation. The figure represents the contribution of the corresponding feature to detect whether there is a transition.
We also explored the influential feature categories by considering the 3 most important features across all 18 persons. Figures 5 and 6 demonstrate the importance of the 7 feature categories for emotional transition and state detection, respectively. This was done manually; each category is a bin of a set of features as described in the Feature Engineering section. Instead of the feature itself, we considered which bins the top-3 features belong to. This was done over folds for each person. For calculation, we considered a 3 empty matrix, where 7 is for each category and 3 is for the top 3 ranks. Then we incremented the counter of the corresponding category and ranked the top 3 features of each fold for each person. For example, in Figure 3 (although for a general model but for the sake of explanation), the top 3 features are label: SITTING, If_measurement:battery_level, and label: Source, where the first and third features belong to the contextual category and the second feature falls under the phone state category. This will increase the first and third rank counters of the contextual category and the second rank counter of the phone state category. This was done based on the XGB classifier and SHAP.

![Figure 4. Feature importance for emotional state detection of the general model obtained using XGBoost and shapley additive explanation. The color-coded portions represent the contribution of the corresponding feature to detect different states (classes) of emotions: 1, discordant; 2, pleased; 3, dissuaded; 4, aroused; 5, submissive; and 6, dominant. SHAP: SHapley Additive exPlanation.](image-url)
Figure 5. Importance of feature categories for emotional transition detection. The color-coded portions of each category represent their contributions to the top 3 ranks of features of 18 persons.

Figure 6. Importance of feature categories for emotional state detection. The color-coded portions of each category represent their contributions to the top 3 ranks of features of 18 persons.

Figure 5 shows that the most important feature categories for emotional transition detection are contextual, motion, and audio signals, whereas the least important categories are temporal and environmental features. In contrast, as shown in Figure 6, the most important feature categories for emotional state detection are contextual and temporal, whereas the least important category is audio signals. Unlike emotional transition, emotional state was more influenced by environmental and location features. This also explains why the personalized emotional state detection models performed better than the general models where the location data were ignored. However, contextual data played the most important role in both emotional transition and state detection.

Discussion

The 4 major findings of this exploratory study are as follows:

- Emotional transitions in small intervals are detectable from data captured via smartphones and smartwatches using ML techniques. We observed that the contextual data, sensed phone states, and motion-related signals are the most influential features for emotional transition detection.
- The prevailing emotional states and the direction in the 3 dimensions of the PAD model are detectable by applying ML algorithms to information captured by smartphones and smartwatches. The contextual and temporal data play...
important roles in the detection of emotional states in small time intervals.

- We observed a wide range of interpersonal variations in terms of the detectability of emotional transitions or states. In terms of the personalized models, no single ML model performed the best across all 18 persons.
- Personalized models can better detect emotional states than general models. We believe that a given individual’s data contributes most to detecting their own emotional state rather than using data from other individuals.

This study shows the feasibility of detecting persons’ emotional states and transitions passively by training ML models on the daily data sensed via smartphones and smartwatches. In practice, these findings will help in reducing self-reports, enabling seamless tracking of daily emotions. For example, a person can be prompted to verify his or her emotional states only if the smartphone app senses a transition in the emotional state of the person. In addition, it can provide the capability of tracing the influential contextual variables that trigger the transition, which can be adjusted by the person for better self-management and well-being. Our investigation showed that self-reported contextual information played the most important role in both emotional transition and state detection. Although the contextual data are self-reported in this data set, latest research shows that contextual data can be labeled from sensed data by smartphone apps automatically without human intervention [28].

The emotional transition detection results obtained in this study are promising but not as good as the emotional state prediction performance. One reason for this could be the highly imbalanced classes, which can be resolved largely by acquiring data for a longer period of time (we had a noticeable improvement in the general models). Moreover, performance can be improved by combining contextual information with other dominant factors of emotions such as personality traits, social communication (eg, incoming-outgoing phone calls, duration, text messages, social media usage), and physiological signals (eg, heart rates, skin conductance) captured via smartphones and smartwatches.

Unlike emotional transition detection, the performance of general models for emotional state detection was poor. Apart from being a harder task (six-class classification), we believe this is also due to the high variability across different individuals. Many state-of-the-art studies stressed the need for further research on interperson variations in affect, mood, and mental health [11,33]. One of the aims of our research was to address this identified gap by exploring subjective variabilities in emotional state and transition detection. Therefore, in addition to the general models, we built personalized models. In these personalized models, each model was trained and tested on each person’s data to explore the impact of interpersonal variability on the performance of emotional transition and state detection. The results of the personalized and generic models of this study bolster the need to consider subjective variability while building ML models for emotional state and change detection.

We also observed that simpler models, such as LR, performed better for emotional transition detection and complex models, outperformed during emotional state detection. One reason for this could be the consideration of changes in features between 2 consecutive windows that made the data set sparser (containing many 0s) and smaller for emotional transition detection. Although the personalized models performed better than the general models, especially in the emotional state detection task, the general models can be used as baseline models, which can subsequently be personalized for each person.

Although research has suggested the inclusion of dominance for a better understanding of emotional states [21], it was ignored in the existing works on emotional state and mood recognitions. Our study showed that the prevailing emotional state and its direction in all the 3 dimensions can be detected using ML models on contextual information and data sensed via mobile phones and wearable devices. It can provide data-driven insights on which of the 3 dimensions of emotion prevailed for the person when, where, and in what direction, eventually leading the person toward effective lifestyle changes and better self-management.

Our study shows that a large number of interpersonal variabilities yield superior detection of the emotional transition and state for some persons than others. We manually investigated the reason by considering 3 cases: best, worst, and average, to explore the association between everyday contexts and emotions of individuals. We selected persons 9, 2, and 14 as the best, worst, and average cases, respectively. We plotted the heatmaps of daily spatial contexts, activities, and emotional states over time for the worst, best, and average cases in Figures 7, 8, and 9, respectively. The 3 figures show that the majority of the data were collected when the persons were indoors or at home. For the worst case shown in Figure 7, the day-to-day activities and the emotional states of the person do not exhibit noticeable patterns over time. This might explain why the ML models were unable to capture a strong pattern of the contexts and emotions. On the other hand, for the best case shown in Figure 8, we observe clearer patterns in spatial context, activities, and emotional states over time despite a large amount of missing data. For example, in the best case, the person’s emotional state is dissuaded while lying down and pleased while watching television at home. The average case shown in Figure 9 exhibits some clear patterns of spatial context, activities, and emotional states over time. For example, a person reported pleasure mostly while being with friends and dissuaded or discordant while sleeping at home or outdoors. Therefore, regular patterns in lifestyle are important for the predictability of emotional state and transition detection, and this study showed that such patterns can be captured by leveraging ML algorithms and data acquired via smartphones and consumer-grade wearable devices.
Figure 7. Daily life versus emotional states of person 2 (worst case). The x-axis plots 288 windows per day, and the y-axis plots the number of days in the data collection period of person 2. The color-coded regions represent (a) spatial contexts, (b) activities, and (c) emotional states in each window over the period of data collection (8 days). The white regions represent missing data.
Figure 8. Daily life versus emotional states of person 9 (best case). The x-axis plots 288 windows per day, and the y-axis plots the number of days in the data collection period of person 9. The color-coded regions represent (a) spatial contexts, (b) activities, and (c) emotional states in each window over the period of data collection (8 days). The white regions represent missing data.
Figure 9. Daily life versus emotional states of person 14 (average case). The x-axis plots 288 windows per day, and the y-axis plots the number of days in the data collection period of person 9. The color-coded regions represent (a) spatial contexts, (b) activities, and (c) emotional states in each window over the period of data collection (7 days). The white regions represent missing data.

Limitations
There are limitations in this study. First, the results are on the basis of a relatively small data set from a small geographical area. In addition, the subjects lacked diversity in age and occupation as the majority were students and researchers at UCSD. Moreover, some spatiotemporal patterns may not have been captured in the data due to large amounts of missing values as well as limited data collection periods (maximum 9 days). Owing to the small number of participants included in the data set, it was infeasible to hold a test set in conjunction with cross-validation for hyperparameter tuning. As a result, the classification performances reported in this paper are likely overestimated.
In addition, the emotional transition and state classes were highly imbalanced, where 1 or 2 classes of emotional states were absent in some persons’ data. Therefore, we suggest replicating our experiments on larger data sets obtained from diverse populations and geographic locations for longer periods of time.

Furthermore, the contextual labels that the classifications were based on were self-reported. Reliance on self-reported data is another limitation of the data set. We assumed that this self-reported information was correct in all cases. Hence, the results from this study partially depend on the accuracy of this self-reported information. To extend this study toward truly passive emotional monitoring, future research should explore eliminating self-reporting by predicting contextual information on the basis of raw sensor data.

Although mapping the emotions into the PAD system results in 3 dimensions, we focused only on the most dominant one. This simplified the rich, multidimensional information that the PAD system provided for making classification tasks more feasible. An alternative is to create a new emotion mapping system specifically for the ExtraSensory data set via clustering in the 3D space defined by PAD. This is a worthwhile future research direction.

Another major limitation is the absence of health-related information such as BMI, gender, age, and mental health biomarkers in the data. Therefore, further investigation is needed to shed light on the association between health status and emotional transition and state of persons.

Conclusions

In this study, we explored the feasibility of detecting emotional transitions and states by applying ML techniques to daily data captured via smartphones and smartwatches. Our results established an association between emotional transition and state and contextual information. We also investigated the salient contextual variables influencing emotional states and transitions. The interpersonal variability in our results bolsters the need for further research on personalized prediction of emotional states and transitions. The findings of this study support the utility of passive data collection, reduced self-reporting, enhanced tracking of psychological well-being, self-awareness, self-management, and risk prediction and just-in-time interventions.
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Abstract

Background: Daily activities have been associated with neurocognitive performance. However, much of this research has used in-person neuropsychological testing that requires participants to travel to a laboratory or clinic, which may not always be feasible and does not allow for the examination of real-time relationships between cognition and behavior. Thus, there is a need to understand the real-time relationship between activities in the real world and neurocognitive functioning to improve tracking of symptoms or disease states and aid in the early identification of neurocognitive deficits among at-risk individuals.

Objective: We used a smartphone-based ecological momentary cognitive assessment (EMCA) platform to examine real-time relationships between daily activities and neurocognitive performance (executive functioning and verbal learning) in the everyday environment of middle-aged and older adults with and without HIV.

Methods: A total of 103 adults aged 50-74 years (67 persons with HIV; mean age 59 years, SD 6.4) were recruited from the University of California, San Diego HIV Neurobehavioral Research Program and the San Diego community. Participants completed our EMCA protocol for 14 days. Participants reported their current daily activities 4 times per day; following 2 of the 4 daily ecological momentary assessment (EMA) surveys, participants were administered the mobile Color-Word Interference Test (mCWIT) and mobile Verbal Learning Test (mVLT), each once per day. Activities were categorized into cognitively stimulating activities, passive leisure activities, and instrumental activities of daily living (IADLs). We used multilevel modeling to examine the same-survey and lagged within-person and between-person effects of each activity type on mobile cognitive performance.

Results: On average, participants completed 91% of the EMA surveys, 85% of the mCWIT trials, and 80% of the mVLT trials, and they reported engaging in cognitively stimulating activities on 17% of surveys, passive leisure activities on 33% of surveys, and IADLs on 20% of surveys. Adherence and activity percentages did not differ by HIV status. Within-persons, engagement in cognitively stimulating activities was associated with better mCWIT performance (β=−1.12; P=0.007), whereas engagement in passive leisure activities was associated with worse mCWIT performance (β=0.94; P=0.005). There were no lagged associations. At the aggregate between-person level, a greater percentage of time spent in cognitively stimulating activities was associated with better mean mVLT performance (β=0.07; P=0.02), whereas a greater percentage of time spent in passive leisure activities was associated with worse mean mVLT performance (β=−0.07; P=0.01). IADLs were not associated with mCWIT or mVLT performance.

Conclusions: Smartphones present unique opportunities for assessing neurocognitive performance and behavior in middle-aged and older adults’ own environment. Measurement of cognition and daily functioning outside of clinical settings may generate...
novel insights on the dynamic association of daily behaviors and neurocognitive performance and may add new dimensions to understanding the complexity of human behavior.

*(JMIR Mhealth Uhealth 2020;8(9):e19579)*  doi:10.2196/19579
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**Introduction**

**Background**

Traditional neuropsychological testing provides a *snapshot* of a patient’s neurocognitive functioning at one time point in an optimal, controlled environment (ie, without distractions). This assessment method allows neuropsychologists to make empirically based judgments about a number of critical patient factors (eg, neurocognitive impairment status and likely etiology of deficits). However, there are several limitations associated with traditional laboratory-based neuropsychological assessments. First, traditional testing requires in-person, face-to-face contact. The limitations of this are more salient now than ever before owing to the need for social distancing because of the COVID-19 pandemic [1]. However, even before the COVID-19 pandemic, there were several barriers associated with in-person neuropsychological testing. For example, it is difficult for individuals with limited access to transportation or those who live in rural areas to travel to clinics and/or participate in research. Second, although one goal of neuropsychological assessment is often to make judgments about everyday functioning, the connection between performance on neuropsychological testing and neurocognitive functioning in daily life is imperfect [2]—people do not always perform consistently in an optimal manner in everyday life. In other words, a person’s neurocognitive capacity, as demonstrated in a neuropsychological testing room, may not predict their performance in everyday tasks that take place in a more distracting, real-world environment [3,4].

Now, more than ever, we need to leverage digital health tools to improve upon assessment of cognition [5,6]. One feasible solution to the limitations of traditional neuropsychological testing is the utilization of mobile cognitive testing. This burgeoning digital health assessment method involves objective cognitive tests that are self-administered through a smartphone, tablet, or other mobile device. Thus, mobile cognitive testing both reduces the need for in-person visits and allows for repeated assessment of neurocognitive functioning in an individual’s natural environment [7,8]. Therefore, this methodology may be particularly useful for detecting neurocognitive decline earlier, given that performance on tests can be easily tracked over time and repeatedly compared with one’s own previous performance. Moreover, mobile cognitive testing may be more ecologically valid and thus help to better understand subtle changes in neurocognitive functioning as they occur in participants’ own environments. Despite some technological challenges (eg, standardizing stimuli and response latencies across different software and hardware platforms) [9], mobile cognitive testing has been found to be feasible and valid among various clinical [7,10,11] and nonclinical populations [7,10-12].

Mobile cognitive testing may be a particularly important tool for a better understanding of the relationship between real-world neurocognitive and everyday functioning. In the context of a clinical neuropsychological evaluation, the relationship between cognition and everyday functioning is often considered to be unidirectional, as neuropsychologists use neurocognitive test data to predict everyday functioning outcomes. However, a bidirectional relationship between certain everyday activities and neurocognitive functioning has been demonstrated in older adults [13]. For example, time spent in passive leisure activities (eg, watching television) has been shown to be inversely related to cross-sectional neurocognitive performance and positively related to the likelihood of a neurocognitive decline in subsequent years [14-18]. Conversely, studies have also demonstrated a positive relationship between time spent in cognitively, physically, and/or socially stimulating activities and neurocognitive functioning in older adults [19] and persons with HIV [20]. The existing literature examining relationships between everyday activities and cognition, however, is limited in several ways. Self-report retrospective measures may be inaccurate because of recall error and response biases [21,22], whereas performance-based measures of everyday functioning are limited in their ability to be administered frequently (eg, need for in-person clinic visits, practice effects) and were developed to measure functional capacity, that is, whether a person has the capacity to function independently. However, many are not validated as tools to assess functional performance, that is, how people actually function in their home environments [23]. In addition, most studies have only examined between-person effects (eg, baseline activities predicting change in cognition over time) [17]. Thus, little is known about the possible acute and dynamic relationships between everyday activities and cognition within individuals.

Coupling mobile cognitive testing with ecological momentary assessment (EMA; ie, repeated self-report assessment of in-the-moment feelings, behaviors, and contexts) affords the opportunity to examine real-world, real-time relationships between daily activities and neurocognitive performance. For example, in the only study to date (to our knowledge) that has examined the within-person relationship between daily activities and cognition using EMA and mobile cognitive testing, Allard et al [24] found that engagement in cognitively stimulating activities was associated with better semantic memory performance later in the day in a sample of older adults. However, participation in passive leisure activities was not significantly associated with any differences in performance on the mobile test of semantic memory [24]. This study serves as
an example of how understanding the dynamic relationships between daily life activities and cognition could lead to improved symptoms or disease tracking or just-in-time adaptive interventions to promote optimal neurocognitive functioning, when desired, using digital health technologies. Such interventions may be important for older adults [25] and persons with HIV [26,27], particularly older persons with HIV, given the higher rates of neurocognitive impairment compared with the general population.

**Objectives**

In light of these questions, this study used a smartphone-based ecological momentary cognitive assessment (EMCA) platform (ie, a custom-built integrated EMA and mobile cognitive testing platform) to examine the real-world relationships between daily activities (ie, cognitively stimulating activities, passive leisure activities, and instrumental activities of daily living [IADLs]) and neurocognitive performance (ie, executive functioning and learning) among older persons with and without HIV. The first aim of this study is to examine (1) the same-survey, within-person relationships between reported activities and mobile cognitive performance and (2) the between-person effect of the percentage of surveys in which the activity was endorsed with mean mobile cognitive test performance. Accounting for between-person effects allows for differentiation between whether an activity is associated with true changes and/or fluctuations in cognition or whether more total time spent in an activity, in general, tends to be associated with a higher or lower level of cognition. The second aim is to examine the temporal ordering of effects, with activity engaged in at one survey predicting cognition at the same-day next survey, administered approximately 3 to 4 hours later (ie, lagged analyses). We hypothesized that in all analyses, cognitively stimulating activities would be associated with better mobile cognitive performance, and passive leisure activities would be associated with worse mobile cognitive performance. In addition, we hypothesized that engagement in IADLs would be associated with better mobile cognitive performance, but the effect would be weaker than that observed with cognitively stimulating activities. Given that potential differences in observed effects by HIV serostatus would be likely because of differences in a combination of sociodemographic and/or environmental factors rather than HIV itself, we accounted for HIV status but did not specifically examine any HIV interactions.

**Methods**

**Participants**

A total of 67 community-dwelling persons with HIV and 36 HIV-negative middle-aged and older adults, aged 50 to 74 years, were included in this National Institute of Mental Health (NIMH)–funded study at the HIV Neurobehavioral Research Program (HNRP) at the University of California, San Diego (UCSD) between 2016 and 2019. Participants were recruited from the participant pool at the HNRP or through the community (eg, HIV clinics, flyers, and community centers). Inclusion criteria for the study were being aged ≥50 years, the ability to provide written informed consent, and being fluent in English. Exclusion criteria for the study were self-reported histories of serious mental illness (eg, schizophrenia and bipolar disorder), non-HIV neurological disorder (eg, stroke), head injury with loss of consciousness for ≥30 min, or indication of a severe learning disability (as indicated by a score of <70 on the Wide Range Achievement Test, fourth edition Reading Subtest [WRAT-4]). Participants with a positive urine toxicology test (with the exception of marijuana) or alcohol breathalyzer on the day of the in-person visit were rescheduled. All procedures were approved by UCSD’s Institutional Review Board before protocol implementation, and all participants demonstrated decisional capacity [28] and provided written informed consent.

**Measures and Procedures**

**Laboratory Visits**

Participants completed an initial in-person baseline visit that included a tutorial on the EMCA portion of the study and a comprehensive neuromedical and neurobehavioral assessment. Participants were given a Samsung Galaxy S 4.2 YP-GI1 8GB smartphone with a 4G Android operating system (OS) for the duration of the study. The Galaxy Player 4.2 has a 4.2" IPS (in-plane switching) display at 800×480 resolution, 1 GHz processor, using Android 2.3.6 Gingerbread OS. Participants were provided an individualized, face-to-face 20- to 30-min tutorial with a research associate on how to complete EMA surveys and mobile cognitive tests and were given a smartphone operating manual to take home.

Psychiatric and substance use disorders in Table 1 were determined via a computer-assisted structured interview, that is, the Composite International Diagnostic Interview [29]. In-person neurocognitive functioning in Table 1 was determined by comprehensive neuropsychological assessment (previously described in detail by Heaton et al [27]; see Multimedia Appendix 1 for specific neuropsychological tests), and neurocognitive domain scaled scores (mean 10, SD 3) that adjust for practice effects were generated [30]. Impairment was determined using a global deficit score [31] of ≥0.5, and premorbid verbal IQ was measured via the WRAT-4 [32]. For all participants, HIV serostatus was confirmed with HIV/Hepatitis C virus antibody point-of-care rapid test (Miriad-MedMira) and confirmed by western blot analyses. Among persons with HIV, AIDS diagnosis, antiretroviral therapy (ART) regimen, estimated duration of HIV disease, and nadir CD4 count were obtained by self-report (unless the current ART regimen, estimated duration of HIV disease, and nadir CD4 count were obtained by self-report (unless the current ART regimen, estimated duration of HIV disease, and nadir CD4 count was lower than the reported nadir CD4 value). Viral load detectability (≥50 copies/mL) and the current CD4 count was measured in blood plasma.

At the end of the 14-day EMA study period, participants returned to the HNRP to deliver the study phone and completed additional neuropsychological tests and study questionnaires. Participants were compensated for both study visits. Bonus compensation (US $1 per survey) was provided for each EMA survey participants completed.
Table 1. Participants’ characteristics by HIV serostatus (N=103).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>HIV+ (n=67)</th>
<th>HIV− (n=36)</th>
<th>t value or chi-square</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>59.3 (6.3)</td>
<td>59.2 (6.7)</td>
<td>0.0</td>
<td>.99</td>
</tr>
<tr>
<td>Sex (male), n (%)</td>
<td>53 (79)</td>
<td>20 (56)</td>
<td>6.3</td>
<td>.01</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>42 (63)</td>
<td>23 (64)</td>
<td>1.3</td>
<td>.73</td>
</tr>
<tr>
<td>African American</td>
<td>16 (24)</td>
<td>6 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>4 (10)</td>
<td>6 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (3)</td>
<td>1 (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>13.9 (2.4)</td>
<td>15.0 (2.5)</td>
<td>-2.1</td>
<td>.04</td>
</tr>
<tr>
<td>Employed^b, n (%)</td>
<td>20 (31)</td>
<td>14 (40)</td>
<td>0.9</td>
<td>.35</td>
</tr>
<tr>
<td><strong>Household income^c (US$), n (%)</strong></td>
<td>N/A</td>
<td>N/A</td>
<td>FET^d</td>
<td>.002</td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>12 (18)</td>
<td>6 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10,000-34,999</td>
<td>45 (68)</td>
<td>13 (36)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35,000-74,999</td>
<td>4 (6)</td>
<td>8 (22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥75,000</td>
<td>5 (8)</td>
<td>9 (25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Live alone, n (%)</td>
<td>38 (57)</td>
<td>11 (31)</td>
<td>6.6</td>
<td>.01</td>
</tr>
<tr>
<td>Smartphone ownership, n (%)</td>
<td>60 (90)</td>
<td>30 (83)</td>
<td>0.8</td>
<td>.36</td>
</tr>
<tr>
<td><strong>Psychiatric comorbidities, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LT^e MDD^f</td>
<td>48 (72)</td>
<td>9 (25)</td>
<td>20.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Current MDD^e,h</td>
<td>11 (16)</td>
<td>1 (3)</td>
<td>FET</td>
<td>.05</td>
</tr>
<tr>
<td>LT any substance use disorder</td>
<td>45 (67)</td>
<td>17 (47)</td>
<td>3.9</td>
<td>.04</td>
</tr>
<tr>
<td>Current substance use disorder^b,i</td>
<td>2 (3)</td>
<td>1 (3)</td>
<td>FET</td>
<td>.99</td>
</tr>
<tr>
<td><strong>In-person neurocognitive functioning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDS^j impaired^c, n (%)</td>
<td>18 (27)</td>
<td>7 (20)</td>
<td>0.59</td>
<td>.44</td>
</tr>
<tr>
<td>Global SS^c,k, mean (SD)</td>
<td>9.2 (2.0)</td>
<td>9.9 (1.8)</td>
<td>-1.6</td>
<td>.11</td>
</tr>
<tr>
<td>Verbal SS^c, mean (SD)</td>
<td>10.2 (2.7)</td>
<td>11.4 (2.8)</td>
<td>-2.0</td>
<td>.05</td>
</tr>
<tr>
<td>Executive functioning SS^c, mean (SD)</td>
<td>8.9 (2.5)</td>
<td>9.8 (2.0)</td>
<td>-1.7</td>
<td>.10</td>
</tr>
<tr>
<td>Speed of information processing SS^c, mean (SD)</td>
<td>9.6 (2.4)</td>
<td>10.4 (2.5)</td>
<td>-1.4</td>
<td>.16</td>
</tr>
<tr>
<td>Learning SS^c, mean (SD)</td>
<td>8.3 (2.3)</td>
<td>9.1 (2.3)</td>
<td>-1.8</td>
<td>.07</td>
</tr>
<tr>
<td>Recall SS^c, mean (SD)</td>
<td>8.6 (2.2)</td>
<td>9.3 (2.4)</td>
<td>-1.5</td>
<td>.14</td>
</tr>
<tr>
<td>Working memory SS^c, mean (SD)</td>
<td>9.8 (2.9)</td>
<td>10.3 (2.8)</td>
<td>-0.8</td>
<td>.42</td>
</tr>
<tr>
<td>Motor SS^c, mean (SD)</td>
<td>7.8 (2.7)</td>
<td>8.0 (2.4)</td>
<td>-0.4</td>
<td>.69</td>
</tr>
<tr>
<td>Premorbid verbal IQ^b,l, mean (SD)</td>
<td>102 (14)</td>
<td>106 (16)</td>
<td>-1.2</td>
<td>.24</td>
</tr>
<tr>
<td><strong>HIV characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIDS^m, n (%)</td>
<td>46 (70)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Current CD4^m, median (IQR)</td>
<td>703 (550-893)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Nadir CD4^m, median (IQR)</td>
<td>148 (33-285)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Duration of HIV infection (years), median (IQR)</td>
<td>23.8 (15.7-28.8)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
### Participant characteristics

<table>
<thead>
<tr>
<th></th>
<th>HIV+ (n=67)</th>
<th>HIV− (n=36)</th>
<th>t value or chi-square</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>On antiretroviral therapy, n (%)</td>
<td>63 (94)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Undetectable viral load(a), n (%)</td>
<td>60 (97)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(a\) N/A: not applicable.
\(b\) \(n=100\).
\(c\) \(n=102\).
\(d\) FET: Fisher exact test.
\(e\) LT: lifetime.
\(f\) LT MDD: met criteria for major depressive disorder at any point in life.
\(g\) Current MDD: currently meets criteria for major depressive disorder.
\(h\) \(n=101\).
\(i\) All current substance use disorders were marijuana use disorder.
\(j\) GDS: global deficit score.
\(k\) SS: scaled score; scaled score is based on comprehensive in-laboratory neuropsychological testing (scale score: mean 10, SD 3).
\(l\) Premorbid Verbal IQ was estimated using the Wide Range Achievement Test, fourth edition Reading Subtest.
\(m\) \(n=66\).
\(n\) \(n=62\).

### Fourteen-Day EMA and Mobile Cognitive Testing Monitoring

Following their first in-person visit, participants completed the 14-day EMCA protocol. Participants received 4 EMA surveys per day, which occurred at pseudorandom times throughout the day (ie, spaced for a survey to occur in the morning, midday, afternoon, and evening) approximately 3 to 4 hours apart according to each participant’s sleep-wake schedule. The study phone alert sounded to signal participants to complete each survey. Once the alert sounded, participants had 10 min to start the survey, with a reminder alarm every 2 min during that period before the survey was considered missed. Participants also had the option to cancel the survey during the 10-min window or at any point during the survey. If a participant only completed part of the survey and then canceled, the data completed were saved. At the end of 2 of the 4 daily surveys, participants were prompted to complete either a mobile cognitive test of executive functioning or verbal learning. The surveys after which participants received the mobile cognitive tests were randomized to different surveys per day and were presented at the same survey per day for each participant. The mobile Color-Word Interference Test (mCWT) and mobile Verbal Learning Test (mVLT) were not given on the same survey. The study phone’s OS was encrypted, in the event that the phone was lost or stolen, to safeguard participants’ data. Furthermore, the study phones were locked so that the survey program was the only program on the phone that could be used. Participants were provided contact information in the event that they experienced technological difficulties and were called twice during the 14-day period to assess if they had any difficulties.

### Daily Activities

At each survey, participants were asked to report their current activity (ie, “What are you doing?”). Participants could choose 1 response from 39 options that included different activities (Figure 1), with different options available, depending on whether the participant reported being at home or not at home on a previous question. Participants were only given the option to report 1 activity in response to this item and were instructed to choose the primary activity in which they were currently participating. Activities were then categorized into cognitively stimulating activities, passive leisure activities, IADLs, activities of daily living (ADLs), physical activity, social activities, and other activities (ie, if participants endorsed other as their activity). Cognitively stimulating activities included working (paid or unpaid), volunteering, schoolwork, arts and crafts, meditating, playing a musical instrument, private religious activities, reading or writing or journaling, and other internet or computer or tablet use. Passive leisure activities included: watching television, listening to music, other nonphysical leisure, resting, smoking, social media, and nothing. IADLs included budgeting or paying bills, cleaning, doing laundry, looking for a job, preparing food, traveling (ie, riding in a bus, trolley, car, or van), and shopping. These activities were categorized by 3 authors (RM, CD, and EG) with expertise in this area of research and who reviewed the current literature. ADLs, physical activity, social activities, and other were each endorsed on less than 10% of surveys and were thus not examined in this study. Cognitively stimulating activities, passive leisure activities, and IADLs were dichotomized into 0 (not doing activity) and 1 (doing activity). The percentage of time spent in each activity was calculated by dividing the number of surveys in which an activity was endorsed by the total number of completed EMA surveys over the 14-day study period.
Figure 1. Count of reported activities from the ecological momentary assessment question “What are you doing?” Participants could only report one activity and were instructed to choose the primary activity in which they were currently participating. Participants could choose “other” if their current activity was not listed as an option. AA: alcoholics anonymous; ADL: activities of daily living; IADL: instrumental activities of daily living.

Mood
Depressed mood was assessed at each EMA survey, and response choices for the prompt, “I feel depressed...” were on a 5-point scale ranging from 1=not at all to 5=very much. Although not the main focus of this study, the current depression rating was included as a covariate in follow-up analyses to account for mood as a possible confounding factor.

Mobile Cognitive Tests
Participants completed an mCWIT and mVLT once per day. The survey in which they were prompted to complete the mobile cognitive test was randomized and counterbalanced across the different times of the day for the 14-day EMA period. The mCWIT is a test of executive functioning based on the Stroop paradigm whereby people are asked to name the color of the ink in which a color-word is written when the ink color and word are incongruent. Stroop tasks have been used widely among persons with HIV [33,34]; however, there is only one other group to our knowledge that has developed a mobile Stroop-like test for use in an EMA study [11]. Participants were instructed, “Do not read the words, say the colors in which they are written” and had up to 60 seconds to complete the task. Responses were audio-recorded and scored by 2 independent raters. All discrepant scores were scored by a third rater. The outcome assessed in this study was completion time (seconds). mCWIT data were excluded from analyses for 2 participants; one participant was excluded due to colorblindness, and the other participant was excluded because they had an average of 15 of 16 errors, and therefore their data were not considered valid. The reliability and validity of the mCWIT have been described in detail elsewhere [10].

The mVLT is a test designed to assess verbal learning and recall. Although there are other groups who have developed verbal learning or memory tests for use in mobile cognitive testing studies, none have examined these among persons with HIV [8]. Participants were presented with a list of 12 semantically...
unrelated words to read on the smartphone for three 30-second trials. A unique list was presented each day. After each trial, participants were asked to recall words from the list and then to select done when they finished recalling words. Responses were audio-recorded and scored for the total number of correct responses. The outcome assessed in this study was the total number of words correctly recalled over the 3 learning trials. The mVLT was scored by 2 independent raters, and discrepant scores were reviewed by an additional rater. The association between the mVLT (mean average across 14 days) and in-laboratory Hopkins Verbal Learning Test-Revised [35] was Cohen \( d = 1.09. \) On both tests, there was some intraindividual variability in performance across days, as expected (average SD per person mCWIT=5.2 seconds; mVLT=3.5 words). mCWIT and mVLT trials were excluded from this study if raters suspected cheating (eg, help from others), if the participant was doing something else during the test (eg, talking with others), or if the participant endorsed the use of illicit substances (ie, cocaine, methamphetamine, ecstasy, heroin, other street drug(s), or “prescription drugs not prescribed to me”) on any survey before taking the mobile cognitive test (within the same day). In follow-up analyses, analyses were rerun excluding surveys in which participants endorsed alcohol or marijuana use on the same survey.

**Statistical Analyses**

Participant characteristics by HIV serostatus are presented in Tables 1 and 2 and were assessed via two-tailed chi-square, Fisher exact tests, and \( t \) tests (or nonparametric equivalent), as appropriate. Separate linear mixed-effects regressions with participant-specific random intercepts were used to evaluate the relationship between activity reported on EMA (ie, within-person effect) and neurocognitive performance (ie, mCWIT and mVLT performance) as well as the percentage of surveys in which each activity was reported and the average neurocognitive performance (ie, the between-person effect). Two sets of analyses were completed: (1) same-survey associations, with activity selected on the EMA survey as a predictor of neurocognitive performance at the same survey (ie, mCWIT and mVLT performance), and (2) lagged associations, with activity at the previous survey within the same day as a predictor of next-survey neurocognitive performance. All models controlled for HIV status and study day (1-14, centered to day 1). Age, sex, education, and race or ethnicity (non-Hispanic White vs all other race or ethnicities) were initially included in the models if they were associated with the mobile cognitive test score at \( P < .10 \), and were retained as covariates if they remained associated with the outcome at \( P < .10 \). Therefore, mCWIT analyses included age and race or ethnicity as covariates, and mVLT analyses included education as a covariate. All analyses were reexamined with depressed mood as a covariate and excluding surveys in which participants reported alcohol or marijuana use. Results were considered statistically significant at \( P < .05 \). R software (version 3.6.1) was used for all analyses, and the lme4 package for R was used for mixed-effects regression analyses.

**Table 2.** Ecological momentary assessment and mobile cognitive test variables by HIV serostatus (N=103).

<table>
<thead>
<tr>
<th>Variable</th>
<th>HIV+ (n=67)</th>
<th>HIV− (n=36)</th>
<th>( t ) value or chi-square</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EMA(^a) variables, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of EMA surveys completed</td>
<td>91 (9.0)</td>
<td>90 (8.5)</td>
<td>0.3</td>
<td>0.80</td>
</tr>
<tr>
<td>Percent of cognitively stimulating activities</td>
<td>16 (15.5)</td>
<td>19 (13.2)</td>
<td>−1.0</td>
<td>0.09</td>
</tr>
<tr>
<td>Percent of passive leisure activities</td>
<td>35 (17.2)</td>
<td>29 (14.0)</td>
<td>1.7</td>
<td>0.15</td>
</tr>
<tr>
<td>Percent of IADLs(^b)</td>
<td>19 (8.1)</td>
<td>22 (9.0)</td>
<td>−1.7</td>
<td>0.08</td>
</tr>
<tr>
<td><strong>Mobile cognitive testing variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average mCWIT(^c) total seconds, mean (SD)</td>
<td>24.0 (6.7)</td>
<td>21.6 (4.2)</td>
<td>2.2</td>
<td>0.03</td>
</tr>
<tr>
<td>Percent mCWIT completed, completed % (SD)</td>
<td>84 (18.5)</td>
<td>84 (20.0)</td>
<td>−0.1</td>
<td>0.95</td>
</tr>
<tr>
<td>Average mVLT(^d) total words, mean (SD)</td>
<td>19.7 (4.9)</td>
<td>21.1 (3.8)</td>
<td>−1.4</td>
<td>0.15</td>
</tr>
<tr>
<td>Percent mVLT completed, completed % (SD)</td>
<td>79 (18.9)</td>
<td>82 (13.3)</td>
<td>−0.9</td>
<td>0.39</td>
</tr>
</tbody>
</table>

\(^{a}\)EMA: ecological momentary assessment.

\(^{b}\)IADLs: instrumental activities of daily living.

\(^{c}\)mCWIT: mobile Color-Word Interference Test.

\(^{d}\)mVLT: mobile Verbal Learning Test.

**Results**

**Sample Characteristics**

Participants’ demographic and clinical characteristics by HIV serostatus are presented in Table 1. On average, participants in this study were 59 years old (SD 6.4; range 50-74 years) with 14 years of education; 63% (65/103) of the participants were non-Hispanic White and only 34% (34/103) reported being employed (part or full time). Persons with HIV were more likely to be male (79% HIV+ vs 56% HIV−; \( P = .01 \)) with slightly less education (13.9 years HIV+ vs 15.0 years HIV−; \( P = .04 \)). Persons with HIV had high rates of current ART use 94% (63/67), and almost all persons with HIV had an undetectable viral load 97% (60/62).
On average, participants had high survey adherence, with an average of 91% (IQR 88%-96%) of EMA surveys completed, 85% of mCWIT trials (IQR 79%-100%), and 80% of mVLT trials (IQR 71%-93%). As EMA adherence ranged from 57% to 100%, no participants were excluded because of low adherence to the mobile EMA. On average, participants reported engaging in a cognitively stimulating activity on 17% of the surveys (range 0%-61%). Participants reported performing a passive leisure activity on 33% of surveys (range 4%-79%), which was predominantly watching television (19% of total surveys on average). IADLs were reported in 20% of the surveys (range 0%-41%). The percentage of activity types did not significantly differ by HIV serostatus. The HIV− group performed better on the mCWIT (HIV+: 24.0 seconds on average vs HIV−: 21.6 seconds on average; \( P=0.03 \)); however, there was no significant difference in average performance on the mVLT by HIV serostatus (HIV+: 19.7 words on average vs HIV−: 21.2 words on average; \( P=0.15 \)). EMA variables and mobile cognitive testing variables by HIV serostatus are shown in Table 2.

### Table 3. Mixed-effects models for associations between activity and same-survey cognition.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mobile Color-Word Interference Test</th>
<th>Mobile Verbal Learning Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mobile Color-Word Interference Test</td>
<td>Mobile Verbal Learning Test</td>
</tr>
<tr>
<td></td>
<td>Model 1: Cognitively stimulating activities</td>
<td>Model 4: Cognitively stimulating activities</td>
</tr>
<tr>
<td></td>
<td>Cognitively stimulating activity (reference group: not doing activity)</td>
<td>Cognitively stimulating activity (reference group: not doing activity)</td>
</tr>
<tr>
<td></td>
<td>−1.117</td>
<td>0.313</td>
</tr>
<tr>
<td></td>
<td>95% CI</td>
<td>95% CI</td>
</tr>
<tr>
<td></td>
<td>−1.934 to −0.305</td>
<td>−0.334 to 0.961</td>
</tr>
<tr>
<td></td>
<td>( P =0.007 )</td>
<td>( P =0.34 )</td>
</tr>
<tr>
<td></td>
<td>Percent cognitively stimulating activities ( ^c )</td>
<td>Percent cognitively stimulating activities ( ^c )</td>
</tr>
<tr>
<td></td>
<td>0.009</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>( P =0.82 )</td>
<td>( P =0.02 )</td>
</tr>
<tr>
<td></td>
<td>Model 2: Passive leisure activities</td>
<td>Model 5: Passive leisure activities</td>
</tr>
<tr>
<td></td>
<td>Passive leisure activity (reference group: not doing activity)</td>
<td>Passive leisure activity (reference group: not doing activity)</td>
</tr>
<tr>
<td></td>
<td>0.942</td>
<td>0.418</td>
</tr>
<tr>
<td></td>
<td>95% CI</td>
<td>95% CI</td>
</tr>
<tr>
<td></td>
<td>0.294 to 1.595</td>
<td>−0.103 to 0.937</td>
</tr>
<tr>
<td></td>
<td>( P =0.005 )</td>
<td>( P =0.12 )</td>
</tr>
<tr>
<td></td>
<td>Percent passive leisure activities ( ^c )</td>
<td>Percent passive leisure activities ( ^c )</td>
</tr>
<tr>
<td></td>
<td>0.032</td>
<td>−0.070</td>
</tr>
<tr>
<td></td>
<td>( P =0.35 )</td>
<td>( P =0.01 )</td>
</tr>
<tr>
<td></td>
<td>Model 3: Instrumental activities of daily living</td>
<td>Model 6: Instrumental activities of daily living</td>
</tr>
<tr>
<td></td>
<td>Instrumental activities of daily living (reference group: not doing activity)</td>
<td>Instrumental activities of daily living (reference group: not doing activity)</td>
</tr>
<tr>
<td></td>
<td>−0.402</td>
<td>−0.255</td>
</tr>
<tr>
<td></td>
<td>95% CI</td>
<td>95% CI</td>
</tr>
<tr>
<td></td>
<td>−1.170 to 0.369</td>
<td>−0.820 to 0.310</td>
</tr>
<tr>
<td></td>
<td>( P =0.31 )</td>
<td>( P =0.38 )</td>
</tr>
<tr>
<td></td>
<td>Percent instrumental activities of daily living ( ^c )</td>
<td>Percent instrumental activities of daily living ( ^c )</td>
</tr>
<tr>
<td></td>
<td>−0.004</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>( P =0.96 )</td>
<td>( P =0.86 )</td>
</tr>
</tbody>
</table>

\(^a\) Mobile Color-Word Interference Test analyses controlled for study day, HIV status, age, and race or ethnicity.

\(^b\) Modeled as a within-person variable.

\(^c\) Modeled as between-person variables.

\(^d\) Mobile Verbal Learning Test analyses controlled for study day, HIV status, and education.
The same-survey activity was not significantly related to mVLT performance within persons. Between persons, however, a higher percentage of surveys in which individuals reported having been engaged in cognitively stimulating activities was significantly associated with recalling more words on the mVLT on average ($\beta=0.07; P=0.02$). Upon further examination, participants in the top quartile of cognitively stimulating activities performed significantly better than participants in the bottom quartile (21.6 average mVLT words in top quartile of engagement in cognitively stimulating activities vs 17.8 average mVLT words in the bottom quartile of cognitively stimulating activities; $P=0.003; \text{Cohen } d=0.91$). In contrast, reporting more passive leisure activities was significantly associated with recalling fewer words on the mVLT on average ($\beta=-0.07; P=0.01$). Similar to the findings with cognitively stimulating activities, participants in the lowest quartile for passive leisure activities performed significantly better on the mVLT than those in the top quartile (21.6 average mVLT words in the bottom quartile of engagement in passive leisure activities vs 17.9 average mVLT words in the top quartile of engagement in passive leisure activities; $P=0.004; \text{Cohen } d=0.87$). The percentage of IADL activities was not significantly associated with mVLT performance. In follow-up analyses, including depressed mood as a time-varying covariate or excluding instances of alcohol and marijuana use in these models did not significantly impact any of the mCWIT or mVLT associations.

### Lagged Associations: Activity as a Predictor of Next-Survey Cognition

Table 4 shows all linear mixed-effects models in which activity (ie, doing activity or not at a given survey) predicts cognitive performance on the next EMA survey within the same day (ie, survey 1 activity predicting survey 2 mobile cognitive test, survey 2 activity predicting survey 3 mobile cognitive test, and survey 3 activity predicting survey 4 mobile cognitive test). There were no significant associations between activity and the mCWIT or mVLT at the next EMA survey. Including depressed mood as a time-varying covariate or excluding instances of alcohol and marijuana use did not change these results.

#### Table 4. Mixed-effects models for associations between activity and next-survey cognition.

<table>
<thead>
<tr>
<th>Model Model</th>
<th>Mobile Color-Word Interference Test</th>
<th>Mobile Verbal Learning Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1: Cognitively stimulating activities</td>
<td>Cognitive stimulating activity (reference group: not doing activity)</td>
<td>Cognitive stimulating activity (reference group: not doing activity)</td>
</tr>
<tr>
<td>Model 2: Passive leisure activities</td>
<td>Passive leisure activity (reference group: not doing activity)</td>
<td>Passive leisure activity (reference group: not doing activity)</td>
</tr>
<tr>
<td>Model 3: Instrumental activities of daily living</td>
<td>Instrumental activities of daily living (reference group: not doing activity)</td>
<td>Instrumental activities of daily living (reference group: not doing activity)</td>
</tr>
<tr>
<td>Model 4: Cognitively stimulating activities</td>
<td>Cognitive stimulating activity (reference group: not doing activity)</td>
<td>Cognitive stimulating activity (reference group: not doing activity)</td>
</tr>
<tr>
<td>Model 5: Passive leisure activities</td>
<td>Passive leisure activity (reference group: not doing activity)</td>
<td>Passive leisure activity (reference group: not doing activity)</td>
</tr>
<tr>
<td>Model 6: Instrumental activities of daily living</td>
<td>Instrumental activities of daily living (reference group: not doing activity)</td>
<td>Instrumental activities of daily living (reference group: not doing activity)</td>
</tr>
</tbody>
</table>

$^a$Mobile Color-Word Interference Test analyses controlled for study day, HIV status, age, and race or ethnicity.

$^b$Modeled as a within-person variable.

$^c$Mobile Verbal Learning Test analyses controlled for study day, HIV status, and education.

### Discussion

#### Principal Findings

This is one of the first studies to examine real-time relationships between activity reported on an EMA survey and mobile cognitive test performance in middle-aged and older adults in naturalistic environments. A total of 91% of EMA surveys were completed, and approximately 80% of mobile cognitive tests had valid data, thus demonstrating high adherence to the study protocol. In addition, this study demonstrates the utility of mobile cognitive testing for frequent monitoring of neurocognitive abilities to study the dynamic relationships between cognition and aspects of daily life.

Overall, we found that engagement in cognitively stimulating activities was associated with better executive functioning (mCWIT) and verbal learning (mVLT), whereas engagement in passive leisure activities was associated with worse executive functioning and verbal learning. In addition, these relationships did not seem to be explained by depressed mood or substance use (ie, alcohol or marijuana). Interestingly, it was the...
same-survey relationship (ie, reporting engagement in a passive leisure or cognitively stimulating activity on the same survey as taking the mCWIT) that was associated with executive functioning within persons. In both tests, the observed effects were small. For example, engagement in cognitively stimulating or passive leisure activities on average related to only about a one-second within-person difference on the mCWIT. Similarly, on the mVLT, there was only a one-word difference for a 15% difference in the percentage of cognitively stimulating activities or a 15% difference in passive leisure activities. It is possible that in daily life this effect is negligible; however, these minor differences may be more apparent in real-world tasks that require longer, sustained attention. Although few studies have examined the relationship between activity and cognition, the limited research does suggest that some activities such as cognitively stimulating activities, socializing, and physical activity can provide cognitive boosts; however, similar to this study, effect sizes are usually small [24,36-38]. Therefore, this study adds to these emerging findings by (1) suggesting that cognitively stimulating activities are associated with better neurocognitive performance and (2) being one of the first to suggest that passive leisure activities may be associated with worse executive functioning performance in middle-aged and older adults with and without HIV in the same time frame. Therefore, this observational study supports that there may be an association between activity and cognitive function, thus suggesting that real-time interventions should be investigated to examine if these interventions may yield clinically meaningful results.

An important point to consider is that, by design, the mobile cognitive tests were taken in nonstandardized environments, and performance may be impacted by other factors in the environment, such as ambient noise or multitasking. Although it is these very factors that may make mobile cognitive testing more ecologically valid, it is possible that specific activities may be related to a greater chance of distractions in the environment (eg, watching television and not turning it off while taking the test). Therefore, we cannot confirm the mechanisms underlying better or worse performance on the mobile cognitive tests (eg, distraction vs a neurobehavioral process affecting cognition).

Conversely, activities did not appear to have a real-time association with verbal learning within persons; rather, the best predictor of mVLT performance was simply the total percentage of activities an individual reported over the entire study period. The relationship between more sedentary or passive activities such as watching television and worse neurocognitive performance has been observed in both aging [14,39,40] and HIV studies [18,41] and may be because of a number of factors. For example, high levels of sedentary behavior have been linked to worse cardiovascular health, which is associated with worse neurocognitive functioning [42,43]. In addition, increased television time is also associated with psychological factors such as depression and social isolation, which have also been associated with worse neurocognitive functioning [44,45]. We speculate that the relationship between passive activities and worse learning could also be bidirectional, as those with worse overall neurocognitive functioning may be more likely to engage in more passive activities. We also found that reporting more cognitively stimulating activities was associated with better verbal learning on average. The relationship between cognitively engaging activities and better cognition has also been documented in both older adults and persons with HIV and is thought to be related to increased cognitive reserve that can be protective against neurocognitive aging and HIV-associated neurocognitive impairment [41,46,47].

There are many possible reasons that could contribute to the observed difference, whereby the executive functioning task was associated with the current activity within persons, whereas the learning task was associated with the overall percentage of cognitively stimulating and passive leisure activities. One possible explanation may be that the mCWIT was a timed test, whereas the mVLT was not. Therefore, we could speculate that processing speed may have been more affected by one’s surrounding environment and/or activity rather than executive functioning more specifically. In addition, it may be that the association between cognitively stimulating or passive leisure activities and executive functioning is more transient, whereas it is the accumulative effect of the different activities that is associated with verbal learning.

Finally, for both mobile cognitive tests, we did not observe any significant lagged effects such that activity on the previous survey (approximately 3–4 hours before) was not significantly related to cognition at the next time point. This suggests that these relationships may not be long lasting and/or that other activities in the interim may wash out the effect. In addition, because we chose to restrict the lagged analyses within the same day and therefore did not examine the relationship between activity the night prior and mobile cognitive testing in the morning, the lagged analyses did not examine morning cognition and thus may not reflect cognition throughout the entire day.

Limitations

There are additional limitations to this study that should be considered when interpreting the results as well as to improve future research. First, it is possible that within each activity type, some activities may be more beneficial than others. For example, within IADLs, working on finances may be more cognitively stimulating than riding in a car or taking public transportation. Due to limited occurrences of specific activities, we were unable to examine the association with more specific activities. Future studies with larger sample sizes or longer monitoring periods are needed to address this limitation in the literature. Second, we do not have additional information on each specific activity in which there is likely variability; for example, we do not know what type of television programs were watched. Moreover, participants were only able to select 1 activity but may have been engaged in multiple activities (eg, watching television and cooking a meal); thus, forcing participants to choose the primary activity in which they were engaged. Future research may want to allow participants to select multiple activities and examine the impact of multitasking on functioning. Third, while the majority of participants had excellent adherence to the EMA surveys, it is possible that the proportions of activities are somewhat biased. For example, certain activities that require more cognitive demand or attention...
(eg, physical activity and socializing) may be associated with a greater likelihood of missing a survey, and therefore bias proportion of reported activities. Fourth, because of the low rate at which social activities and physical activity were endorsed, we were unable to examine these activities. Future research aimed at understanding the cognitive impact of physical and social activity may benefit from more frequent surveys, querying about all activities since the last survey (eg, as done by Granholm et al [48]), or integrating passive assessments of other behaviors (eg, continuous monitoring of physical activity via actigraphy). Finally, this study included a large percentage of persons with HIV who were relatively healthy, with high rates of ART use and viral suppression. Therefore, these findings may not be generalizable to all middle-aged and older adults or to all persons with HIV.

Conclusions

This study demonstrates that it is possible to assess momentary fluctuations in cognition in relation to real-time activities in participants’ lived environments. This research methodology is particularly advantageous, given that it can be completed in participants’ own environments and does not require face-to-face contact. As a timely example, these ambulatory assessment methods could be used to investigate and track the neurocognitive changes in people recovering from COVID-19 [49].

Overall, the observed effects in this study were small, but they did suggest that cognitively stimulating activities just before testing were associated with better performance on mobile cognitive tests, whereas passive leisure activities were associated with worse performance. These results demonstrate that more research is needed to understand the contexts (such as environment, biological processes, or both) that drive these relationships to develop better recommendations and interventions to boost neurocognitive functioning. Digital health technologies may be particularly useful intervention tools, and these interventions may be particularly beneficial for older adults and older persons with HIV at greater risk for neurocognitive deficits than the general public. Given that this study only examined verbal learning and executive functioning, additional research should examine other neurocognitive domains and examine which neurocognitive domains may be most responsive to short-term variation in activities versus which are more responsive to the accumulative effects of different activities to inform future interventional research.
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Abstract

Background: Mobile health (mHealth) app use is a major concern because of the possible dissemination of misinformation that could harm the users. Particularly, it can be difficult for health care professionals to recommend a suitable app for coronavirus disease (COVID-19) education and self-monitoring purposes.

Objective: This study aims to analyze and evaluate the contents as well as features of COVID-19 mobile apps. The findings are instrumental in helping health care professionals to identify suitable mobile apps for COVID-19 self-monitoring and education. The results of the mobile apps’ assessment could potentially help mobile app developers improve or modify their existing mobile app designs to achieve optimal outcomes.

Methods: The search for the mHealth apps available in the android-based Play Store and the iOS-based App Store was conducted between April 18 and May 5, 2020. The region of the App Store where we performed the search was the United States, and a virtual private network app was used to locate and access COVID-19 mobile apps from all countries on the Google Play Store. The inclusion criteria were apps that are related to COVID-19 with no restriction in language type. The basic features assessment criteria used for comparison were the requirement for free subscription, internet connection, education or advisory content, size of the app, ability to export data, and automated data entry. The functionality of the apps was assessed according to knowledge (information on COVID-19), tracing or mapping of COVID-19 cases, home monitoring surveillance, online consultation with a health authority, and official apps run by health authorities.

Results: Of the 223 COVID-19–related mobile apps, only 30 (19.9%) found in the App Store and 28 (44.4%) in the Play Store matched the inclusion criteria. In the basic features assessment, most App Store (10/30, 33.3%) and Play Store (10/28, 35.7%) apps scored 4 out of 7 points. Meanwhile, the outcome of the functionality assessment for most App Store apps (13/30, 43.3%) was a score of 3 compared to android-based apps (10/28, 35.7%), which scored 2 (out of the maximum 5 points). Evaluation of the basic functions showed that 75.0% (n=36) of the 48 included mobile apps do not require a subscription, 56.3% (n=27) provide symptom advice, and 41.7% (n=20) have educational content. In terms of the specific functions, more than half of the included mobile apps are official mobile apps maintained by a health authority for COVID-19 information provision. Around 37.5% (n=18)
and 31.3% (n=15) of the mobile apps have tracing or mapping and home monitoring surveillance functions, respectively, with only 17% (n=8) of the mobile apps equipped with an online consultation function.

**Conclusions:** Most iOS-based apps incorporate infographic mapping of COVID-19 cases, while most android-based apps incorporate home monitoring surveillance features instead of providing focused educational content on COVID-19. It is important to evaluate the contents and features of COVID-19 mobile apps to guide users in choosing a suitable mobile app based on their requirements.

**KEYWORDS**
coronavirus; mobile medical app; self-care; mHealth; health education; app; COVID-19; content analysis

**Introduction**
The coronavirus disease (COVID-19) caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has received global attention. At the time of writing (April 2020), the number of confirmed cases across the world continues to rise. The World Health Organization announced COVID-19 as a pandemic on March 11, 2020 [1]. Although the SARS-CoV-2 pandemic has had a significant impact in terms of lockdown and mortality, the public has become more eager to obtain information about the spread of the infection [2]. Their efforts in keeping themselves up-to-date with the latest information about COVID-19 could involve existing technologies such as watching the national bulletin on the television or listening to the news on the radio. However, a majority of people may not like the idea of waiting for a live broadcast at a fixed schedule. Reading digital news articles and scrolling through reliable official websites seem to be the main option for tech-savvy individuals [3].

This opens up a golden opportunity for web or mobile medical app developers to create a platform for the public to provide them with the information they are looking for. With the advancement of mobile software and technology, mobile apps have become an important element in our daily life [4]. The use of mobile technology and devices has been found to be successful in the health care setting [5-8]. The term “mobile Health” (mHealth) has been used to describe any health care practice that is supported by mobile devices [9]. For instance, an mHealth app may help health care professionals in treating clinical diseases and educating patients on self-monitoring of the disease as well as reinforcing treatment adherence [10,11]. The use of mHealth apps has made health care and health information easily accessible [12]. Furthermore, the use of mHealth apps at the user’s convenience also helps to reduce the frequency of unnecessary hospital visits by stable patients, thus reducing the mobility of patients who are immunocompromised to high-risk areas [13,14].

The implementation of strategic features in mHealth that can help in diagnosis or symptom reporting has great potential in the management of infections. Additionally, the integration of relevant epidemiological data and geographical information of transmittable disease prevalence in a region will allow the tracing of cases, which can be used as an effective tool to control the spread of infection [15]. It is more effective to deliver health-related information through mHealth apps, as information can be exchanged rapidly and updated dynamically [10]. Mobile apps can potentially prevent the occurrence of a particular disease, as exchanged texts through a mobile app can promote communication, storage of information, and message delivery that drives users to make healthy lifestyle changes [11,16].

Recently the US Food and Drug Administration issued guidance and policy for mHealth apps to ensure their safety and effectiveness [17]. Meanwhile, other challenges revolve around information-sharing and transparency of services offered that could compromise the privacy of the app’s user [18,19]. mHealth app use is also a major concern among health care professionals because of the possible dissemination of misinformation that could harm the users or readers, as some information and services provided are not aligned with medical guidelines [20].

This study aims to analyze and evaluate the contents as well as features of COVID-19 mobile apps. The findings are instrumental in helping health care professionals to identify suitable mobile apps for COVID-19 self-monitoring and education. The results of the mobile apps assessment can potentially help mobile app developers improve or modify their existing mobile app designs to achieve optimal outcomes.

**Methods**
We performed a content analysis, comparison, and functionality assessment of selected mobile apps for COVID-19. First, a search for COVID-19 mobile apps was performed in two digital platforms: the App Store on the Apple iPhone 8 Plus and the Google Play Store on Oppo R9s and Vivo V9 smartphones. The search was conducted from April 18, 2020, to May 5, 2020. The region of the App Store where we performed the search was the United States, while a virtual private network (VPN) app named Touch VPN was used to locate and access COVID-19 mobile apps from all countries on the Google Play Store. The inclusion criteria to obtain relevant mHealth apps included apps launched for smartphone users and apps that are related to COVID-19 with no restriction in language type. The exclusion criteria include mobile apps that are launched on other devices such as iPads, tablets, and laptops; apps designed to provide quarantined users with their grocery or pharmacy supplies in response to containing the virus; and entrepreneurship apps designed to collect funds in support of organizations affected by COVID-19.

The keywords “Covid19,” “Coronavirus,” “Corona,” and “COVID-19” were used to find COVID-19 mobile apps in the App Store and the Play Store. To ensure that all relevant mobile apps were included, an online search on Google using the key
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The included mobile apps were assessed based on their basic features and functionalities. The basic features were modified from the outline of developed classification of mHealth apps evaluation criteria proposed by Nouri et al [21] and in the literature [11,16,22]. The included seven basic features were (1) no internet requirement, (2) size of app less than 50 MB, (3) no subscription needed (ie, free), (4) educational content (COVID-19 teaching), (5) export data (sharing of user’s data with other platforms), (6) automated data entry (automatic update of data without user interference), and (7) advisory function. Once the assessment of basic features was completed, the researchers convened again to categorize the apps into different groups according to their purpose and functionality, by reading the summary and explanation given by the developers of each included app. The categorized five functionalities of mobile apps were (1) knowledge (information on COVID-19), (2) tracing or mapping of COVID-19 cases, (3) home monitoring surveillance, (4) online consultation with a health authority, and (5) official mobile apps run by a health authority.

The basic features of all included mobile apps were screened individually by three researchers. Any disagreement was discussed until consensus was achieved. The full content of the included mobile apps were then individually examined by the same researchers. Any ambiguity was resolved by two senior researchers to confirm the functionality classification of all included mobile apps. One point was assigned to items that were fully satisfied. No point was given for each item that was partly satisfied or did not apply. There was a maximum of 7 and 5 points for the basic features and functionalities, respectively. Descriptive statistics (frequencies) were used to describe the characteristics of the apps according to the basic features and functionalities.

Results

The keywords used to search for mobile apps related to COVID-19 in Apple’s App Store and the Google Play Store gave a total of 151 and 63 apps, respectively. The apps were filtered according to the inclusion and exclusion criteria, giving a total of 30 mobile apps from the App Store and 28 mobile apps from the Play Store. The available mobile apps were grouped according to universal COVID-19 apps, country-specific apps, and non-English language apps, as

![Diagram of selection process of mobile health apps in Apple's App Store and the Google Play Store.](https://mhealth.jmir.org/2020/9/iss.9/e19796)
illustrated in Multimedia Appendix 1 for the Apple App Store and Multimedia Appendix 2 for the Google Play Store.

Out of the total number of mobile apps available with relevance to COVID-19, only 30 out of 151 (19.9%) that were found in the Apple App Store and 28 out of 63 (44.4%) in the Google Play Store were assessed. Selected mobile apps were assessed according to their basic features (Tables 1-3) and functionality (Tables 4-6). The results of the assessment follow a scoring system whereby the app was given a score of one for every criterion that it satisfied.

Table 1. Basic features assessment of mobile medical apps (iOS and android-based).

<table>
<thead>
<tr>
<th>No</th>
<th>Name of mobile apps</th>
<th>No internet requirement</th>
<th>Size of app &lt;50 MB</th>
<th>No subscription requirement (ie, free)</th>
<th>Educational content</th>
<th>Export data</th>
<th>Automated data entry</th>
<th>Advisory</th>
<th>Total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>COVID Symptom Tracker</td>
<td>N/A ^b</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>BC COVID-19</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>Canada COVID-19</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>Coronavirus Australia</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>COVA^c Punjab</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>HSE^e COVID-19</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>NCOVI</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>TraceTogether</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>자가격리자 안전보호 (Self-Isolating Government Officials)</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>자가격리자 전담공무원 (Self-isolating Government Officials)</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>4</td>
</tr>
</tbody>
</table>


^bN/A: not applicable.

^cCOVA: Corona Virus Alert.

^dAbsence of information regarding the feature in the app.

^eHSE: Health Service Executive.
Table 2. Basic features assessment of mobile medical apps (iOS-based only).

<table>
<thead>
<tr>
<th>No</th>
<th>Name of mobile apps</th>
<th>No internet requirement</th>
<th>Size of app &lt;50 MB</th>
<th>No subscription requirement (ie, free)</th>
<th>Educational content</th>
<th>Export data</th>
<th>Automated data entry</th>
<th>Advisory</th>
<th>Total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>APPLE COVID-19</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>CDC^c</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>CoronaFACTS</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>Corona Checker</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>COVID-19!</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>HEALTHLYNKED COVID-19 TRACKER</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>RELIEF CENTRAL</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>Patient Sphere COVID-19</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>PreMedicus</td>
<td>__^d</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>Mobile Angel Cancer Telemed</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
</tr>
</tbody>
</table>

**Country-specific apps**

<p>| | | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>BMC Combat Covid19</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Corona-Care</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>COVID-19 Gov PK^e</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Covidom Patient</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>COVI QATAR</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>COVID-19 UAE^f</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>CUREiTT</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>NJ COVID 19</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>STOP COVID19 CAT</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Tarussud</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


^bN/A: not applicable.

^cCDC: Centers for Disease Control and Prevention.

^dAbsence of information regarding the feature in the app.

^ePK: Pakistan.

^fUAE: United Arab Emirates.
Table 3. Basic features assessment of mobile medical apps (android-based only)

<table>
<thead>
<tr>
<th>No</th>
<th>Name of mobile apps</th>
<th>No internet requirement</th>
<th>Size of app &lt;50 MB</th>
<th>No subscription requirement (ie, free)</th>
<th>Educational content</th>
<th>Exported data</th>
<th>Automated data entry</th>
<th>Advisory</th>
<th>Total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Test Yourself Goa</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>Araguya Setu</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>CoBuddy – Covid19 Tool</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓/N/A</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Corona Watch</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓/N/A</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>COVI</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓/N/A</td>
<td>✓</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>Covid-19</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓/N/A</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>COVID-19 NI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>✓ ✓/✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>COVID19 Feedback</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓/N/A</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>COVID-19 Quarantine Monitor Tamil Nadu (official)</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓/N/A</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>COVID-19 West Bengal Government</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓/N/A</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>GCC&lt;sup&gt;d&lt;/sup&gt;-Corona Monitoring</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓/N/A</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>GoK – Direct Kerala</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓/N/A</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>Home Quarantine (Kwarantanna domowa)</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓/N/A</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>Mahakavach</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓/E</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>MP&lt;sup&gt;e&lt;/sup&gt; COVID RESPONSE APP</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>Quarantine Watch</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>StayHomeSafe</td>
<td>✓ ✓/✓✓</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>✓/N/A</td>
<td>—</td>
<td>4</td>
</tr>
<tr>
<td>18</td>
<td>Test Yourself Puducherry</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓/✓</td>
<td>✓</td>
<td>✓</td>
<td>✓/A</td>
<td>6</td>
</tr>
</tbody>
</table>

<sup>a</sup>COVID-19: coronavirus disease.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>NI: North Ireland.

<sup>d</sup>GCC: Greater Chennai Corporation.

<sup>e</sup>Absence of information regarding the feature in the app.

<sup>f</sup>MP: National Health Mission.
<table>
<thead>
<tr>
<th>No</th>
<th>Name of mobile apps</th>
<th>Knowledge</th>
<th>Tracing/mapping of COVID-19(^a) cases</th>
<th>Home monitoring surveillance</th>
<th>Online consultation with health authority</th>
<th>Official mobile app maintained by health authority</th>
<th>Total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>COVID Symptom Tracker</td>
<td>✓</td>
<td>✓</td>
<td>N/A(^b)</td>
<td>✓</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>BC COVID-19</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Canada COVID-19</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Coronavirus Australia</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>COVA(^c) Punjab</td>
<td>✓</td>
<td>✓</td>
<td>_(^d)</td>
<td>✓</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>HSE(^e) COVID-19</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>NCOVI</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>TraceTogether</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>자가격리자 안전보호 (Self-Isolator Safety &amp; Protection)</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>자가격리자 전담곤무원 (Self-isolating Government Officials)</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>3</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.
\(^b\)N/A: not applicable.
\(^c\)COVA: Corona Virus Alert.
\(^d\)Absence of information regarding the feature in the app.
\(^e\)HSE: Health Service Executive.
Table 5. Functionality assessment of mobile medical apps (iOS-based only).

<table>
<thead>
<tr>
<th>No</th>
<th>Name of mobile apps</th>
<th>Knowledge</th>
<th>Tracing/mapping of COVID-19(^a) cases</th>
<th>Home monitoring surveillance</th>
<th>Online consultation with health authority</th>
<th>Official mobile app maintained by health authority</th>
<th>Total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Apple COVID-19</td>
<td>✓</td>
<td>N/A(^b)</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>CDC(^c)</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>CoronaFACTS</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Corona Checker</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>COVID-19(^i)</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>HEALTHLYNked COVID-19 TRACKER</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>RELIEF CENTRAL</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>Patient Sphere for COVID-19</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>PreMedicus ER</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>Mobile Angel Telemed</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td><strong>Country-specific apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>BMC Combat Covid19</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>Corona-Care</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>COVID-19 Gov PK(^d)</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>Covidom Patient</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>COVI QATAR</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>COVID-19 UAE(^e)</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>CUREITT</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>NJ COVID 19</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>STOP COVID19 CAT(^f)</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>Tarassud</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>4</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.

\(^b\)N/A: not applicable.

\(^c\)CDC: Centers for Disease Control and Prevention.

\(^d\)PK: Pakistan.

\(^e\)UAE: United Arab Emirates.

\(^f\)Absence of information regarding the feature in the app.
Table 6. Functionality assessment of mobile medical apps (android-based only).

<table>
<thead>
<tr>
<th>No</th>
<th>Name of mobile apps</th>
<th>Knowledge</th>
<th>Tracing/mapping of COVID-19&lt;sup&gt;a&lt;/sup&gt; cases</th>
<th>Home monitoring surveillance</th>
<th>Online consultation with health authority</th>
<th>Official mobile app maintained by health authority</th>
<th>Total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Test Yourself Goa</td>
<td>✓</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>Aarogya Setu</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>CoBuddy – Covid19 Tool</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Corona Watch</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>COVI</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>Covid-19</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>COVID-19 Ni&lt;sup&gt;c&lt;/sup&gt;</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>COVID19 Feedback</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>COVID-19 Quarantine Monitor Tamil Nadu (official)</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>COVID-19 West Bengal Government</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>GCC&lt;sup&gt;d&lt;/sup&gt; - Corona Monitoring</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>GoK – Direct Kerala</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>Home Quarantine (Kwarantanna domowa)</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>Mahakavach</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>___&lt;sup&gt;e&lt;/sup&gt;</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>MP&lt;sup&gt;f&lt;/sup&gt; COVID RESPONSE APP</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>16</td>
<td>Quarantine Watch</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>StayHomeSafe</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>Test Yourself Puducherry</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>2</td>
</tr>
</tbody>
</table>

<sup>a</sup>COVID-19: coronavirus disease.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>NI: North Ireland.

<sup>d</sup>GCC: Greater Chennai Corporation.

<sup>e</sup>Absence of information regarding the feature in the app.

<sup>f</sup>MP: National Health Mission.

The criteria assessed under basic features include the requirement of internet connectivity to use the app, storage capacity, subscription requirement, educational content, ability to export data, automated data entry support, and an advisory feature. According to the results obtained from the assessment of basic features of mobile apps as illustrated in Figure 2A, a majority of the apps from the App Store (29/30, 96.7%) and Google Play (26/28, 92.9%) require internet connectivity to be accessed. There is a higher proportion of mobile apps from Apple (17-23/30, 56.7%-76.7%) that can be accessed without any subscription while providing educational content and advice than Android mobile apps (9-21/28, 32.1%-75.0%). Meanwhile, there are slightly more COVID-19 mobile apps (18-27/28, 64.3%-96.4%) from Google that are less than 50MB in capacity with the ability to export data and allow automated data entry in comparison to Apple (11-23/30, 36.7%-76.7%).

Apart from assessing the basic features, the mobile apps were also assessed based on their functionality as illustrated in Figure 2B. The criteria assessed under functionality includes the availability of COVID-19–related information, tracing or mapping of COVID-19 cases, home monitoring surveillance, online consultation with a health authority, and whether or not the mobile apps are maintained by a health authority. Most of the mHealth apps (7-24/30, 23.3%-80.0%) in the App Store on an iPhone provide better functionality than mHealth apps in the Play Store on an Android smartphone. However, a higher proportion of Android mobile apps (12/28, 42.9%) offer home
monitoring surveillance related to COVID-19 than Apple (6/30, 20.0%).

Figure 2. Assessment of iOS and android-based mobile apps (A: Basic features; B: Functionality assessment). COVID-19: coronavirus disease.

When assessing the basic features of the mobile apps, none of the apps from the Apple App Store scored 1, 6, or 7, as shown in Figure 3A. Out of the total 30 apps, there were 6 apps (20.0%) that scored two and three, 10 apps (33.3%) that scored four, and 8 apps (26.7%) that scored five. Meanwhile, for apps downloaded from the Google Play Store, none of the apps scored 1 or 7. Out of the total 28 apps, there were 2 apps (7.1%) that scored two, 7 apps (25.0%) that scored three, 10 apps (35.7%) that scored four, 7 apps (25.0%) that scored five, and the remaining 2 apps (7.1%) scored six. In Figure 3B, when assessing the functionality of the mobile apps, none of the apps from the Apple App Store scored 5. There was 1 app (3.3%) that scored zero, 2 apps (6.7%) that scored one, 11 apps (36.7%) scored two, 3 apps (10%) that scored four, and the majority (n=13, 43.3%) scored three. From the Google Play Store, none of the apps scored 5. There were 2 apps (7.1%) that scored zero, 4 apps (14.3%) that scored one, 9 apps (32.1%) that scored three, 3 apps (10.7%) that scored four, and the majority (n=10, 35.7%) scored two.
Discussion

Principal Findings

According to the assessment that has been conducted, the mobile apps vary in terms of basic features and functionality. Basic features consist of trivial characteristics that may or may not be of significant importance to users who would like to use COVID-19 mobile apps for COVID-19-related education or self-monitoring purposes with no existing issue for internet access or low mobile storage capacity. Another assessment was conducted based on the advanced features found in the apps. The advanced features touch on the type of content that the app offers on COVID-19, which were used as a measure of the quality of the mobile app. In terms of the basic features, most of the apps from the App Store and the Play Store require no subscriptions and have a storage size of less than 50 MB. There are some apps that need to be paid for, as they need the revenue for advertisements and data mining [23]. People could mistakenly assume that paid mHealth apps have better content or app design. Their value should be assessed in relation to their overall strengths and limitations [21,24]. It is recommended for mHealth apps to have a small storage size, as taking up a lot of phone storage space can result in reduced performance of the mobile phone [25]. Moreover, the App Store offers more apps that provide educational content and advice on COVID-19 than Google Play. This shows the potential of mHealth apps in transforming the delivery of health care services [26]. On the other hand, there are more mobile apps from the Google Play Store that enable data to be exported and offer automated data entry in comparison to the App Store. The availability of data export will allow users to share health reports with their health care providers. Automated data entry can provide greater efficiency in inputting data to the app system while streamlining the user’s experience [27,28]. There were 2 COVID-19 mobile apps from that Play Store that had the highest score of six in the assessment of basic features (COVID-19 NI [Northern Ireland] and Test Yourself Puducherry) and 8 COVID-19 mobile apps from the App Store that had the highest score of five (BC COVID-19, COVID Symptom Tracker, Canada COVID-19, Coronavirus Australia, COVID-19 Gov PK [Pakistan], Relief Central, Tarassud, and TraceTogether).

When assessing the functionality of the mobile apps, there were 3 COVID-19 mobile apps from the App Store and the Play Store that had the highest score of four: COVA (coronavirus alert) Punjab and TraceTogether from both the App Store and the Play Store, Tarassud from the App Store, and Mavakavach from the Play Store.

Detailed Review of Mobile Apps in the Apple App Store

Among the apps meant for universal use with an Apple device, APPLE COVID-19 app ranked first in the category of health and fitness with the second-highest user rating of 4.4, and HEALTHLYNKED COVID-19 TRACKER ranked second in the medical category with a slightly higher user rating of 4.6 (rated by thousands of mobile users). Though other apps rated more than 4.5, including CoronaFACTS, Corona Checker, and COVID-19!, there is no strong support that the operating performance of these apps is better than APPLE COVID-19 or HEALTHLYNKED COVID-19 TRACKER because of the low number of users who rated the apps.

APPLE COVID-19 and HEALTHLYNKED COVID-19 TRACKER achieved a score of 4 in the basic feature assessment. One main difference is the ability to access APPLE COVID-19 without requiring any internet or data use, unlike HEALTHLYNKED COVID-19 TRACKER. However, HEALTHLYNKED COVID-19 TRACKER allows mapping
of COVID-19 cases to provide users with an up-to-date statistic on the number of COVID-19 infections worldwide; a feature that APPLE COVID-19 does not offer. Both apps are run by the health authorities in the United States as APPLE COVID-19 was developed in collaboration with the Centers for Disease Control and Prevention (CDC), while HEALTHLYNKED COVID-19 TRACKER was developed by a company of medical professionals. It is recommended for a developer of health-related apps to collaborate with health care professionals to provide up-to-date content that can be easily trusted by the public [29].

Both APPLE COVID-19 and Relief Central apps scored 2 in the functionality assessment but Relief Central scored an extra point (5) than APPLE COVID-19 (4) in the basic feature assessment, as it supports automated data entry. However, disseminated information in the Relief Central app is not aimed for the general public but those with a background in the medical field, such as health care professionals and students (eg, pharmacy, medical, nursing, and allied health), as the profession of the user is inquired before they can proceed further in using the app. Thus, the content in this app cannot be accessed for the public’s perusal.

Both CoronaFACTS and HEALTHLYNKED COVID-19 TRACKER scored the same in both assessments: 4 points in the basic feature assessment and 3 points in the functionality assessment. Both offer the same advanced features of providing information on COVID-19 and mapping of COVID-19 cases, and are maintained by the health authority of their country. The differences between the two apps is that there is no advisory content in CoronaFACTS, unlike HEALTHLYNKED COVID-19 TRACKER, and CoronaFACTS is another app that supports automated data entry, which HEALTHLYNKED COVID-19 does not support. CoronaFACTS functions by collecting COVID-19–related newspaper articles from trusted sources based on the region chosen by the user, and directs the user to the official site of the article. Country-specific apps from both stores were also assessed. From the Apple App Store, apps named COVID-19 PK Gov and Tarassud scored the highest (5) in their basic features assessment, with limitations including that users have to be online to operate the app and the absence of a data exportation feature. Other limiting factors of COVID-19 PK Gov in its content are the absence of mapping of COVID-19 cases, home monitoring surveillance, and online consultation with a health authority. Tarassud has better functionality, as it scored 4 out of 5 in the functionality assessment, with only one limitation whereby there is an absence of a home monitoring surveillance feature. Tarassud also includes information on the updated number of cases around the world with guidelines on COVID-19 for those in isolation and quarantine. Of note, using electronically collected influenza data at a Swedish county as an example, the prediction of the influenza virus activity using retrospective surveillance data was successfully integrated into the local health care management system [30].

Detailed Review of Mobile Apps in the Google Play Store

An app named Test Yourself Goa is available for universal use on an Android device. It is an app used to determine if an individual is at high risk of getting COVID-19 based on the symptom-checking feature. After the completion of the symptom-checking test, a piece of advice is given that is aligned with the guidelines proposed by the CDC. For patients who are just learning to manage their disease, mHealth can be of help thanks to its ability to provide advice based on the aggregation of data [31]. In our assessment, it satisfied almost all of the favorable basic features except that it requires an internet connection, has no educational content on the disease, and no automated data entry feature. Test Yourself Goa also allows the health authorities to collect the user’s details such as full name, mobile number, zip code, and address. In the functionality assessment, this mobile app only scored 2 out of 5, as it provides information on COVID-19 and is an official app maintained by health authorities.

Meanwhile, among country-specific apps from the Play Store, COVID-19 NI and Test Yourself Puducherry scored the highest in their basic feature assessment with scores of 6 each. The differences between the two apps are that COVID-19 NI does not require internet connectivity, and there is an absence of data exportation in comparison to Test Yourself Puducherry. Both apps also got the same score in their functionality assessment with a considerably low score of 2, proving that they contain COVID-19 information and are maintained by a health authority. The mobile apps can provide disease-specific information to patients, the general public, or health care professionals, which can raise the awareness of users to the signs, causes, and effects of the disease with a view of containing the disease [32].

Detailed Review of Mobile Apps Available in Both Apple App Store and Google Play Store

The only app that is available in both the App Store and the Play Store for universal use is COVID Symptom Tracker. This COVID-19 mobile app enables users to report any symptoms daily. The users need to fill in their personal information such as age, sex, height, weight, and postcode. Additionally, the user’s data will be collected by the health authority. Based on the findings in the basic feature assessment, COVID Symptom Tracker requires internet access to operate the app, and it does not provide any educational content. In the functionality assessment, the app scored 3 out of 5 due to the unavailability of several features including home monitoring surveillance and online consultation with a health care professional.

An app named COVA Punjab scored the second-highest in the basic feature assessment with a restriction of the app requiring the internet to work. Most of the mHealth apps in the Apple App Store and the Google Play Store require an internet connection, as it is an important feature for the developers to enable real time data synchronization with the app to prevent the display of outdated information [33,34].

However, the reviewer was not able to access the app, as user registration requires a local phone number. Hence, there is no information about whether or not the app has any educational
content on COVID-19. In the functionality assessment, both COVA Punjab and TraceTogether scored 4 out of 5. TraceTogether does not have a home monitoring surveillance feature, and there is no information on the feature in the COVA Punjab app. However, TraceTogether scored more (5) than COVA Punjab (4) in its basic feature assessment with similar limitations. Although TraceTogether is confirmed to have no educational content, there is a lack of information regarding this feature in COVA Punjab.

TraceTogether has not only the highest score in the basic feature assessment but also has the highest score in the functionality assessment in both the App Store and the Play Store. It is an app used mainly for contact tracing of COVID-19 cases in Singapore to enable users to be notified of people who had close contacts with COVID-19 positive cases. Although contact tracing initially can be done manually, the number of confirmed cases of COVID-19 continues to rise across the world, and it has become difficult to do. Therefore, there are a lot of countries that have used different methods of contact tracing [35]. For example, Taiwan has given health institutions access to patients’ travel history and allows relevant authorities to monitor anyone under quarantine by tracking the location of their mobile phone [35]. Meanwhile, in South Korea, the government has maintained a public database of the personal data of patients with COVID-19 including their age, gender, profession, and travel routes [35]. In the case of TraceTogether, if the user is suspected to be infected with COVID-19, the user’s data from the app will also be collected by the health authority for contact tracing purposes. TraceTogether also gives information on the functions of the app for a first-time user. As the app is being maintained by the health authority, it also allows users to interact with the health authority in addition to allowing users to upload relevant files such as images and documents.

There are also a number of apps that scored low in the functionality assessment. In the Apple App Store, CoronaChecker was identified as a low-scoring app with a score of 0. CoronaChecker is an app intended to provide suggestions on the requirement of a COVID-19 test for the user. Using artificial intelligence, a conversation is initiated with the user upon opening the app. During the interaction, closed questions are generated to ask the user about any clinical symptoms that they may be manifesting to check for any possible viral infection. Despite the low-functionality offered by this app, it was rated 5 out of 5 by 298 users. This could be an indication that the users were satisfied by the operating performance of the app, as CoronaChecker is only designed for users to confirm their health status and not as an educational tool for COVID-19.

COVID19 Feedback obtained the lowest score (0) in the functionality assessment from the Google Play Store. The mobile app only requests feedback from individuals who have done the coronavirus test in India. The feedback received from the public will be used to improve the efficiency and processes related to the coronavirus test. Hence, COVID19 Feedback does not support any of the advanced features related to COVID-19.

In the Apple App Store, CUREITT scored the lowest in both assessments. It scored two in the basic assessment, as it is only available in exporting data and it supports automated data entry. The app also collects the user’s personal information such as phone number, year of birth, and gender. Although CUREITT only scored one in the functionality assessment, it has a unique function of displaying appropriate clinical trials in the geographical area of individuals diagnosed with cancer or coronavirus.

GoK – Direct Kerala app had the lowest score in both assessments for the Google Play Store. The two scores from the basic feature assessment were due to the storage size of less than 50 MB and the absence of a subscription requirement. However, the app does provide national news reports about the government’s actions to manage COVID-19 cases. Moreover, it is an official mobile app maintained by a health authority. Quarantine Watch also has the same score as GoK – Direct Kerala but most of the assessments were not measured, as a national phone number was required for mandatory registration.

**Recommendation on COVID-19 Mobile Apps**

Every app has a specific goal and a target audience. We have carefully assessed the available apps, which has shown that only a few apps can be used globally for COVID-19 education and self-monitoring. From the previously mentioned results, a high-quality mobile app that can be globally used is COVID Symptom Tracker, which can be installed on both Apple and Android devices. With the aim of slowing the outbreak of the virus, a symptom tracker is useful in identifying high-risk areas in the country, the speed of viral transmission in an area, and individuals who are at the most risk in relation to their health conditions [36].

Based on our study, Mahakavasch and Home Quarantine are the only two apps from the Google Play Store that contain both important features for users: provision of information related to COVID-19 and home-monitoring features. The home-monitoring features are only available for the purpose of monitoring those in quarantine. Home Quarantine, as the name suggests, is designed for those who were assigned to be quarantined at their homes for 14 days. If the users suspect they have been exposed to COVID-19 during their quarantine, they can simply contact the number stated in the app. Mahakavasch has a similar concept as Home Quarantine but it differs slightly, as the users of Mahakavasch will need to take a self-portrait and upload it in the app to allow their location during their quarantine period to be detected.

**Self-Monitoring Apps**

The use of apps on smartphones to conduct self-assessments for COVID-19 can help to notify the user of their health status. It is also known that technology can promote rapid identification of potential COVID-19 cases for timely interventions to be carried out [37]. This is because COVID-19 is a communicable viral disease in which infected people may appear asymptomatic [36]. With the availability of self-monitoring apps, the user can continue to perform their daily activities at home without going to the hospital for a check-up [21]. Other advantages of self-monitoring apps are the ability to observe a patient’s condition at any time, increased efficiency of the health care services with the use of modern technology, and reduced burden.
of patients who are immobilized who cannot regularly visit a hospital [38].

Altogether from both stores, there were 6 apps that offer COVID-19 home-monitoring features. The 3 apps from the App Store were BMC Combat COVID19, Patient Sphere for Covid-19, and Mobile Angel. BMC Combat Covid19 is the only app that is specific to citizens of British Columbia, while the other 2 apps are aimed at universal use. BMC Combat Covid19 and Mobile Angel Cancer Telemed scored 2, while Patient Sphere for COVID-19 scored 3 in the basic feature assessment. Patient Sphere for Covid-19 functions similarly as a health record system for a registered individual. Registration can be made through email or phone number. It allows users to manually enter their data in the symptom diary after monitoring themselves. The monitoring parameters that can be recorded are related to common symptoms of COVID-19, such as a stuffy nose, cough, shortness of breath, and chills. However, the Mobile Angel app is restricted to patients from a health care facility that have been registered in the app.

The other 3 apps that offer home-monitoring features are from the Play Store: CoBuddy - Covid19 Tool, COVID-19 Quarantine Monitor Tamil Nadu (official), and COVID-19 West Bengal Government. Unfortunately, the apps are only available for use in specific regions. COVID-19 West Bengal Government and COVID-19 Quarantine Monitor Tamil Nadu (official) scored 4 and CoBuddy - Covid19 Tool scored 3 in basic features. COVID-19 Quarantine Monitor Tamil Nadu (official) and COVID-19 West Bengal Government provide similar contents. A toggle switch should be enabled in the apps to allow the user’s daily condition to be monitored.

Quality Improvement of Mobile Apps

Based on the research, there are several recommendations that mobile app developers can consider to improve their existing COVID-19 apps or create a high-quality COVID-19 mobile app in the future.

First, it is recommended that a health-related app be maintained by a health authority to avoid the spread of misleading information to the public. A collaboration with the health authorities to create a mHealth app can increase the reliability of the app, which will encourage more users to be engaged in its use. Otherwise, the user can be informed of the shared information source provided in the app. Second, to increase the engagement rate of the public with the mobile app, it should also contain background information on COVID-19, guidelines, and preventive measures instead of only a focused feature related to COVID-19 (e.g., symptom-tracking feature). Moreover, the app should be available for universal use instead of only for residents in a specific country. Third, it is suggested that the apps should be made available without requiring any payment in both the Apple App Store and the Google Play Store to make them more accessible.

Fourth, including real-time or near real-time updates of statistical analytics with geographical information of positive cases, recovered cases, and a death toll is highly recommended to allow users to be readily informed about the COVID-19 situation worldwide. Fifth, to ensure that users can safely share their personal details, the app should be secure and able to provide assurance to the user that all shared information is kept confidential.

Furthermore, there are other advanced features that can greatly improve the quality of an mobile app including the addition of a feature that can report crowded places to alert users about areas to be avoided to practice social distancing, as well as a quarantine attendance status, online consultation with health care professionals, and tracing of the whereabouts of positively infected app users to alert their close contacts to undergo contact tracing for COVID-19. It is also crucial to categorize mobile apps into appropriate categories to enable users to find an app easily and thus improve its user engagement rate.

Many COVID-19 mobile apps are appropriately placed under Health and Fitness and Medical. Examples of categories that do not correspond to COVID-19 mobile apps are reference, news, utilities, and tools, as these terms lack specificity in the content they display. Last, an advanced integration of an mHealth app with a health device that can monitor a user’s health, such as a digital thermometer that can automatically record the user’s body temperature reading in the app, will also enhance the self-monitoring feature of the app.

Limitations

Several limitations were found throughout the study conducted. First, our findings on the available mobile apps in the Google Play Store were limited, as the search for any COVID-19–related keyword has been disabled by Google to avoid any misinformation on the disease. Second, after this research was completed, it is likely that there will be more updated features in the assessed mobile apps. Moreover, new COVID-19 mobile apps may be launched that could not be included in this review. Third, there are gaps in our research, as some apps were inaccessible to the reviewers. This is due to the strict verification process using either a local phone number, especially for apps designed with country-specific functionalities or restricted access for specific users only. There was also 1 app that required payment before the installation of the app could begin. Therefore, some apps were marked with “—” in the assessment results, which indicated the absence of information regarding a certain feature in the app. Fourth, no usability study has been conducted to test for users’ responses to COVID-19 mobile apps, so the authors could not conduct a systematic review of literature regarding COVID-19 mobile apps.

Conclusions

It is important to evaluate the contents and features of COVID-19 mobile apps to guide users in choosing a suitable mobile app based on their requirements and help developers to improve the designs of their existing or future mobile apps to further enhance quality. Evaluation of basic functions showed that 75.0% (n=36) of the included 48 mobile apps do not require a subscription, 56.3% (n=27) provide symptom advice, and 41.7% (n=20) have educational content. In terms of the specific functions, more than half of the included mobile apps are official mobile apps maintained by a health authority for COVID-19 information provision. Around 37.5% (n=18) and 31.3% (n=15)
of the mobile apps have tracing or mapping and home monitoring surveillance functions, respectively, with only 17% (n=8) of mobile apps equipped with an online consultation function. Quality-wise, 58.3% (n=28) of the included mobile apps scored 4 points and above out of the maximum 7, proving that during the time constraint of a few weeks, the mobile app developers did not manage to create a fully comprehensive mobile app. Our study paves the way for future work to determine the role of mobile apps in controlling the rate of COVID-19 transmission.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDC</td>
<td>Centers for Disease Control and Prevention</td>
</tr>
<tr>
<td>COVA</td>
<td>coronavirus alert</td>
</tr>
<tr>
<td>COVID-19</td>
<td>coronavirus disease</td>
</tr>
<tr>
<td>mHealth</td>
<td>mobile health</td>
</tr>
<tr>
<td>NI</td>
<td>Northern Ireland</td>
</tr>
<tr>
<td>PK</td>
<td>Pakistan</td>
</tr>
<tr>
<td>SARS-CoV-2</td>
<td>severe acute respiratory syndrome coronavirus 2</td>
</tr>
<tr>
<td>VPN</td>
<td>virtual private network</td>
</tr>
</tbody>
</table>
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Abstract

Background: Technological communication methods such as telephone calls and video calls can help prevent social isolation and loneliness in frail older adults during confinement.

Objective: Our objectives were to determine which virtual communication method (ie, telephone call or video call) was preferred by confined older hospital patients and nursing home residents and the variables influencing this preference.

Methods: The TOVID (Telephony Or Videophony for Isolated eDerly) study was a cross-sectional study that was designed to examine the preference between telephone calls and video calls among frail older adults who were either hospitalized in a geriatric acute care unit or institutionalized in a long-term care and nursing home during the COVID-19 confinement period.

Results: A total of 132 older people were surveyed between March 25 and May 11, 2020 (mean age 88.2 years, SD 6.2); 79 (59.8%) were women. Patients hospitalized in the geriatric acute care unit were more able to establish communication independently than residents institutionalized in the long-term care and nursing home ($P=.03$) and were more satisfied with their communication experiences ($P=.02$). Overall, older people tended to favor telephone calls (73/132, 55.3%) over video calls (59/132, 44.7%); however, their satisfaction degree was similar regardless of the chosen method ($P=.1$), with no effect of age ($P=.97$) or gender ($P=.2$). In the geriatric acute care unit, the satisfaction degrees were similar for telephone calls (40/41, 98%) and video calls (33/38, 87%) in older patients ($P=.10$). Conversely, in the long-term care and nursing home, residents were more satisfied with the use of video calls to communicate with their relatives (14/15, 93%) versus the use of telephone calls (6/12, 50%; $P=.02$).

Conclusions: Older people confined to health care settings were able to complete telephone calls more independently than video calls, and they tended to use telephone calls more often than video calls. The satisfaction degrees were similar with both modalities and even greater with video calls among long-term care and nursing home residents when they were given assistance to establish communication.

Trial Registration: ClinicalTrials.gov NCT04333849: https://www.clinicaltrials.gov/ct2/show/NCT04333849.

(JMIR Mhealth Uhealth 2020;8(9):e21845) doi:10.2196/21845
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**Introduction**

All serious epidemics, such as the COVID-19 pandemic, prompt social organizations to deeply rethink the services they offer, especially toward frail older adults. For instance, the visitation restrictions in geriatric care units and nursing homes, although essential to the control of the pandemic, have also become a major source of social isolation and loneliness for vulnerable populations [1-3]. The only remaining social link for patients and residents in these facilities during confinement has been virtual communication using a range of communication devices, notably telephone calls and video calls.

The use of video calls is currently increasing because of the innovative nature of video, which allows people to speak to and hear others, view their expressions, and establish richer relationships than may be possible with a simple telephone call [4]. The research question in this paper is whether video calling meets the real demands and expectations of older adults or whether they prefer more traditional communication methods, such as the telephone, to contact their relatives. Moreover, evidence from previous literature about the efficacy of electronic interventions to avoid social isolation among older adults is weak and inconsistent [5-7].

Like many other practitioners, from the start of the COVID-19 public health crisis and the first visit restrictions for hospitalized and institutionalized patients, we proposed to organize daily communications between the patients and their relatives to avoid excessive isolation [8,9]. Both telephone calls and video calls were offered to the patients. The main objective of this study was to determine which virtual communication mode was preferred by older patients confined in hospital or institutionalized in a nursing home. Our secondary aims were to identify the proportions of older patients and residents who could independently communicate with virtual support; to measure and compare the degrees of satisfaction following telephone calls and video calls; and to analyze the effects of age and context (hospitalization versus nursing home) on the communication mode choice of older adults.

**Methods**

**Design and Settings**

The cross-sectional TOVID (Telephony Or Videophony for Isolated eIDerly) study was conducted in the geriatric acute care unit and in the long-term care unit and nursing home of the University Hospital of Angers, France, between March 25 and May 11, 2020, during the national confinement period in France. No outside visits to these hospital units were authorized during this period. The study was conducted in accordance with the ethical standards set forth in the Helsinki Declaration (1983) and was approved by the local ethics committee (number 2020/29). The study protocol was declared to the National Commission for Information Technology and Civil Liberties (CNIL) under the number ar20-0030v0 (ClinicalTrials.gov identifier: NCT04333849).

**Participants**

All older adults consecutively hospitalized in the geriatric acute care unit and in the long-term care and nursing home were considered for inclusion in the study. Patients who refused to participate or who were unable to communicate with their relatives for medical reasons were not included in the study.

**Data Collection**

Health professionals accustomed to using communication devices visited all eligible patients at least once per day to offer to help them organize their communications with their relatives. All patients who expressed interest were offered either a telephone call or a video call, and they were clearly informed that they could receive assistance to establish communication if necessary. All cognitively intact patients who objected to any help were considered to be independently capable of establishing communication (ie, declarative measure). The details of the communication (application and equipment, schedule, and duration) were discussed with the relatives prior to the communication to ensure that the call proceeded smoothly and easily.

Data regarding the participants’ age, gender, hospital unit (ie, geriatric acute care unit or long-term care and nursing home), independent ability to establish communication, preferred virtual communication mode, and degree of satisfaction toward the mode of communication were collected. The preferred virtual communication mode was identified using a standardized question with three options (nothing, telephone call, or video call). The satisfaction degree toward virtual communication was assessed after the communication using a 6-point Likert scale (with 1=not satisfied at all to 6=totally satisfied), and the proportion of people satisfied with the communication (defined as a score ≥5/6) was analyzed.

**Number of Participants**

Because the main objective of the study was descriptive, it was not necessary to calculate the number of subjects. However, to match a normal distribution of the data and to use parametric statistical tests, at least 30 participants were required in each group (ie, n=30 in the telephone call group and n=30 in the video call group).

**Statistical Analyses**

Categorical variables were described using numbers and percentages and quantitative variables were described using means and standard deviations, as appropriate. Comparisons between older patients in the geriatric acute care unit and the long-term care and nursing home and between patients who chose telephone calls and video calls were performed using chi-square tests for qualitative variables (or the exact Fisher test where appropriate), and the Student t test was used for quantitative variables (or the Mann-Whitney U test where necessary).
appropriate). *P* values < .05 were considered significant. All statistical analyses were performed with SPSS version 20 (IBM Corporation).

**Availability of Data and Materials**

Patient level data are freely available from the co-corresponding author at Cedric.Annweiler@chu-angers.fr after notification and authorization of the competent authorities. There is no personal identification risk with these anonymized raw data.

**Results**

We invited 163 older adults to take part in the study; 132 (80.1%) agreed to participate and were included in the study. The age range of the 132 participants was 66 to 103 years (mean age 88.2 years, SD 6.2); 78 (59.1%) were women.

As illustrated in Table 1, the participants tended to favor telephone calls (73/132, 55.3%) over video calls (59/132, 44.7%). The satisfaction degrees with the two modalities were similar (46/73, 87%, with telephone calls versus 47/59, 89%, with video calls, *P* = .10). There was no effect of age (*P* = .97) or gender (*P* = .16) on the choice of virtual communication mode.

Patients hospitalized in the geriatric acute care unit were more frequently able to independently establish communication (24/105, 22.8%) than residents institutionalized in the long-term care and nursing home (1/27, 3.8%, *P* = .03) and they were more able to independently establish communication by telephone call (22/73, 30.1%) than by video call (3/59, 5.1%; *P* < .001). Moreover, patients hospitalized in the geriatric acute care unit were more often satisfied with the communication (73/79, 92%) than residents of the long-term care and nursing home (20/27, 74%; *P* = .02).

In the subgroup analyses (Table 2), older patients chose telephone calls and video calls at similar frequencies when they were hospitalized in the geriatric acute care unit (61/106, 57.5% and 44/106, 41.5%, respectively) or institutionalized in the long-term care and nursing home (12/27, 44.4%, and 12/27, 55.6%, respectively). In the geriatric acute care unit, the satisfaction degrees were similar for telephone calls (40/41, 98%) and video calls (33/38, 87%) in older patients (*P* = .10). Conversely, in the long-term care and nursing home, residents were more often satisfied with the use of video calls to communicate with their relatives (14/15, 93%, versus 6/12, 50%, *P* = .02) (Table 2).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Whole cohort</th>
<th>Preferred virtual communication mode</th>
<th>Location of confinement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N=132)</td>
<td>Telephone call (n=73)</td>
<td>Geriatric acute care unit (n=105)</td>
</tr>
<tr>
<td>Sociodemographic data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>88.2 (6.2)</td>
<td>88.2 (5.7)</td>
<td>88.8 (5.4)</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>78 (59.1)</td>
<td>39 (53.4)</td>
<td>39 (66.1)</td>
</tr>
<tr>
<td>Communication with relatives, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capability of independently establishing communication b</td>
<td>25 (19.1)</td>
<td>22 (30.1)</td>
<td>3 (5.2)</td>
</tr>
<tr>
<td>Choice of telephone call</td>
<td>73 (55.3)</td>
<td>N/A c</td>
<td>N/A</td>
</tr>
<tr>
<td>High degree of satisfaction (Likert scale score ≥ 5/6 d)</td>
<td>93 (87.7)</td>
<td>46 (86.8)</td>
<td>47 (88.7)</td>
</tr>
</tbody>
</table>

a Comparisons based on chi-square test or exact Fisher test for qualitative variables and Student *t* test or Mann-Whitney U test for quantitative variables, as appropriate.

b Data missing for 1 participant in the long-term care and nursing home.

c N/A: not applicable.

d Data missing for 26 participants in the geriatric acute care unit.
As of our knowledge, no study has evaluated the acceptance and efficacy of video call interventions to reduce loneliness in older adults [13]. Studies focusing on these technological interventions among frail older adults remain rare [14], and to our knowledge, no study has evaluated the acceptance and preferences of older adults regarding these interventions.

### Discussion

#### Principal Results

We found that older adults confined to health care settings (ie, a geriatric acute care unit or long-term care and nursing home) were more often independently able to perform telephone calls than video calls, and they tended to use the telephone more often to communicate with their relatives. Their levels of satisfaction were similar with both communication supports, and satisfaction was even greater with video calls among residents of the long-term care and nursing home when they received assistance to establish communication.

#### Limitations

Our study has some limitations. First, the study was monocentric, which limits the representativeness of the study population even if we were able to include a relatively high number of participants. Second, the results should be interpreted with caution because some confounding factors such as cognition and mood were not assessed. Larger, and if possible prospective, studies should be conducted on different population groups to better understand the need for video calls and their effects on loneliness, social isolation, and quality of life in older adults.

#### Comparison With Prior Work

The global confinement during the COVID-19 pandemic has highlighted the importance of preventing social isolation and loneliness in older adults [12], as social disconnection is associated with increased anxiety and depression [10] and loneliness is associated with increased risks of health disorders, including major neurocognitive disorders [11]. Access to social technologies has been widely proposed to reduce social isolation during the pandemic [8,12], although uncertainty remains about efficacy of video call interventions to reduce loneliness in older adults [13]. Despite this, studies focusing on these technological interventions among frail older adults remain rare [14], and to our knowledge, no study has evaluated the acceptance and preferences of older adults regarding these interventions.

However, there is some evidence that a weak digital culture and eventual impairments may complicate the use of virtual communication modes by older adults [15].

Technological acceptance is a balance between perceived usefulness and perceived simplicity of use [16], to which is added the quality of the output (ie, the way in which the system performs the expected task [17]). A model of technology acceptance dedicated to older adults brings together 10 factors influencing the acceptance of the technology: the value (utility), usability (perceived simplicity), affordability, accessibility, technical support, social support, emotion (output quality), independence, experience, and confidence [15]. In our study, pre-experience (ie, perceived utility and perceived simplicity of use, reflected by the choice of communication mode) and post-experience perceptions (ie, output quality, reflected by the satisfaction degree) were different between geriatric acute care unit patients and long-term care and nursing home residents. In our study, the preference for telephone calls (with 55% of participants making this choice) is likely due to the participants’ pre-experience of the perceived simplicity of this device compared to video calls, which are more often misunderstood and less often used by people in this older generation. In addition, the postexperience perception differed between geriatric acute care unit patients and long-term care and nursing home residents, with a higher degree of satisfaction in the geriatric acute care unit than in the long-term care and nursing home (73/29, 92%, vs 20/27, 74%; \( P = .02 \)). One possible explanation is that the proportion of older adults who were unable to establish communication by themselves was higher in the long-term care and nursing home (25/26, 96%) than in the geriatric acute care unit (81/105, 77.1%; \( P = .03 \)). It therefore appears that the pre-experience was unbalanced by the importance given to the perceived ease of use compared to the perceived usefulness of adding video to the call. On the other hand, when older adults in the long-term care and nursing home chose the video calls, generally with assistance establishing the communication, their satisfaction degree was higher with the video calls, which shows that their post-experience was modified.

---

**Table 2. Subgroup analyses according to confinement place (N=132).**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patients in the geriatric acute care unit</th>
<th>Residents in the long-term care and nursing home</th>
<th>( P ) value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Choice of telephone call (n=61)</td>
<td>Choice of video call (n=44)</td>
<td>( P ) value(^a)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>88.5 (5.6)</td>
<td>89.3 (5.2)</td>
<td>.49</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>31 (51)</td>
<td>26 (59)</td>
<td>.43</td>
</tr>
<tr>
<td>Capability of independently establishing communication(≥5/6)</td>
<td>22 (36)</td>
<td>2 (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High degree of satisfaction</td>
<td>40 (98)</td>
<td>33 (87)</td>
<td>.10</td>
</tr>
</tbody>
</table>

\(^a\)Comparisons based on chi-square test or exact Fisher test for qualitative variables and Student \( t \) test or Mann-Whitney \( U \) test for quantitative variables, as appropriate.

\(^b\)Data missing for 1 participant in the long-term care and nursing home.

\(^c\) Data missing for 26 participants in the geriatric acute care unit.
and could possibly modify their future choices and communication habits.

We also found that a greater proportion of older adults needed assistance to use video calls (56/59, 94.8%) than to use telephone calls (51/73, 69.9%, P<.001). Previous literature has emphasized the importance of offering accessible communication systems, and sustained efforts should be pursued to simplify communication technologies, particularly video calls [14,18]. It would also be interesting to support or adapt these communication technologies for people who have communication issues. Technology may provide support for this.

**Conclusions**

Older adults in a geriatric acute care unit and a long-term care and nursing home were more independently able to make telephone calls than video calls, and they tended to use the telephone more often than video. However, their post-experience satisfaction with video calls was high. This cross-sectional study contributes to understanding the acceptance and the challenges of frail older adults regarding video calls.
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Abstract

Background: Critical care teams are on the front line of managing the COVID-19 pandemic, which is stressful for members of these teams.

Objective: Our objective was to assess whether the use of social networks is associated with increased anxiety related to the COVID-19 pandemic among members of critical care teams.

Methods: We distributed a web-based survey to physicians, residents, registered and auxiliary nurses, and nurse anesthetists providing critical care (anesthesiology, intensive care, or emergency medicine) in several French hospitals. The survey evaluated the respondents’ use of social networks, their sources of information on COVID-19, and their levels of anxiety and information regarding COVID-19 on analog scales from 0 to 10.

Results: We included 641 respondents in the final analysis; 553 (86.3%) used social networks, spending a median time of 60 minutes (IQR 30-90) per day on these networks. COVID-19–related anxiety was higher in social network users than in health care workers who did not use these networks (median 6, IQR 5-8 vs median 5, IQR 3-7) in univariate (∼P=.02) and multivariate (∼P<.001) analyses, with an average anxiety increase of 10% in social network users. Anxiety was higher among health care workers using social networks to obtain information on COVID-19 than among those using other sources (median 6, IQR 5-8 vs median 6, IQR 4-7; P=.04). Social network users considered that they were less informed about COVID-19 than those who did not use social networks (median 8, IQR 7-9 vs median 7, IQR 6-8; P<.01).

Conclusions: Our results suggest that social networks contribute to increased anxiety in critical care teams. To protect their mental health, critical care professionals should consider limiting their use of these networks during the COVID-19 pandemic.

(JMIR Mhealth Uhealth 2020;8(9):e23153) doi:10.2196/23153
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Introduction

The emergence of SARS-CoV-2, which causes the disease COVID-19, at the end of 2019 caused a large global outbreak and represents a major public health issue. While 80% of patients appear to be mildly symptomatic or asymptomatic, about 20% develop viral pneumonia. Of these severe forms, 7% to 40% of patients progress to acute respiratory distress syndrome and may require admission to the intensive care unit (ICU) [1,2]. Although currently there are few data on the mortality of this infection, early reports suggest a high mortality rate of approximately 6% for all patients with COVID-19 and of up to 60% among patients admitted to the ICU [2,3].

Physicians and nurses providing critical care (eg, intensivists, anesthesiologists, and emergency physicians) are on the front line of management of the most severe forms of COVID-19. The viral load of SARS-CoV-2 detected in patients’ respiratory tracts is positively linked to lung disease severity; therefore, patients with COVID-19 who are admitted to the emergency department or ICU are probably the most contagious [4]. Significant risk of transmission of SARS-CoV-2 from patients to health care workers has been described [5]. It is therefore obvious that given the risk of contamination and the high mortality rate of COVID-19, this pandemic is a great source of stress for health care workers [6].

Social networks (eg, Twitter and Facebook) enable users to find information by passively viewing a message or information thread without using traditional media, while instant messaging platforms (eg, WhatsApp) enable users to communicate directly with friends or colleagues. These apps are now commonly used by health care workers in many domains, such as teaching, promotion of scientific work, contact with patients, and discussion with colleagues [7-9]. Some health care workers based in areas that are currently severely affected by the COVID-19 pandemic (ie, northern Italy, eastern France, and New York City in the United States) use these tools to communicate and share their stressful experiences. Thus, since the beginning of the COVID-19 pandemic, many testimonials have emerged on social networks of issues such as lack of ICU beds, necessity to make difficult ethical decisions, and high numbers of deaths despite optimal care. Repeatedly reading such information can be a source of anxiety for health care workers who are already in contact with patients with COVID-19 or for those who have not yet been in contact with these patients. To preserve the mental health of these health care workers, who are essential to the functioning of the emergency organizations established in affected countries, it appears to be necessary to find strategies to limit the anxiety of health care workers. It is thus crucial to understand and analyze the sources of this anxiety.

The objective of this work was to assess whether the use of social networks and instant messaging apps to obtain and exchange information on the COVID-19 pandemic is associated with increased anxiety in critical care teams.

Methods

Population Selection

The Ethics and Evaluation Committee for Non-Interventional Research of Rouen University Hospital approved the study (No. E2020-12). We conducted a prospective study in France using a declarative survey. The link to an open, web-based Google Forms survey with 20 items on one webpage was sent by email to medical and paramedical teams in anesthesiology, intensive care, and emergency departments throughout France via professional or personal emailing lists (including lists belonging to department heads of the Rouen University Hospital). The survey was also distributed via professional WhatsApp discussion groups to which the authors belonged. Finally, two associative or academic societies (the Association of Young Anesthesiologists and Intensivists and the French Intensive Care Society) also relayed the questionnaire; the method of dissemination was left to the discretion of the community manager of each society. In practice, the questionnaire was disseminated to both societies via Twitter. All contacted health care workers were asked to forward the survey link to their colleagues. All participants received information about the survey objectives, which were recalled in the preface of the questionnaire. By voluntarily participating in the survey after receiving adequate information on its purpose, informed consent was implied. Although it was theoretically possible to identify individual participants, no efforts were made to do this, and no plausible harm to participating individuals could arise from the study. This survey was developed according to available guidelines for self-administered surveys [10]. Responses were entered on a single webpage with one Submit button that only allowed submissions via a unique link; thus, uninvited responses were extremely unlikely. The request was sent to 172 health care workers at our home institution; however, as we were unable to determine how many health care workers the request was forwarded to at other institutions, we do not know how many health care workers received the request to participate in the survey. The survey was conducted in accordance with the Checklist for Reporting Results of Internet E-surveys (CHERRIES) [11].

The participants included in the analysis were medical health care workers (physicians and residents) or paramedical health care workers (registered nurses, auxiliary nurses, and nurse anesthetists) who were in contact with patients in a critical care sector of a French hospital: anesthesiology, ICU, emergency department, mobile emergency, critical care unit, or mixed activity. Criteria for noninclusion were other health professions, health care workers who worked in other hospital departments or in a country other than France, and professionals who had no direct interaction with patients (eg, nursing managers).

Objectives

Our main objective was to compare the levels of anxiety related to the COVID-19 pandemic between health care workers who use social networks and those who do not use them.

The secondary objectives were to compare the levels of information related to the COVID-19 pandemic between health care workers who use social networks and those who do not use
them, to compare the levels of anxiety related to the COVID-19 pandemic between health care workers who use WhatsApp professionally and those who use WhatsApp but not professionally, and to compare the levels of anxiety related to the COVID-19 pandemic between respondents who use social networks as a source of information on the COVID-19 pandemic and those who use other information sources.

**Survey Design**

The survey was designed and written by TC and then reviewed, tested and validated by EB (assistant professor) and VC (full professor) before being sent. To avoid bias related to the evolution of anxiety as the pandemic progresses, the survey period lasted only one week. The survey was constructed in three parts. The Demographic Data section analyzed the participants’ region and city of practice, age, gender, type of hospital (public or private, university), department, and profession. The Use of Social Networks section analyzed personal and professional use of WhatsApp, the social networks consulted at least once a week, and the average daily time spent on social networks. Finally, the Link Between Social Networks and the COVID-19 Pandemic section analyzed the sources of information participants used to learn about the pandemic, use of WhatsApp to discuss the pandemic with colleagues, participation in a WhatsApp group dedicated solely to discussions about COVID-19, direct interaction with a patient with COVID-19, work in a hospital that was already in contact with or was expecting to be in contact with patients with COVID-19, and subjective levels of information and anxiety about the pandemic (rated on a Likert scale from 0 to 10).

For the demographic analysis, the 14 regions of practice (13 French metropolitan regions and 1 overseas territory) were grouped into two areas according to the incidence rate of COVID-19 on March 19, 2020 (the day before the survey was released): low-density areas (regions with an incidence rate below the median incidence rate in France) and high-density areas (regions with an incidence rate above the median incidence rate in France; see Table 1).

The web-based survey can be accessed on the internet in French [12]. A version of the survey translated into English is available in Multimedia Appendix 1.

Table 1. Clustering of French regions in low- and high-density areas according to COVID-19 incidence.

<table>
<thead>
<tr>
<th>French area and region</th>
<th>Cases per 100,000 inhabitants (March 19, 2020)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COVID-19 low-density areas</strong></td>
<td></td>
</tr>
<tr>
<td>Pays de la Loire</td>
<td>6.15</td>
</tr>
<tr>
<td>Outre-mer (Martinique, Guadeloupe, Guyane, Réunion, Mayotte)</td>
<td>7.80</td>
</tr>
<tr>
<td>Nouvelle-Aquitaine</td>
<td>8.68</td>
</tr>
<tr>
<td>Centre-Val de Loire</td>
<td>9.93</td>
</tr>
<tr>
<td>Occitanie</td>
<td>10.31</td>
</tr>
<tr>
<td>Normandie</td>
<td>10.44</td>
</tr>
<tr>
<td>Bretagne</td>
<td>10.75</td>
</tr>
<tr>
<td><strong>COVID-19 high-density areas</strong></td>
<td></td>
</tr>
<tr>
<td>Hauts-de-France</td>
<td>13.27</td>
</tr>
<tr>
<td>Auvergne-Rhône-Alpes</td>
<td>15.76</td>
</tr>
<tr>
<td>Provence-Alpes-Côte d'Azur</td>
<td>20.59</td>
</tr>
<tr>
<td>Bourgogne-Franche-Comté</td>
<td>32.45</td>
</tr>
<tr>
<td>Île-de-France</td>
<td>38.24</td>
</tr>
<tr>
<td>Corse</td>
<td>50.19</td>
</tr>
<tr>
<td>Grand Est</td>
<td>56.04</td>
</tr>
</tbody>
</table>

**Statistical Analyses**

In univariate analyses, chi-square tests were performed for categorical variables and Wilcoxon tests were performed for continuous variables. A multivariable analysis by linear regression was performed to model the anxiety score and adjust for confounders, including age, region density, type of department, level of information on COVID-19, and whether the department was already providing (or was going to provide) care for patients with COVID-19. The Spearman rank correlation test was used to assess the association between two variables. The analyses were conducted bilaterally, taking a significance threshold of \( P < .05 \). Continuous variables were described as median (IQR) and categorical variables were described as absolute numbers and percent prevalence (%). All statistical analyses were performed using R version 3.5.1 (R Foundation for Statistical Computing).

**Data Availability**

The raw data supporting the conclusions of this manuscript can be made available on request by the authors to any qualified researcher.
Results

Demographic Characteristics

The responses were compiled from March 20 to 27, 2020. A total of 759 health care workers responded to the survey; 118 respondents did not meet our inclusion criteria and were excluded from the analysis (Figure 1). Among the 641 respondents analyzed, the median age was 33 years (IQR 29-41), the sex ratio was 0.79 (282 men, 359 women), and 170 (26.5%) worked in a COVID-19 high-density area. The respondents’ main sources of information on the COVID-19 pandemic were discussion with colleagues, institutional information (from hospital management or academic societies), and scientific literature (Figure 2).

Figure 1. Flowchart of the selection of the study respondents.

Use of Social Networks and Anxiety

Among the 641 respondents included in the final analysis, 553 (86.3%) were social network users, and they spent a median time of 60 minutes (IQR 30-90) per day on these networks. The social networks used by the respondents are detailed in Figure 3. In the univariate analysis, respondents who used social networks worked more in COVID-19 low-density areas and intensive care units, and they were more likely to work in a hospital that was managing patients with COVID-19 (Table 2). They also reported a higher level of anxiety regarding COVID-19 and felt less informed than respondents who did not use social networks (Table 2). In multivariate analysis adjusted for age, density of region, type of department, level of information on COVID-19, and whether the department provided care for patients with COVID-19, anxiety was significantly associated with social network use ($P<.001$), with an average increase of 1.0 anxiety point (corresponding to a 10% increase) in social network users.

Figure 2. Percentages of respondents who used different media to obtain information on the COVID-19 pandemic.
Among social network users, the level of anxiety was higher among health care workers who used social networks to obtain information on the COVID-19 pandemic than among those who used other sources of information (median 6, IQR 5-8 vs median 6, IQR 4-7; \( P=0.04 \)). There was no correlation between the time spent on social networks and the level of anxiety (\( r=0.08, 95\% \) CI 0.00 to 0.17; \( P=0.05 \)) or the level of information (\( r=0.02, 95\% \) CI –0.06 to 0.11; \( P=0.57 \)). There was no difference in anxiety levels between health care workers who used WhatsApp to discuss COVID-19 with other professionals (median 6, IQR 5-7) and those who did not use it (median 6, IQR 4-8; \( P=0.32 \)). There was no correlation between the information level concerning the COVID-19 pandemic and the level of anxiety (\( r=–0.05, 95\% \) CI –0.13 to 0.03; \( P=0.17 \)).

**Figure 3.** Percentages of users who consulted different social networks at least once per week (n=553).
### Table 2. Comparisons of the characteristics and use of social networks by health care workers (N=641). Percentages are expressed in relation to the number of respondents to each question.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Health care workers not using social networks</th>
<th>Health care workers using social networks</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>n (%)</td>
<td>88 (13.7)</td>
<td>553 (86.3)</td>
<td>N/A(^a)</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>46.0 (35.0-54.3)</td>
<td>32.0 (28.0-38.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex ratio (male/female)</td>
<td>0.87</td>
<td>0.96</td>
<td>.68</td>
</tr>
<tr>
<td>COVID-19 low-density area, n (%)</td>
<td>73 (83.0)</td>
<td>398 (72.0)</td>
<td>.04</td>
</tr>
<tr>
<td>Profession, n (%)</td>
<td></td>
<td></td>
<td>.41</td>
</tr>
<tr>
<td>Physician or resident</td>
<td>62 (70.5)</td>
<td>361 (65.3)</td>
<td></td>
</tr>
<tr>
<td>Nurse (registered or auxiliary) or nurse anesthetist</td>
<td>26 (29.5)</td>
<td>192 (34.7)</td>
<td></td>
</tr>
<tr>
<td>Department, n (%)</td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Anesthesiology</td>
<td>42 (47.7)</td>
<td>181 (32.7)</td>
<td></td>
</tr>
<tr>
<td>Intensive care unit</td>
<td>23 (26.1)</td>
<td>223 (40.3)</td>
<td></td>
</tr>
<tr>
<td>Emergency</td>
<td>6 (6.8)</td>
<td>55 (9.9)</td>
<td></td>
</tr>
<tr>
<td>Mobile emergency</td>
<td>9 (10.2)</td>
<td>34 (6.1)</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>8 (9.1)</td>
<td>60 (10.8)</td>
<td></td>
</tr>
<tr>
<td>Hospital, n (%)</td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>University</td>
<td>52 (59.1)</td>
<td>325 (58.8)</td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>30 (34.1)</td>
<td>180 (32.5)</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>6 (6.8)</td>
<td>35 (6.3)</td>
<td></td>
</tr>
<tr>
<td>Working in a hospital providing care to patients with COVID-19, n (%)</td>
<td>65 (73.9)</td>
<td>474 (85.7)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Direct interaction with patients with COVID-19, n (%)</td>
<td>33 (37.5)</td>
<td>240 (43.4)</td>
<td>.36</td>
</tr>
<tr>
<td>Use of WhatsApp, n (%)</td>
<td>81 (92.0)</td>
<td>517 (93.5)</td>
<td>.78</td>
</tr>
<tr>
<td>Use of WhatsApp to discuss COVID-19 with critical care professionals, n (%)</td>
<td>61 (73.5)</td>
<td>379 (71)</td>
<td>.73</td>
</tr>
<tr>
<td>Use of a WhatsApp group specifically dedicated to COVID-19, n (%)</td>
<td>41 (50.0)</td>
<td>213 (40.0)</td>
<td>.11</td>
</tr>
<tr>
<td>Anxiety level concerning the COVID-19 pandemic (from 0 to 10), median (IQR)</td>
<td>5 (3-7)</td>
<td>6 (5-8)</td>
<td>.02</td>
</tr>
<tr>
<td>Information level concerning the COVID-19 pandemic (from 0 to 10), median (IQR)</td>
<td>8 (7-9)</td>
<td>7 (6-8)</td>
<td>&lt;.01</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

### Discussion

#### Principal Results

We have shown that the use of social networks is independently associated with a higher level of anxiety among health care workers in critical care sectors. To our knowledge, we describe a link between the use of social networks and anxiety in medical teams in a pandemic context for the first time.

#### Comparison With Prior Work

Several studies have shown that the COVID-19 pandemic is causing increased anxiety both in infected patients and in professionals who are in contact with these patients. Thus, rates of moderate or major anxiety ranging from 9% to 46% have been reported in health workers involved in the management of patients with of COVID-19, depending on the study [13,14]. It has been shown that in this population, age <35 years, female sex, and working in contact with patients with COVID-19 for >3 hours per day are associated with the development of an anxiety disorder due to COVID-19 [15,16]. These characteristics correspond to our population; therefore, we can assume that the population we studied is at high risk for pandemic-induced anxiety disorders.

In our study, the rate of social network users was high but consistent with data from previous studies that reported rates ranging from 50% to 88% among health care professionals [17-19]. The rate of WhatsApp users was also similar to that in a recent report, in which it was found that 98% of primary health care professionals used WhatsApp [17]. Social networks are known to be involved in the dissemination of “fake news” and rumors [20]. It has also been shown that on Facebook and YouTube, during a previous pandemic situation (Zika virus), misleading posts and videos were far more popular than those containing accurate and relevant public health information about...
the disease [21,22]. It is therefore very likely that many misinformation or conspiracy theories about the COVID-19 pandemic are circulating on social networks; for this reason, the World Health Organization recently warned against “trolls and conspiracy theories” about COVID-19 [23]. Thus, it is interesting to note that in our work, respondents who used social networks felt less informed than their colleagues who did not use them, and respondents who used social networks as a source of information on the COVID-19 pandemic showed a higher level of anxiety. Our data suggest that social networks are inefficient in providing quality information and that the information provided is stressful. However, even if we did not find a correlation between the respondents’ level of information concerning COVID-19 and level of anxiety in our study, it is also possible that the use of social networks to obtain information is linked to a lack of information, which itself can potentially cause anxiety. Because the design of our study did not allow us to establish a causal link, it would have been interesting to conduct interviews with a few caregivers using social networks to determine the causal link between these parameters.

The association between anxiety or depression and social network use has already been described in patients and in the general population [24,25]. However, this is the first study that specifically highlights this association in members of critical care teams. It is possible that false information (or the highly anxiety-inducing formulation of true information) may increase the anxiety experienced by health care workers: this would explain our results, at least in part. Despite the fact that time spent on social networks and anxiety score were not correlated in our study (P=.05), there are reports in the literature that suggest a dose-dependent relationship between time spent on social networks and anxiety [25,26]. It is known that work-related anxiety is associated with many complications in health care workers (particularly in critical care sectors), including accidents, medical errors, burnout, and secondary traumatic stress [27,28]. The COVID-19 pandemic is clearly associated with high levels of stress, sleeping disorders, and anxiety among health care professionals who interact with these patients [6,29]. It is therefore essential for these professionals to manage their mental health and to limit their sources of stress. Our results suggest that advising health care professionals to limit (or even temporarily stop) their consultation of social networks could be a way to limit this professional stress related to COVID-19.

Limitations

Despite our interesting results, our work has several major limitations. First, because our study was observational, it is not possible to establish a causal link between the use of social networks and anxiety. This is a cross-sectional study; therefore, we did not analyze the evolution of anxiety over time. It was shown in a longitudinal study conducted over a 4-week period during the COVID-19 pandemic that the anxiety of the general population did not vary significantly [30]. However, it is questionable whether this conclusion applies to health care workers. Second, our study focused on social networks but was itself partly disseminated on Twitter, which causes selection bias and explains the high rates of social network users and young health care workers in our work. Moreover, people who responded to the Google survey may be more familiar with the use of social networks than other health care workers. However, the use of conventional email diffusion allowed us to constitute a control group with a significant number of respondents and a rate of social network users that is comparable to those described among health professionals [17-19]. Third, we estimated anxiety with a single question on a Likert scale without considering multiple psychological components (depression, anxiety, insomnia, and distress) and without using a specific neuropsychological test as previously described [6]. The study was conducted in the context of major work overloads for critical care teams in some French regions. It is therefore very likely that some health care workers did not have time to answer the questionnaire. To be able to obtain responses from high-density sectors, we therefore deliberately chose to limit ourselves to a small number of questions and to greatly simplify our assessment of anxiety. However, it has been shown that evaluation by a computerized anxiety visual analog scale is reliable and is correlated with more complex neuropsychological tests [31]. We therefore considered that our assessment of anxiety was interpretable. Fourth, the questionnaire was written, proofread, and sent out in a few days in the middle of a peak of the epidemic, and we did not have time to have it validated by sending it to experts in survey design, anxiety, or pandemic infectious disease. This may limit the relevance of some of the items analyzed (e.g., the item “discussion with colleagues” does not differentiate between whether these conversations involve the use of social networks or not). Fifth, by taking data (age, sex, profession) for individual respondents and cross-referencing the information, if one has the list of names and roles of the people working in all the hospitals, there is a theoretical possibility that some participants could be identified. The anonymization of the respondents is therefore incomplete; however, no efforts were made to identify individual participants in this study. Sixth, we analyzed anxiety in health care workers; however, it is possible that because they receive superior information about the reality of the pandemic, the anxiety of health care workers may be lower than that of the general population. Recent studies have found COVID-19 pandemic anxiety syndrome rates of 29% to 45% in the general population, while a meta-analysis determined that this anxiety was only detected in 23% of health care workers [32-34]. Finally, we only collected the potentially harmful effects of social networks; however, it is also possible that, as recently suggested, use of these networks has beneficial effects that we did not record in this work, such as preservation of contact with family and friends during confinement or relaxation while watching videos [35]. It has already been shown that social networks can also be used to disseminate valid information from public health organizations [36]. In future, it would be interesting to evaluate the potential beneficial effects of these networks during the COVID-19 pandemic.

Conclusion

Although we did not establish a direct causal link, in this paper, we have shown that the use of social networks is independently associated with increased anxiety among health care workers involved in the management of patients with severe COVID-19.
To protect their mental health, critical care professionals who are already under intense stress because of the current pandemic may want to limit their use of these networks during the coming months.
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