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Abstract

Background: Internalizing disorders are the most common psychiatric problems observed among youth in Canada. Sadly, youth with internalizing disorders often avoid seeking clinical help and rarely receive adequate treatment. Current methods of assessing internalizing disorders usually rely on subjective symptom ratings, but internalizing symptoms are frequently underreported, which creates a barrier to the accurate assessment of these symptoms in youth. Therefore, novel assessment tools that use objective data need to be developed to meet the highest standards of reliability, feasibility, scalability, and affordability. Mobile sensing technologies, which unobtrusively record aspects of youth behaviors in their daily lives with the potential to make inferences about their mental health states, offer a possible method of addressing this assessment barrier.

Objective: This study aims to explore whether passively collected smartphone sensor data can be used to predict internalizing symptoms among youth in Canada.

Methods: In this study, the youth participants (N=122) completed self-report assessments of symptoms of anxiety, depression, and attention-deficit hyperactivity disorder. Next, the participants installed an app, which passively collected data about their mobility, screen time, sleep, and social interactions over 2 weeks. Then, we tested whether these passive sensor data could be used to predict internalizing symptoms among these youth participants.

Results: More severe depressive symptoms correlated with more time spent stationary ($r=0.293; P=.003$), less mobility ($r=0.271; P=.006$), higher light intensity during the night ($r=0.227; P=.02$), and fewer outgoing calls ($r=-0.244; P=.03$). In contrast, more severe anxiety symptoms correlated with less time spent stationary ($r=-0.249; P=.01$) and greater mobility ($r=0.234; P=.02$). In addition, youths with higher anxiety scores spent more time on the screen ($r=0.203; P=.049$). Finally, adding passively collected smartphone sensor data to the prediction models of internalizing symptoms significantly improved their fit.

Conclusions: Passively collected smartphone sensor data provide a useful way to monitor internalizing symptoms among youth. Although the results replicated findings from adult populations, to ensure clinical utility, they still need to be replicated in larger samples of youth. The work also highlights intervention opportunities via mobile technology to reduce the burden of internalizing symptoms early on.
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Introduction

Background

Internalizing disorders are the most common psychiatric problems among youth in Canada, with an estimated 6-month prevalence of 11% to 14% and more girls being affected than boys [1]. Over the last 3 decades, a steep increase in the prevalence of internalizing disorders has been observed; unfortunately, this trend is likely to continue [1]. Internalizing disorders typically have an early onset in childhood or adolescence and are characterized by high rates of relapse and chronicity, often resulting in substantial impairment across the lifespan. They are among the top 10 global causes of years lived with disability [2], and severely affect psychosocial development [1], family and social functioning, long-term health outcomes [3], and increased the risk of death by suicide [4]. Unfortunately, only 20% of youth with these disorders receive adequate mental health care [5]. If health professionals cannot predict and efficiently prevent new onset and poor outcomes of internalizing disorders in youth, then this field faces a crisis. Particularly, intervening at critical moments—that is—during mental health crises, including times of risk of suicide, self-harm, psychotic breakdown, substance use relapse, bullying, and interpersonal loss can have a major impact on improving youth mental health.

Current methods of predicting internalizing disorders usually rely on subjective symptom ratings obtained at discrete time points during routine clinical care (eg, clinical monitoring and screening). However, clinical decision-making based on such subjective information is challenging, as changes in symptoms might be subthreshold, context-dependent, or too subtle to be captured using subjective patient ratings. Symptom recall in patients might also not be accurate, potentially biased by current symptom severity [6] and environmental stressors [7]. Moreover, subjective self-reports often fail to reflect symptom variability and context reactivity. Therefore, novel prediction tools need to be developed to meet the highest standards of reliability, feasibility, scalability, and affordability. Given the large proportion of youths who experience mental health crises and do not receive treatment [8], these prediction tools must also encompass those who are not in traditional mental health care.

The recent proliferation of mobile sensing technologies offers health care professionals unprecedented access and insights into youth behavior and mood. Of profound clinical importance is the ability of these technologies to unobtrusively record aspects of youth behaviors in their daily lives with the potential to make inferences about their mental health states [9]. Crucially, these technologies make it possible to obtain detailed moment-by-moment information on youth behaviors and mood while requiring only minimal, if any, active involvement of the users [10]. Smartphones may be especially helpful prediction tools, not only because they afford a wide variety of types of behavioral data that can be automatically recorded by their built-in sensors, but also because they are integral to a youth’s life and nearly 80% of youths own at least 1 smartphone. Thus, smartphones might allow long-term clinical monitoring of internalizing disorders at low cost and high scalability. Collecting high-quality, passive mobile sensing data might further enable the generation of predictive algorithms for solving previously intractable problems and identifying risk states before they manifest as full-blown internalizing disorders.

Previous Work

The utility of mobile sensing approaches to predict internalizing symptoms has been examined in multiple studies involving adult populations. Several mobile sensor features mirror internalizing symptoms in these studies [11-14]. In particular, GPS data have been shown to be of value in the prediction of internalizing symptoms. For example, the number of different locations visited was found to be negatively associated with social anxiety [11,12] and depression [15-17]. Study participants with social anxiety and depression were also found to avoid public areas and engage in less leisure activities, choosing instead to spend more time at home after school [11,12]. Studies exploring phone use data have reported the number of outgoing calls and messages to negatively correlate with internalizing symptoms [13,15,18]. In addition, ambient light data, an indicator of quality of sleep, were found to be associated with internalizing symptoms [19]. However, to date, mobile sensing studies in the context of youth have been limited [20]. We are only aware of a small pilot study exploring the utility of an Android mobile sensing app among 11 youth patients diagnosed with a major depressive disorder [21]. In that study, the daily number of steps, SMS frequency, and average call duration across a 2-week window were found to be highly correlated with the clinical symptoms of depression. However, in contrast to many studies among adults [17,22], clinical symptoms of depression correlated positively with entropy among youth [21]. This is in line with findings from Jongs et al [22], who also described strong age-related differences in entropy and other GPS-related measures of mobility in a sample aged 18-90 years. Similarly, phone use patterns have been shown to vary between youths and adults. Using a mobile sensing approach, Christensen et al [23] observed that younger age was significantly associated with more screen time. Importantly, screen time has been suggested to be differentially related to internalizing symptoms across age groups [24]. Thus, it is important to explore whether the mobile sensor features found to mirror internalizing symptoms in adults also predict such symptoms in youth.

Study Aims

Accordingly, this study aims to test the utility of passively collected smartphone sensor data (ie, incoming and outgoing calls, text messages, and GPS data), gathered over 14 days via a mobile sensing app, as the predictors of internalizing symptoms in youth. Studies have shown that internalizing symptoms are common in the general population [25], and the combination of patient and general population samples is meaningful for examining this pathology on a continuum. Therefore, this study aims to collect data from both clinical and nonclinical youth populations. Moreover, the study also uses a mobile sensing app that works on both iOS and Android operating systems, ensuring the generalizability of our results. By including iOS and Android users from clinical and nonclinical settings, we have advanced the inclusivity of current mobile sensing studies in youth [21]. In addition, we hypothesize that mobile sensing data will be associated with internalizing...
Methods

Overview

Youth participants from clinical and non-clinical populations were recruited for a 14-day observational study, in which a custom app was installed on their personal Android or iOS phone. Self-report measures of anxiety and depression were collected at the beginning of the study. Throughout the duration of the study, the smartphone app passively recorded multiple indices of the youths’ daily life behaviors in an unobtrusive manner. The indices were selected based on findings that demonstrated their potential to make inferences about mental health states [26,27]. These indices included geolocation, sleep, phone use, calls, and messages. A set of features were designed and used to extract higher-level information from these data. Statistical analyses were performed to determine whether a significant relationship existed between participants’ self-reported symptoms of anxiety or depression and these features. The Sciences Research Ethics Board of the Izaak Walton Killam Health Centre in Halifax, (Nova Scotia, Canada) approved this study, which also included the collection of location data.

Study Procedure

Youth were recruited via posters and social media from the outpatient psychiatry clinic at Izaak Walton Killam Health Centre and the local community in Halifax between February 2020 and July 2020. Youths interested in the study were referred over a link to the lab’s screening page. The study inclusion criteria were as follows: subjects should (1) be between 10 and 21 years old, (2) reside in Canada, (3) be fluent in English, and (4) have an Android or iOS phone that would be in use as the primary mobile phone during the study period (14 days). There were no exclusion criteria for this study. Youth participants who met the inclusion criteria could read a description of the study, which included an informed consent guide. There was no deception nor were the study aims omitted for the participants. All participants provided written informed consent with the necessary permissions to access their data, followed by a log-in. Immediately following the setup and log-in, the app began to continuously collect data in the background. No further actions or interactions with the study app were performed until the end of the study, and data were uploaded for 14 days. At this time, the youths received a notification, informing them that the study had ended and directed them to uninstall the app from their phone. A study ID was assigned to each participant, and documents connecting the ID and the participant’s name, demographics, and clinical data were kept separate. The data on the phone were anonymous and only identifiable through the participants’ study ID. To encourage youths to participate in our study, we offered them a monetary reward of Can $20.00 (US $15.82). The REDCap (Research Electronic Data Capture) platform [28] was used for web-based screening, consent, and clinical surveys. REDCap is a secured web-based app that allows researchers to collect, store, and manipulate research data.

Self-report Assessment

Youth participants completed two self-report measures of internalizing symptoms in digital form at the beginning of the 14-day study. Anxiety symptoms were assessed using the Screen for Child Anxiety-Related Emotional Disorders (SCARED) [29]. SCARED is a self-report instrument for children and their parents, including 41 items that screen for several types of 4 anxiety disorders, namely, generalized anxiety disorder, separation anxiety disorder, panic disorder, and social anxiety disorder [30]. Both the child and parent versions of SCARED in clinical samples demonstrated good internal consistency (α=.74-.93), test-retest reliability (intraclass correlation coefficients 0.70-0.90), and discriminative validity (both between anxiety and other disorders and within anxiety disorders) [29,30]. We administered a 33-item version of SCARED, excluding items related to separation anxiety disorders.

Depression symptoms were assessed using the Center for Epidemiological Studies Depression Scale for Children (CES-DC), which includes 20 items. CES-DC screens for behavioral and cognitive components of depression [31]. The sensitivity of the CES-DC is 85% and can be considered good [32]. In addition, the CES-DC showed results similar to the results of other highly validated instruments [33,34].

To be able to adjust for comorbid externalizing symptomatology, we also required the youths to complete the Adult Attention-Deficit Hyperactivity Disorder Self-Report Scale (ASRS) with adolescent prompts. On the basis of an 18-item scale, the ASRS assesses hyperactivity or impulsivity and inattentiveness symptoms. The ASRS demonstrated a good internal consistency (α=.80) and reliability (α=.79) in adolescent samples [35]. The SCARED, CES-DC, and ASRS instruments asked youth participants to evaluate their symptoms over the past 3 months.

Smartphone Data Collection

A mobile sensing app was designed and created to collect all the study data. The PROSIT (Predicting Risk and Outcomes of Social Interactions) tool captures multiple indices of a youth’s data, we have some exploratory aims, namely, whether the data indicate any nuanced biomarkers that may be worth examining in future iterations of this work.
daily life behaviors via the naturalistic use of a smartphone (Figure 1). In this study, we used the following features of the PROSIT tool: first, the tool collected GPS data every time the youths moved within a 20-meter radius, preventing the identification of their home address or precise geographical location to preserve privacy. Second, the app logged call events (ie, time and date of the call, duration, and contact of both incoming and outgoing calls), and screen on or off events (ie, time and date). Finally, we sampled ambient light data as an indicator of sleep using the PROSIT tool. Calls and phone use were event-based sensor streams, whereas GPS and ambient light data were sampled as time series. Upon installation, the PROSIT tool continuously ran in the background and collected sensor and use data. The data were first stored locally and then automatically uploaded every hour to a remote server when the phone was in an idle state, and the Wi-Fi was connected. To protect user privacy, all collected sensitive personal data, such as contact details (ie, names and phone numbers), were anonymized during data collection by the app through the built-in cryptographic hash functions, thus guaranteeing that user identity was never recorded either locally or remotely. As the tool is not yet distributed through the official mobile app stores from Apple and Google, a TestFlight-based distribution for iOS and downloadable Android packages for Android was used in this study. The iOS version of the tool was built in the native Swift language using XCode 13 (Apple), whereas the Android version was built using Java and Kotlin languages using Android Studio 4.1 (Google). Importantly, the PROSIT tool also captured steps, notifications, installed apps, app use time, typed text, and music listened to. However, we decided not to include these measures in the current analyses, as these data were slightly differently sampled among Android and iOS users because of certain iOS-specific restrictions. More information on the PROSIT tool is presented in Multimedia Appendix 1 [13,36-50].

Figure 1. Sensors used to capture behavioral traits.

### Participant

A total of 161 youth participants downloaded the PROSIT tool into their phone, 6.8% (11/161) withdrew from the study (only 3/161, 1.8% due to privacy concerns), 15.5% (25/161) provided less than 14 days of data, and 1.8% (3/161) did not provide data on sensors relevant to this study. Therefore, this study focused on 75.7% (122/161) of the initial youth participants. Youth participants were, on average, 18 (SD 2.76) years old and 78.6% (96/122) were female. A total of 5.7% (7/122) participants identified themselves as indigenous, 5.7% (8/122) as black Canadian, 6.5% (8/122) as Asian, and the other 81.9% (100/122) were identified as non-Hispanic Caucasians. As a marker of the youths’ socioeconomic status, we obtained information on maternal education: 4.1% (5/122) of the youths’ mothers had not finished high school, 14.7% (18/122) had finished high school, 23.7% (29/122) had received further education, 54.1% (66/122) had attended university, and 3.2%
cases lacked this information. A total of 78.6% (96/122) youths were iOS users and 21.3% (26/122) were Android users. In total, 24.5% (30/122) of the youth participants had a lifetime diagnosis of depression, 31.9% (39/122) had a lifetime diagnosis of generalized anxiety disorder, and 9.8% (12/122) had a lifetime diagnosis of social phobia. Regarding the self-report measures of internalizing symptoms, SCARED mean 33.02 (SD 14.79) and range 3-62, the CES-DC mean 32.59 (SD 15.23) and range 1-58. During the study period, 9.8% (12/122) youths were diagnosed with depression, 11.4% (14/122) were diagnosed with generalized anxiety, and 4.9% (6/122) were diagnosed with social phobia. Finally, we excluded two participants from the call analyses and one participant from the GPS analyses, as they were extreme outliers.

Feature Extraction

Raw unobtrusive mobile sensing data with respect to mobility, social interactions, phone use, and sleep were aggregated into daily summaries. As outlined above, we logged each GPS data point when the displacement from the last point was larger than 20 m. From these data, we extracted the number of locations visited per hour for at least 2 minutes. The distance between stationary states is defined by the Haversine distance function, which calculates the distance between a pair of coordinates denoted by latitude and longitude. We extracted the total distance traveled (times traveled a day), normalized entropy, and time spent at one location (ie, stationary at work or at home), 2-9 locations (ie, moving), and over 10 locations (ie, transportation) per hour for each participant on a daily basis. Normalized entropy was defined as

\[
\text{Normalized Entropy} = -\sum_{i=1}^{N} p_i \log p_i / \log N (1)
\]

where each \(i=1, 2, \ldots, N\) represented a location cluster (in a 150-m radius), \(N\) denoted the total number of location clusters, and \(p_i\) was the percentage of time the participant spent at the location cluster \(i\). High entropy indicated that the participant spent time more uniformly across different location clusters, whereas lower entropy indicated a greater inequality in the time spent across the clusters. Unlike entropy, the normalized entropy is invariant to the number of clusters; thus, it depends solely on the distribution of the visited location clusters. The value of normalized entropy ranges from 0 to 1, where 0 indicates that all location data points belong to the same cluster, and 1 implies that they are uniformly distributed across all clusters. For each phone call, we logged the timestamp, type (incoming, outgoing, and missing), and duration. For each user, we computed the total number of phone calls (connected, incoming, and outgoing) and total call duration on a daily basis. The raw mobile phone screen on or off events were transformed into two features: (1) the total number of times the screen was turned on per day and (2) the total amount of screen time per day (calculated as the difference between the number of screen on or off events). From the ambient light data, we logged changes in light intensity and calculated the time spent at each light intensity level. Next, we computed the total average light intensity, time spent in the lowest and highest light intensity ranges during nighttime per day (11 PM-7 AM), which was used as an indicator of sleep quality.

Statistical Analysis

After completing feature extraction and exclusion of extreme outliers, we performed the Spearman correlation analysis of sensor data over 14 days with SCARED and CES-DC scores of youth participants at a dimensional level. All analyses were adjusted for age, sex, and maternal education as the indicators of socioeconomic status, comorbidities, and the smartphone operating system. In addition, we included the month of assessment to account for potential impact of the pandemic on the results. We also fitted linear regressors by comparing models with and without passively collected smartphone sensor data as predictors. Finally, we assessed the discriminant validity of the predicted internalizing symptoms; for example, we ran correlations between the SCARED scores based on smartphone biomarkers and CES-DC and ASRS scores.

Results

Mobile Sensing Data Characteristics

The mean and SD of mobile sensing features across youth participants are presented in Table 1. To predict the assessment of internalizing symptoms (SCARED and CES-DC), we used averages across individuals as predictor variables.
Table 1. Descriptive statistics of mobile sensor data and features.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mobility</strong></td>
<td></td>
</tr>
<tr>
<td>Time sedentary</td>
<td>18.82 (3.60)</td>
</tr>
<tr>
<td>Time moving</td>
<td>4.02 (3.56)</td>
</tr>
<tr>
<td>Distance traveled</td>
<td>6.01 (3.56)</td>
</tr>
<tr>
<td>Entropy</td>
<td>0.48 (0.20)</td>
</tr>
<tr>
<td><strong>Social interaction</strong></td>
<td></td>
</tr>
<tr>
<td>Call duration</td>
<td>15.22 (13.63)</td>
</tr>
<tr>
<td>Incoming calls</td>
<td>1.81 (0.94)</td>
</tr>
<tr>
<td>Outgoing calls</td>
<td>2.11 (1.20)</td>
</tr>
<tr>
<td>Connected calls</td>
<td>2.30 (1.25)</td>
</tr>
<tr>
<td><strong>Phone usage</strong></td>
<td></td>
</tr>
<tr>
<td>Screen use time</td>
<td>249.58 (109.28)</td>
</tr>
<tr>
<td>Screen use unlocks</td>
<td>53.66 (38.71)</td>
</tr>
<tr>
<td><strong>Sleep</strong></td>
<td></td>
</tr>
<tr>
<td>Ambient light intensity</td>
<td>304,883 (95,828)</td>
</tr>
</tbody>
</table>

**Clinical symptoms**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCAREDa</td>
<td>33.02 (14.79)</td>
</tr>
<tr>
<td>CES-DCb</td>
<td>32.59 (15.23)</td>
</tr>
</tbody>
</table>

Notes:
aSCARED: Screen for Child Anxiety-Related Emotional Disorders.
bCES-DC: Center for Epidemiological Studies Depression Scale for Children.

Relationship Between Smartphone Data and Psychometric Scores

We used the pairwise Spearman coefficient as an indicator of the correlations between mobile sensing data and clinical self-report measures of internalizing symptoms (SCARED, CES-DC). The mobile sensing data were represented by mobility, social interaction, phone use, and sleep-related features extracted using methods described in Feature Extraction and Statistical Analysis of the Methods section. The analysis and correlations are shown in Tables 2 and 3.

Table 2 shows the correlations between mobility and internalizing symptom scores, where mobility is captured using GPS data. From the table, we observe that youths with more severe depression and higher CES-DC scores spent more time stationary ($r=0.293; P=.003$) and were significantly less mobile ($r=-0.271; P=.006$). In contrast, less time spent stationary ($r=-0.249; P=.01$) and higher mobility ($r=0.234; P=.02$) were associated with more anxiety symptoms as measured by SCARED. No correlations between normalized entropy values and internalizing symptoms were observed.

The correlations of social interactions, phone use, and sleep-related features with internalizing symptom scores are shown in Table 3. The results indicate that higher depression scores are significantly correlated with lower social interaction levels, such as fewer outgoing phone calls ($r=-0.223; P=.03$). Higher anxiety scores also correlated with fewer outgoing phone calls ($r=-0.293; P=.003$); however, this correlation became insignificant after adjusting for comorbid depression ($r=-0.069; P=.50$). In addition, higher ambient light intensity during the night, which is a proxy for poorer sleep quality, was correlated with higher depression scores ($r=0.227; P=.02$), but not anxiety scores ($r=-0.15; P=.12$). Conversely, higher smartphone screen use was only correlated with higher anxiety scores ($r=0.203; P=.049$).

Table 2. Spearman correlation coefficients between internalizing symptoms and mobility features.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Anxiety</th>
<th>Depression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation coefficient ($r$)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Distance travelled</td>
<td>0.230</td>
<td>.02</td>
</tr>
<tr>
<td>Time moving</td>
<td>-0.248</td>
<td>.01</td>
</tr>
<tr>
<td>Time sedentary</td>
<td>0.234</td>
<td>.02</td>
</tr>
<tr>
<td>Entropy</td>
<td>0.076</td>
<td>.46</td>
</tr>
</tbody>
</table>
Thus, internalizing symptoms assessed by clinical instruments were significantly correlated with mobility levels and social interactions captured by passive smartphone sensor data. We also observed significant correlations between other daily living contexts (ie, ambient light intensity and smartphone screen use) and internalizing symptoms.

The inclusion of mobility, social interactions, phone use, and sleep-related features significantly improved the fit of models predicting more severe depression and higher CES-DC scores ($F_{17,62}$=2.036; $P$=.04), as well as more severe anxiety and higher SCARED scores ($F_{17,62}$=2.256; $P$=.02). Finally, predicted SCARED scores from smartphone biomarkers correlated with higher depression scores ($r$=0.258; $P$=.01), but not ASRS scores ($r$=0.062; $P$=.55). Consistently, predicted CES-DC scores correlated with higher anxiety scores ($r$=0.258; $P$=.01), but not ASRS scores ($r$=0.020; $P$=.85).

### Discussion

#### Principal Findings

Our results support the hypothesis that passively collected smartphone sensor data can provide sufficient information for successfully predicting internalizing symptoms among youth. The proposed approach worked well for youths who were usually heavy smartphone users. Remarkably, we were able to include youths as young as 10 years of age in our completely remote study design, demonstrating the feasibility of mobile sensing among youth. The data also underlined high acceptability; even youths with severe clinical symptomatology reported only minimal issues in the use of the app. Dropouts due to privacy concerns can be considered low (3/161, 1.9%).

The study indicated that there were significant correlations between internalizing symptoms and smartphone biomarkers. Lower levels of mobility, fewer social interactions, and higher ambient light intensity during the night, used as a proxy for poorer sleep quality, were correlated with higher depression symptoms. Higher levels of mobility, fewer social interactions, and higher smartphone screen use were correlated with higher anxiety symptoms among youth. The study also showed that by adding passively collected smartphone sensor data to prediction models, we were able to achieve better model fits. Finally, the results indicate the potential of smartphone biomarkers to have a discriminative nature by predicting other internalizing symptoms but not adult attention-deficit hyperactivity disorder symptoms.

Here, we expand on the only previous study among youth showing that light intensity and smartphone screen use in addition to mobility and social interactions might be valuable features for predicting internalizing symptoms among youth [21]. In addition, we confirmed the potential discriminative validity of smartphone biomarkers observed among adults in a youth sample [51]. Although our results on the number of outgoing calls negatively correlating with internalizing symptoms are in line with previous studies in adults [13,15,18], differences in mobility patterns of youths with high anxiety symptoms as compared with high depression symptoms have not been described thus far [11,14,21]. However, these findings have to be interpreted considering the recent pandemic and the behavioral changes accompanying it [52]. It is easy to argue that the time spent outside during a pandemic might increase anxiety symptoms.

#### Limitations and Future Directions

This study has some limitations that provide directions for future research. First, the conclusions must be considered preliminary, given the relatively small sample size of 122 youths and require further replication. Larger samples will also allow for more power to assess potentially moderating effects (eg, sex, trauma exposure), especially as the cost-effectiveness of mobile sensing by using the patients’ own smartphones is fostering the scalability of the approach. However, in contrast to many previous studies [11], we were able to work with a relatively heterogeneous real-world sample of youths, including patients with severe symptomatology, which may reduce the generalizability of our findings. Second, through the use of passively collected smartphone sensor data, we may miss relevant information on social interactions; for example, it can be difficult to infer the quality of the social contact based on the metadata of call logs. Third, our study focused on identifying between-person differences; the identified predictors might not be of value in predicting within-person variability of internalizing symptoms. Fourth, it is not possible to make any claims regarding causation between mobility, screen time, sleep, social interactions, and internalizing symptoms. It cannot be determined if fewer social interactions lead to more internalizing symptoms or vice versa. Fifth, our study was conducted during the recent pandemic that led to a multitude of behavioral changes [52,53]; thus, the results might not be generalizable to a postpandemic situation. However, our study findings were largely consistent with those of previous studies conducted in

<table>
<thead>
<tr>
<th>Feature</th>
<th>Anxiety Correlation coefficient ($r$)</th>
<th>Anxiety $P$ value</th>
<th>Depression Correlation coefficient ($r$)</th>
<th>Depression $P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call duration</td>
<td>0.024</td>
<td>.81</td>
<td>−0.035</td>
<td>.73</td>
</tr>
<tr>
<td>Incoming calls</td>
<td>0</td>
<td>.99</td>
<td>−0.072</td>
<td>.48</td>
</tr>
<tr>
<td>Outgoing calls</td>
<td>−0.069</td>
<td>.50</td>
<td>−0.223</td>
<td>.03</td>
</tr>
<tr>
<td>Connected calls</td>
<td>−0.106</td>
<td>.31</td>
<td>−0.110</td>
<td>.29</td>
</tr>
<tr>
<td>Ambient light intensity</td>
<td>−0.136</td>
<td>.12</td>
<td>0.227</td>
<td>.02</td>
</tr>
<tr>
<td>Screen use</td>
<td>0.203</td>
<td>.049</td>
<td>−0.113</td>
<td>.28</td>
</tr>
</tbody>
</table>

### Table 3. Spearman correlation coefficients between internalizing symptoms and social interactions, phone use, sleep-related features.
adult populations, supporting the reliability of mobile sensing results.

The next steps should focus on exploring how youth patients, their parents, and clinicians would prefer to be notified about the youths’ passively collected smartphone sensor data, what inferences can be drawn about youths’ mental health states from these data, and what actions they would find useful and acceptable in response to these data. For example, early warning signs can be identified from smartphone biomarkers, triggering early interventions. In addition, the enthusiasm for exciting new possibilities associated with passively collected smartphone sensor data must be carefully evaluated regarding the challenges of privacy and data security.

Conclusions

In sum, our study expands recent efforts to use passively collected smartphone sensor data for predicting internalizing symptoms among youth. Such accurate behavioral assessments might be especially important for youths with internalizing symptoms, given that the occurrence of these symptoms is more frequent than is typically reported. However, this method of harnessing naturally occurring behavioral data is certainly relevant for identifying and better understanding a range of maladaptive thoughts and behaviors that underlie psychiatric conditions more broadly. Finally, it is equally important to be sensitive and treat passively collected smartphone sensor data as sensitive health information and ensure adequate privacy and security controls are in place before wider use.
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The PROSIT (Predicting Risk and Outcomes of Social Interactions) app.
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Abstract

Background: Postpartum depression (PPD) is a prevalent mental health problem with serious adverse consequences for affected women and their infants. Clinical trials have found that telehealth interventions for women with PPD result in increased accessibility and improved treatment effectiveness. However, no comprehensive synthesis of evidence from clinical trials by systematic review has been conducted.

Objective: The aim of this study is to evaluate the effectiveness of telehealth interventions in reducing depressive symptoms and anxiety in women with PPD. To enhance the homogeneity and interpretability of the findings, this systematic review focuses on PPD measured by the Edinburgh Postnatal Depression Scale (EPDS).

Methods: PubMed, The Cochrane Library, CINAHL, PsycINFO, CNKI, and Wanfang were electronically searched to identify randomized controlled trials (RCTs) on the effectiveness of telehealth interventions for women with PPD from inception to February 28, 2021. Data extraction and quality assessment were performed independently by two researchers. The quality of included studies was assessed using the Cochrane risk-of-bias tool, and meta-analysis was performed using RevMan 5.4 software.

Results: Following the search, 9 RCTs with a total of 1958 women with PPD were included. The EPDS (mean difference=–2.99, 95% CI –4.52 to –1.46; P<.001) and anxiety (standardized mean difference=–0.39, 95% CI –0.67 to –0.12; P=.005) scores were significantly lower in the telehealth group compared with the control group. Significant subgroup differences were found in depressive symptoms according to the severity of PPD, telehealth technology, specific therapy, and follow-up time (P<.001).

Conclusions: Telehealth interventions could effectively reduce the symptoms of depression and anxiety in women with PPD. However, better designed and more rigorous large-scale RCTs targeting specific therapies are needed to further explore the potential of telehealth interventions for PPD.

Trial Registration: PROSPERO CRD42021258541; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=258541

(JMIR Mhealth Uhealth 2021;9(10):e32544) doi:10.2196/32544

KEYWORDS telehealth; postpartum depression; anxiety; meta-analysis
Introduction

Postpartum depression (PPD) is one of the most common mental health disorders in women after giving birth. A systematic review comprised of 58 articles with a total of 37,294 women reported that the overall prevalence of PPD was 17% among healthy mothers [1]. PPD symptoms in women manifest as sleep disorders, mood swings, sadness and crying, loss of appetite, a lack of interest in daily activities, or even more serious adverse outcomes such as suicide and infanticide [2]. PPD may also be associated with an increased risk of cognitive and behavioral problems in infants [3]. Timely access to effective interventions such as psychotherapy and pharmacotherapy is important for women affected by PPD [4,5]. However, breastfeeding mothers may have concerns regarding their infant’s exposure to medications because of reported side effects of antidepressant exposure in infants (eg, excessive crying, colic, irritability, sedation, poor feeding, and sleep problems) [6]. Therefore, antidepressant medications are recommended only for women with severe depression, while psychotherapy is the first-line method for prevention and treatment of mild to moderate PPD [7]. The clinical effectiveness of common psychotherapies for PPD such as peer support therapy [8], interpersonal therapy [9], cognitive behavioral therapy [10], and mindfulness therapy [11] has been demonstrated. However, psychotherapy conducted in a traditional face-to-face manner may not be accessible for many women due to time and financial hurdles, childcare concerns, and fear of social stigma [12].

Women who have challenges accessing face-to-face psychotherapy may benefit from telehealth interventions, through which health care and health education could be provided to them at home [13]. Telehealth technologies include telephones, websites, videoconferences, and apps that allow consultation, assessment, and intervention services to be provided remotely by health professionals or peer support [14], which have been widely used to help manage diseases in various domains, including diabetes self-management [15], pulmonary rehabilitation [16], and palliative home care [17]. In addition, telehealth has been gaining momentum in continuous obstetrical care [18]. Telehealth facilitates interactions and communication between specialists and patients in the field of maternal-fetal medicine, especially in the postpartum period for breastfeeding and lactation assistance in rural communities [19]. Telehealth care has many benefits, including increased access and convenience and decreased social stigma and costs [20].

A previous study [21] showed that there are 18 scales for screening depression symptoms, including the Patient Health Questionnaire-9 Item [22], the Beck Depression Inventory II scale [23], the Postpartum Depression Screening Scale [24], and the Edinburgh Postnatal Depression Scale (EPDS) [25,26]. These scales have different sensitivity, specificity, and disease predictivity. Of them, EPDS is the most reliable scale in terms of disease predictivity and adaptivity for differences in population profiles, and it has therefore been the most frequently used scale in clinical and research settings to screen for PPD [25,26]. To enhance the homogeneity and interpretability of the findings, this systematic review targets adult women with PPD measured by EPDS [25,26].

Methods

Overview

This systematic review was conducted following the guidelines of the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [27]. The study protocol was registered in PROSPERO (the International Prospective Register of Systematic Reviews) as CRD42021258541.

Search Strategy

For this study, 4 English databases (PubMed, the Cochrane Library, CINAHL, and PsycINFO) and 2 Chinese databases (CNKI and Wanfang) were electronically searched to identify randomized controlled trials (RCTs) on the effectiveness of telehealth interventions for women with PPD from inception to February 28, 2021. Advanced searches were performed using a combination of two groups of terms according to the syntax rules of each database: (1) telehealth-related terms, including telehealth, telemedicine, telecommunication, telephone, remote consultation, information technology, mobile health, m-Health, e-Health, internet, web-based, social media, application, and software, and (2) PPD-related terms, including postpartum depression, PPD, post-partum depression, postnatal depression, post-natal depression, maternal depression, postpartum mental disorder, and puerperal disorder. In addition, ClinicalTrials.gov, the World Health Organization International Clinical Trials Registry Platform, and the Chinese Clinical Trial Register were searched for unpublished trials relevant to this review.

Inclusion and Exclusion Criteria

To be eligible, RCTs had to meet the following criteria: (1) target adult women with EPDS scores ≥9 points; (2) use telehealth interventions including mobile phones, apps, websites, or other remote technologies compared with routine care in the control group (participants in the control group were inaccessible to any telehealth technologies, but were free to receive routine care including any offline treatment at public hospitals or maternal and child health care centers); (3) assess the primary outcome of depression symptoms using EPDS, and secondary outcomes including any improvement of social support, loneliness, and anxiety using any scale; and (4) be published in English or in Chinese.

Studies were excluded for the following reasons: (1) study included women with severe physical illnesses, a history of mental illnesses and medication treatments, drug and/or alcohol abuse, or suicidal tendency; (2) study included women whose infants had adverse neonatal outcomes such as 5-minute Apgar score <5 points, assisted ventilation for more than 6 hours, neonatal seizure, birth injury, or neonatal death; and (3) study was an RCT protocol or duplicate.

Study Selection

The software Endnote X9 (Clarivate Analytics) was used to import all the references and remove duplicates. The remaining studies were assessed against the inclusion and exclusion criteria by two independent reviewers (LZ and JC). Study selection was conducted in a stepwise manner. First, titles and abstracts of all studies were independently screened for potential eligibility.
Any disagreements were discussed until consensus was reached. Second, the full papers of all included abstracts were independently assessed. Any discrepancies that arose during the assessment were resolved by a third reviewer (RHX).

**Quality Assessment**

The risk of bias was assessed according to the guidelines provided by the Cochrane risk-of-bias tool for randomized trials (version 2.0) [28]. Risk ratings of “low risk,” “unclear,” and “high risk” were assigned to each type of bias based on the presence of selection bias, performance bias, detection bias, attrition bias, reporting bias, and other bias. Any disagreements with respect to study quality were resolved by a third reviewer (RHX).

**Data Extraction**

The data were extracted independently by two reviewers (LZ and JC) at the same time and disagreements were resolved by consensus. Data extracted from each relevant trial included author, the year of publication, country, participant, inclusion criterion (EPDS scores), sample size, telehealth technology, specific therapy, follow-up time, and outcomes (primary and secondary outcomes) with measure scales. Any disagreements between the two reviewers were resolved by a third reviewer (RHX).

**Data Synthesis and Analysis**

RevMan 5.4 software (The Cochrane Collaboration) was applied in the meta-analysis of the data. The effect estimate was expressed as means and standard deviations (SD) for continuous data. The standardized mean differences (SMD) with their corresponding 95% CI were applied to combine studies that measured the same outcome with different scales. If the same scales were used to evaluate one outcome, mean difference (MD) with its 95% CI could be employed. MD was derived from inverse variance methods. If the SD was not reported, it was computed from standard error (SE) following the Cochrane Handbook [28]. Heterogeneity was assessed by \( I^2 \), with significant statistical heterogeneity as \( I^2 > 50\% \). The fixed-effect model was used to estimate one true effect in cases without significant heterogeneity (\( I^2 < 50\% \)), whereas the random-effect model was employed to estimate the effects in cases with significant heterogeneity between studies (\( I^2 > 50\% \)). When there was significant heterogeneity, data would be double-checked and then subgroup analysis or sensitivity analysis was performed to explore the sources of heterogeneity. A \( P \) value <0.05 was considered statistically significant.

**Results**

**Search Results**

The PRISMA flow diagram for this study is shown in Figure 1. The search strategies yielded 1001 potentially relevant citations from the 6 electronic databases searched. After excluding duplications and screening titles and abstracts for eligibility, 31 studies were retained for full-text evaluation. Of them, 22 studies were excluded according to the inclusion and exclusion criteria. A total of 9 studies [29-37] were included in this systematic review.

---

**Figure 1.** Flow diagram of study selection.

[Flow diagram showing the selection process of studies]
Characteristics of Included Studies

This systematic review included 9 RCTs [29-37] with a total of 1958 participants. The 9 studies included were conducted in Singapore, Canada, Portugal, Iran, China, and the United Kingdom and were published between 2003 and 2020. Participants were postpartum women aged ≥18 years. All recruited participants had baseline EPDS scores ≥9 points. The sample sizes ranged from 42 to 910. The 9 included studies applied telehealth technologies including telephones [29-31,34,36,37], apps [33,37], and websites [32,35,36]. Of them, 3 studies [29,30,37] used peer support therapy, 5 studies [32-36] used cognitive behavioral therapy and behavioral activation therapy, and 1 study [31] used interpersonal therapy. The follow-up period of these 9 studies [29-37] ranged from 4 weeks to 36 weeks after completion of telehealth interventions. Characteristics of the 9 studies included are presented in Multimedia Appendix 1.

Risk of Bias

We summarized the findings for risk of bias in Figure 2 and Multimedia Appendix 2. Among the 9 RCTs [29-37], 5 studies [30-33,37] used a computer-generated random sequence, 1 study [34] used a random number table, 2 studies [35,36] used a minimization algorithm including a stochastic element, and 1 study [29] only mentioned the word “random,” with no details of the randomization method used. Allocation concealment was done in 5 studies [29,34-37]. Furthermore, 1 study [37] implemented the blinding of participants and personnel and outcome assessment, 4 studies [32,33,35,36] were unclear about the blinding of outcome assessment, and 4 studies [30,31,33,34] had high risk of bias on implementing the blinding of participants and personnel. All 9 studies included had low risk of bias on incomplete outcome data, selective reporting, or other bias.

Figure 2. Risk of bias graph.

Meta-Analysis

Depressive Symptoms in the Telehealth Group and the Control Group

The 9 included studies [29-37] assessed the effectiveness of telehealth interventions on depressive symptoms among 1958 women by comparing the telehealth group and the control group.

Depressive symptoms were all measured using EPDS. Considerable heterogeneity among studies was detected ($I^2$ >50%); thus, a randomized model was used. The overall pooled analysis demonstrated that total EPDS scores of women with PPD who received telehealth interventions were significantly lower than the control group (MD=-2.99, 95% CI -4.52 to -1.46; $P<$ .001; $I^2$=93%; Figure 3).
Social Support in the Telehealth Group and the Control Group

A total of 2 studies [36,37] reported social support improvement after interventions by the Perceived Social Support for Parenting instrument [37] and the Social Provision Scale [36]. The efficacy of telehealth was evaluated among 101 women by comparing the telehealth and control groups. There was no statistically significant difference between the two groups ($SMD=-0.21, 95\% \text{ CI} -0.40$ to $0.82; P=.50, I^2=59\%$; Figure 4).

Loneliness in the Telehealth Group and the Control Group

A total of 2 studies [30,37] reported loneliness scores after interventions using the University of California, Los Angeles Loneliness Scale. The efficacy of telehealth was evaluated among 721 participants by comparing the telehealth and control groups. Meta-analysis showed no statistically significant difference between the two groups ($MD=-1.82, 95\% \text{ CI} -4.60$ to $0.95; P=.20, I^2=83\%$; Figure 5).
Loneliness scores in the telehealth group and the control group.

A total of 5 studies [30-32,36,37] presented anxiety symptoms after interventions. Anxiety symptoms were measured through the State-Trait Anxiety Inventory [30,31,37], the Hospital Anxiety and Depression Scale [32], and the Generalized Anxiety Disorder 7-item scale [36]. Scores of anxiety symptoms in the telehealth group were lower than in the control group (SMD=–0.39, 95% CI –0.67 to –0.12; \( P = .005; I^2 = 76\% \); Figure 6).

### Anxiety in the Telehealth Group and the Control Group

A total of 5 studies [30-32,36,37] presented anxiety symptoms after interventions. Anxiety symptoms were measured through the State-Trait Anxiety Inventory [30,31,37], the Hospital Anxiety and Depression Scale [32], and the Generalized Anxiety Disorder 7-item scale [36]. Scores of anxiety symptoms in the telehealth group were lower than in the control group (SMD=–0.39, 95% CI –0.67 to –0.12; \( P = .005; I^2 = 76\% \); Figure 6).

### Sensitivity and Subgroup Analysis

In relation to the primary outcome (i.e., depressive symptoms improvement), the pooled estimates were consistent when excluding one study at a time, indicating that the meta-analysis results of this study were stable and reliable. A series of subgroup analyses were performed to uncover more information about the heterogeneity (as shown in Table 1). Subgroup analyses were performed according to the severity of PPD, telehealth technology, specific therapy, and follow-up time. However, considerable heterogeneity (\( I^2 \geq 71\% \)) existed in each subgroup analysis.
Table 1. Subgroup analyses of the effect of telehealth interventions on depressive symptoms.

<table>
<thead>
<tr>
<th>Subgroup analyses</th>
<th>Number of randomized controlled trials</th>
<th>Mean difference (95% CI)</th>
<th>Z statistic</th>
<th>P value</th>
<th>$I^2$, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Severity of postpartum depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPDS scores ≥9</td>
<td>3 [29,30,37]</td>
<td>–1.64 (–2.20 to –1.08)</td>
<td>5.76</td>
<td>&lt;.001</td>
<td>71</td>
</tr>
<tr>
<td>EPDS scores ≥10</td>
<td>2 [32,34]</td>
<td>–0.94 (–1.78 to –0.10)</td>
<td>2.2</td>
<td>.03</td>
<td>81</td>
</tr>
<tr>
<td>EPDS scores ≥12</td>
<td>4 [31,33,35,36]</td>
<td>–5.27 (–5.95 to –4.60)</td>
<td>15.29</td>
<td>&lt;.001</td>
<td>84</td>
</tr>
<tr>
<td><strong>Telehealth technology</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>6 [29-31,34,36,37]</td>
<td>–2.18 (–2.64 to –1.72)</td>
<td>9.26</td>
<td>&lt;.001</td>
<td>84</td>
</tr>
<tr>
<td>App</td>
<td>2 [33,37]</td>
<td>–4.02 (–4.67 to –3.36)</td>
<td>12.03</td>
<td>&lt;.001</td>
<td>98</td>
</tr>
<tr>
<td>Website</td>
<td>3 [32,35,36]</td>
<td>–1.62 (–2.47 to –0.78)</td>
<td>3.76</td>
<td>&lt;.001</td>
<td>87</td>
</tr>
<tr>
<td><strong>Specific therapy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peer support</td>
<td>3 [29,30,37]</td>
<td>–1.64 (–2.20 to –1.08)</td>
<td>5.76</td>
<td>&lt;.001</td>
<td>71</td>
</tr>
<tr>
<td>Interpersonal psychotherapy</td>
<td>1 [31]</td>
<td>–5.13 (–6.44 to –3.82)</td>
<td>7.7</td>
<td>&lt;.001</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Cognitive behavioral therapy</td>
<td>3 [32-34]</td>
<td>–3.25 (–3.91 to –2.60)</td>
<td>9.73</td>
<td>&lt;.001</td>
<td>97</td>
</tr>
<tr>
<td>Behavioral activation therapy</td>
<td>2 [35,36]</td>
<td>–3.30 (–4.50 to –2.10)</td>
<td>5.4</td>
<td>&lt;.001</td>
<td>0</td>
</tr>
<tr>
<td><strong>Follow-up time (weeks)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2 [29,37]</td>
<td>–1.21 (–1.93 to –0.49)</td>
<td>3.3</td>
<td>.001</td>
<td>73</td>
</tr>
<tr>
<td>6</td>
<td>1 [34]</td>
<td>–1.90 (–3.08 to –0.72)</td>
<td>3.16</td>
<td>.002</td>
<td>N/A</td>
</tr>
<tr>
<td>8</td>
<td>3 [29,32,33]</td>
<td>–3.86 (–4.64 to –3.07)</td>
<td>9.6</td>
<td>&lt;.001</td>
<td>99</td>
</tr>
<tr>
<td>12</td>
<td>3 [30,31,37]</td>
<td>–2.12 (–2.65 to –1.60)</td>
<td>7.92</td>
<td>&lt;.001</td>
<td>93</td>
</tr>
<tr>
<td>15</td>
<td>1 [35]</td>
<td>–3.34 (–4.75 to –1.93)</td>
<td>4.65</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
<tr>
<td>17</td>
<td>1 [36]</td>
<td>–3.21 (–5.50 to –0.92)</td>
<td>2.74</td>
<td>.006</td>
<td>N/A</td>
</tr>
<tr>
<td>24</td>
<td>3 [30,31,34]</td>
<td>–1.58 (–2.14 to –1.03)</td>
<td>5.55</td>
<td>&lt;.001</td>
<td>94</td>
</tr>
<tr>
<td>36</td>
<td>1 [31]</td>
<td>–3.34 (–4.75 to –1.93)</td>
<td>4.65</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)EPDS: Edinburgh Postnatal Depression Scale.
\(^b\)N/A: not applicable.

**Discussion**

**Overview**

Our systematic review summarized the effectiveness of telehealth interventions on PPD and associated maternal mental health problems in the postpartum period (defined as ≤12 months after childbirth). We found that telehealth interventions could significantly improve depression and anxiety symptoms, although their effectiveness in improving social support and reducing loneliness was less certain.

**Effectiveness of Telehealth Interventions on Postpartum Depression**

In this study, we demonstrated that maternal depression scores were significantly lower in the telehealth group compared to the control group. Previous studies [30,34,38] were inconsistent regarding whether telehealth could improve maternal depression in the long term. One study [38] reported that the EPDS scores of women in the telehealth group increased at 24 weeks after interventions. Another study [30] discovered no significant difference in EPDS scores at 24 weeks after interventions between the two groups. However, one study [34] reported that EPDS scores at 24 weeks after interventions were significantly lower in the telehealth group. The synthesized result of this systematic review suggested that telehealth was effective in reducing EPDS scores at 24 weeks after the interventions, which was consistent with an earlier systematic review [39] comprised of 7 RCTs with a total of 1106 participants.

**Effectiveness of Telehealth Interventions on Social Support, Loneliness, and Anxiety**

In this study, we also summarized the effectiveness of telehealth interventions on mental health issues associated with PPD including social support, loneliness, and anxiety. However, telehealth interventions were not significantly effective at improving social support and loneliness in women affected by PPD. This may be related to the use of different assessment tools and the small number of included studies in the literature reporting on these outcomes. In an internet-based peer therapy project in Singapore [37], the authors found that the degree of loneliness in depressed women was reduced while social support was increased after an online peer support intervention that used telephones and apps. On the other hand, the symptoms of anxiety were significantly reduced in the telehealth group, updating the results in the study which found no evidence on the effectiveness
of telehealth for anxiety [40]. Coexistence of PPD and anxiety was common [41] and was mainly related to negative life events experienced by mothers with inadequate social support and increased childcare burden [42]. Results of this systematic review suggested that the potential for telehealth to improve mental health care for either PPD or anxiety is being increasingly recognized by affected women and health care providers [43]. Many women have already used publicly available online apps to access informational support, to consult a team of specialists, or to seek and find resources to alleviate PPD and anxiety [44].

Strengths and Limitations
This review has multiple strengths. The results of subgroup and sensitivity analyses suggested the findings are robust. More than half of the included trials were of high quality, with a relatively high degree of evidence that telehealth interventions could be effective in PPD treatment. Furthermore, the studies included were conducted in both developed and developing countries, expanding generalizability. Finally, this review analyzed not only the effectiveness of telehealth interventions on PPD, but also on social support, loneliness, and anxiety.

However, there are several limitations in this review. First, there could be selection bias in the original studies as most women participated in the studies on a voluntary basis and were recruited online. Second, most of the included studies relied on self-report measure scales at either recruitment or follow-up, which may lead to inflated estimates of effect sizes. Third, the findings of this meta-analysis were limited by major heterogeneity. There was methodological heterogeneity among the studies included in terms of the severity of PPD, telehealth technology, specific therapy, and follow-up time. In addition, the secondary outcomes in the 9 RCTs included were assessed using different scales.

Implications for Practice
Through telehealth services, women could have access to the relevant knowledge of psychological interventions anytime and anywhere. The anonymity of chat rooms in telehealth services could help protect women’s privacy, providing a new treatment option for women who do not want to receive a face-to-face treatment due to social stigma.

Implications for Future Research
This review highlights some directions for future research, including increasing research attention on antenatal and peripartum depression and determining the applicability of telehealth interventions for adolescent mothers who may be more comfortable with novel technologies. Consideration of an intervention including the mother’s partner may be an important approach in future research, especially in cases where triggering events (such as adverse infant outcomes, major negative life events) may affect both the woman and her partner. Future studies should also aim to enhance methodological quality through consistent design and execution on such aspects of the study including telehealth technology, follow-up time, and severity of PPD.

Conclusion
Telehealth interventions could effectively reduce the symptoms of depression and anxiety in women with PPD. However, better designed and more rigorous large-scale RCTs targeting specific therapies are needed to further explore the potential of telehealth interventions for PPD.

Acknowledgments
This work has been partly supported by the Canadian Institute of Health Research (FDN-148438), Clinical Research Startup Program of Southern Medical University by High-level University Construction Funding of Guangdong Provincial Department of Education (LC2019ZD019), The Seventh Affiliated Hospital, Southern Medical University (YNKT201802), and Key Project of Nursing Scientific Research Plan of Southern Medical University (Z2019001).

Conflicts of Interest
None declared.

Multimedia Appendix 1
Characteristics of the 9 included randomized controlled trials.
[DOCX File, 21 KB - mhealth_v9i10e32544_app1.docx]

Multimedia Appendix 2
Risk of bias chart.
[DOCX File, 21 KB - mhealth_v9i10e32544_app2.docx]

References


**Abbreviations**

EPDS: Edinburgh Postnatal Depression Scale
Review

Appropriation of mHealth Interventions for Maternal Health Care in Sub-Saharan Africa: Hermeneutic Review

Priscilla Maliwichi¹,², BSc, MSc; Wallace Chigona¹, BSocSci, MSc, PhD; Karen Sowon¹, BSc, MSc, PhD

¹Department of Information Systems, Faculty of Commerce, University of Cape Town, Cape Town, South Africa
²Department of Computer Science and Information Technology, Malawi Institute of Technology, Malawi University of Science and Technology, Thyolo, Malawi

Corresponding Author:
Priscilla Maliwichi, BSc, MSc
Department of Information Systems
Faculty of Commerce
University of Cape Town
Private Bag X1
Rondebosch
Cape Town, 7701
South Africa
Phone: 27 21 650 2261
Email: pmaliwichi@must.ac.mw

Abstract

Background: Many maternal clients from poorly resourced communities die from preventable pregnancy-related complications. The situation is especially grave in sub-Saharan Africa. Mobile health (mHealth) interventions have the potential to improve maternal health outcomes. mHealth interventions are used to encourage behavioral change for health care–seeking by maternal clients. However, the appropriation of such interventions among maternal health clients is not always guaranteed.

Objective: This study aims to understand how maternal clients appropriate mHealth interventions and the factors that affect this appropriation.

Methods: This study used a hermeneutic literature review informed by the model of technology appropriation. We used data from three mHealth case studies in sub-Saharan Africa: Mobile Technology for Community Health, MomConnect, and Chipatala Cha Pa Foni. We used the search and acquisition hermeneutic circle to identify and retrieve peer-reviewed and gray literature from the Web of Science, Google Scholar, Google, and PubMed. We selected 17 papers for analysis. We organized the findings using three levels of the appropriation process: adoption, adaptation, and integration.

Results: This study found that several factors affected how maternal clients appropriated mHealth interventions. The study noted that it is paramount that mHealth designers and implementers should consider the context of mHealth interventions when designing and implementing interventions. However, the usefulness of an mHealth intervention may enhance how maternal health clients appropriate it. Furthermore, a community of purpose around the maternal client may be vital to the success of the mHealth intervention.

Conclusions: The design and implementation of interventions have the potential to exacerbate inequalities within communities. To mitigate against inequalities during appropriation, it is recommended that communities of purpose be included in the design and implementation of maternal mHealth interventions.

(JMIR Mhealth Uhealth 2021;9(10):e22653) doi:10.2196/22653
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Introduction

Background

Approximately 295,000 women die globally from pregnancy- and child birth-related complications [1]. Most of these deaths are preventable [1]. The numbers are particularly high in transitional countries. For instance, sub-Saharan Africa recorded approximately 196,000 of these maternal deaths, and most of these deaths occurred in poorly resourced settings [1]. This translates to 533 deaths per 100,000 live births in sub-Saharan Africa [1]. Sustainable Development Goal 3 seeks to reduce the maternal mortality ratio to <70 deaths per 100,000 live births [1]. To contribute towards Sustainable Development Goal 3, information and communication technologies are used to improve maternal health care–seeking behavior. For example, mobile phones have been used to send health tips and reminders to visit antenatal care clinics and health facilities for delivery. The use of mobile phones in health care is known as mobile health (mHealth) [2].

Previous studies have pointed to the low uptake and low efficacy of mHealth interventions, especially in transitional countries [3,4]. For mHealth interventions to meet maternal health care needs, maternal health clients must not only adopt [5] but also appropriate interventions. Appropriation is the way technologies are adopted, adapted, and incorporated into everyday life [6]. The appropriation of technology goes beyond mere adoption. Appropriation also deals with how users engage with the technology, and this might differ from how the designers of the technology had intended. Information systems researchers have explored the phenomenon of technology appropriation [7-9]. Carroll et al [8] focused on the appropriation of technologies over time. Others have argued that the focus should be on how technologies are appropriated to get the job done or the intended outcome achieved [7]. Furthermore, technology appropriation may influence users for social changes [10]. Once technologies become a routine part of daily life, they often generate particular forms of habituated practice and a specific form of sociality.

Objectives

There is a need to investigate the appropriation of maternal mHealth interventions by maternal clients in transitional countries [11,12]. Most studies on the appropriation of mobile technologies have been conducted in resource-rich countries where mobile phone ownership is high and infrastructure is developed [7,11]. In contrast, in transitional countries, the adoption and appropriation of mobile phones to support health care are affected by demographic factors, such as low levels of literacy and low mobile phone ownership, and structural challenges, such as low connectivity [13]. To understand mobile technology use, it is necessary to understand technology appropriation in different contexts [14]. Therefore, this study seeks to investigate how maternal health clients in transitional countries appropriate mHealth interventions. The following research questions guided this study: (1) How do maternal clients appropriate maternal mHealth interventions? (2) What factors affect the appropriation of maternal mHealth interventions?

Methods

Study Design

This study used a hermeneutic literature review. Data were collected and analyzed using a hermeneutic framework for reviews. This study used the model of technology appropriation (MTA) as a theoretical lens.

Theoretical Framework: MTA

MTA was developed by Carroll et al [6] to explain how young people adopt and use technologies. MTA has been used in mHealth for decades. Imperatore and Dunlop [15] used MTA to assess how people with aphasia (lack of language abilities) appropriate smartphones. Humans interact with mobile technologies in diverse and dispersed contexts. In maternal health, maternal clients may opt to not, or fail to, exploit the capabilities of an mHealth intervention, which may result in nonappropriation of the mHealth intervention. However, deciding to register for maternal mHealth interventions initiates the process of appropriation. The process of appropriation may result in either integrating the technology in their everyday life (appropriation) or disappropriation, that is, stopping using a technology.

Technology not only shapes users’ behaviors, but users, in turn, shape how systems are created through use [9,16]. The design of systems is completed through the process of appropriation, whereby the use and performance of design change over time. Therefore, the focus of appropriation is twofold: (1) it draws attention to the context of use and the need to use evaluations that are situated in the context of the phenomenon and (2) the unfolding of use over time associated with appropriation suggests that evaluations conducted to support the design of technologies should continue after completion of the initial design process [17].

According to MTA, the process of appropriating a technology has three stages: adoption, adaptation, and integration (Figure 1). At the adoption stage, the user interacts with the technology as intended by the designers [18]. Designers develop the technology to address specific needs in an organization or society. In this study, the interventions were designed to reduce maternal mortality and to assist in maternal home-based care by creating a link between the maternal client and the health facility. During the initial interaction with the technology, users evaluate the intervention and decide whether to adopt it [18]. For mHealth interventions, clients might be motivated to continue using the intervention if they find it valuable. However, a maternal client may not adopt the intervention because of other factors such as failing to register or not finding value in the use of the intervention.
At the **adaptation stage**, users evaluate the technology more by exploring and using it [18]. Users not only familiarize themselves with the technology but also learn how the technology can support their practices or needs. Carroll [18] argued that at this stage, mutual adaptation occurs, with people adapting practices associated with the use of the technology and also adapting the technology itself. During this stage, users may come across influences that can encourage or discourage them from using the technology [18]. For example, the maternal client may realize that the information they received via the intervention was helpful. However, maternal clients may **disappropriate** when the mobile phone malfunctions or encounters system failures multiple times.

At the **integration stage**, the user incorporates the technology into their everyday lives [18]. For example, a maternal client may call the intervention call center when she feels something is wrong to get advice or get referred to the clinic. At this stage, the technology is in use and is working as expected. However, maternal clients may **disappropriate** the intervention when they have a miscarriage or stillbirth.

As illustrated in Figure 1, the appropriation process was not linear. Users may move forward and backward during these stages. A user at the appropriation stage may move back to the adaptation stage or may decide to **disappropriate**. Subsequently, the user may adopt the technology again. However, over time, technologies can be evaluated and redesigned for appropriation to meet new user requirements [18]. For example, after the pilot phase, mHealth interventions can be evaluated to determine their performance. This may inform the modifications to the design of mHealth interventions.

During appropriation, users evaluate technology in use [17]. Evaluation of the performance of a product is crucial to human experience [17]; individuals evaluate the things they come across. The evaluations inform user attitudes and behaviors as well as future actions, such as recommendations to friends. These evaluations are usually informal; however, frameworks, methods, and techniques have been developed to formalize the evaluation process [17]. An example of a formal evaluation method is the mHealth Evaluation, Reporting and Assessment checklist [19].

### Hermeneutic Literature Review

**Overview**

The hermeneutic literature review was deemed appropriate for this study because of its ability to create a contextual interpretive understanding of a phenomenon under investigation. The unstructured and flexible nature of the hermeneutic literature review made a hermeneutic literature review suitable for this study [20]. The search for relevant papers when using a hermeneutic literature review extends beyond database searches, as it allows the identification of evidence through snowballing and citation tracking [21]. Furthermore, a hermeneutic literature review allows the researcher to move from a general to a more specific search to identify relevant literature [21]. This is in contrast to a systematic literature review that encourages the use of a predefined set of keywords. A systematic literature review has the limitation that it may miss publications using different wording.

When using a hermeneutics circle, understanding the meaning and importance of individual texts depends on the understanding of the whole corpus of relevant literature. In turn, an understanding of the corpus of literature is built up through the understanding of individual articles [22]. This is an iterative process. A hermeneutic literature review uses the interpretive process, whereby a researcher expands and increases their understanding of the relevant literature [22].

Specifically, Figure 2 illustrates two circles: (1) search and acquisition and (2) analysis and interpretation. Textboxes 1 and 2 summarize the hermeneutic search and acquisition circle and the hermeneutic analysis and interpretation circle, respectively.
Figure 2. A hermeneutic framework for the literature review process [21].

Textbox 1. Overview of the hermeneutic search and acquisition circle.

**Activity and Description**

**Searching**
- When identifying publications using the hermeneutic framework, small sets of highly relevant publications are preferred over huge sets of documents whose relevance cannot be ascertained.

**Sorting**
- The results can be sorted based on the determined criteria, such as relevance rankings or publication dates.

**Selecting**
- Individual publications are selected for acquisition and reading.

**Acquiring**
- Full texts are acquired.

**Reading**
- Reading of acquired publications is initially orientational, leading to further selection of publications. Through orientational reading, the researcher gains a general understanding of the wider literature.

**Identifying**
- On the basis of the reading, researchers identify further search terms, additional publications (through citation tracking), authors, journals, conferences, and other sources.

**Refining**
- Search strategies can be used to refine searches. In particular, “citation pearl grow,” “successive fractions,” or “building blocks” can help in locating additional literature.
Textbox 2. Overview of the hermeneutic analysis and interpretation circle.

<table>
<thead>
<tr>
<th>Activity and Description</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reading</strong></td>
<td>Through analytic reading, the researcher identifies key concepts, findings, and theories and their interpretations. They also infer assumptions and a methodological approach; these may not be explicitly stated.</td>
</tr>
<tr>
<td><strong>Mapping and classifying</strong></td>
<td>Mapping and classifying provide a systematic analysis and classification of relevant ideas, findings, and contributions to knowledge within a body of literature.</td>
</tr>
<tr>
<td><strong>Critical assessment</strong></td>
<td>Critical assessment examines the body of literature on the basis of what is known and how knowledge is produced and acquired. The researcher also assesses how useful different types of knowledge are in understanding and explaining the problem of interest and where the boundaries and weaknesses of existing knowledge are.</td>
</tr>
<tr>
<td><strong>Argument development</strong></td>
<td>The argument development builds from the mapping and classification and also critical assessment, leading to the construction of a gap or problematization, which provides the motivation for further research. Through argumentation, future directions of research and the rationale for specific research questions are developed.</td>
</tr>
<tr>
<td><strong>Research problem or question</strong></td>
<td>Research questions can be formulated at a general, abstract level and at a more specific, empirical level. The former will logically follow from the gap in the literature or problematization of existing knowledge. The latter is typically transformed into one or more specific questions that can be empirically explored.</td>
</tr>
<tr>
<td><strong>Searching</strong></td>
<td>Searching leads to the identification of additional literature for further reading.</td>
</tr>
</tbody>
</table>

**Search and Acquisition Circle**

Owing to the nascency of mHealth, we opted to use both peer-reviewed and gray literature to obtain holistic descriptions of mHealth interventions. We searched the Web of Science, Google Scholar, Google, and PubMed and did not impose any year restrictions. The databases were selected for their coverage of mHealth literature. We used a combination of the following search terms: Maternal, mHealth, mobile phone, appropriation, developing countries, Africa.

The details of the search and selection strategies are presented in Figure 3. The search was conducted from December 2019 to March 2020.
Figure 3. Steps involved in a hermeneutic literature review.

We read the abstracts of the identified papers. While reading, we made notes of specific ideas from the text to refine the search. This prompted a second round of search, sort, and selection, where we also used citation tracking. On the basis of this reading, we compiled a list of mHealth interventions that were implemented in sub-Saharan Africa. We were interested in the history of the interventions, the technologies used, experiences of the maternal clients, and evaluations of those technologies. Finally, we selected interventions that met the following criteria: interventions that (1) were piloted and then scaled up (this allowed us to observe the progression of the intervention), (2) had evaluated both how maternal clients used the system and the technical aspects of the intervention, (3) worked on a basic phone, and (4) had run for a minimum of 3 years. As our unit of analysis was the maternal client, we excluded interventions where the community health workers were primary beneficiaries.

Following this search and selection process, we identified five mHealth interventions: Wired Mothers (Tanzania), Rapid SMS (Rwanda), Mobile Technology for Community Health (MOTECH; Ghana), MomConnect (South Africa), and Chipatala Cha Pa Foni (CCPF; Malawi). Only MOTECH, MomConnect, and CCPF met the inclusion criteria. Textbox 3 summarizes the interventions and publications that qualified for analysis.
Textbox 3. Summary of papers used for analysis in the study.

<table>
<thead>
<tr>
<th>Project Name and Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile Technology for Community Health, Ghana</td>
</tr>
<tr>
<td>• Grameen Foundation [23]</td>
</tr>
<tr>
<td>• Lefevre et al [24]</td>
</tr>
<tr>
<td>• Macleod et al [25]</td>
</tr>
<tr>
<td>• Willcox et al [14]</td>
</tr>
<tr>
<td>MomConnect, South Africa</td>
</tr>
<tr>
<td>• Skinner et al [26]</td>
</tr>
<tr>
<td>• Seebregts et al [13]</td>
</tr>
<tr>
<td>• Coleman and Xiong [27]</td>
</tr>
<tr>
<td>• Lefevre et al [28]</td>
</tr>
<tr>
<td>• Barron et al [29]</td>
</tr>
<tr>
<td>• Seebregts et al [30]</td>
</tr>
<tr>
<td>Chipatala Cha Pa Foni, Malawi</td>
</tr>
<tr>
<td>• Nyemba-Mudenda and Chigona [31]</td>
</tr>
<tr>
<td>• Crawford et al [32]</td>
</tr>
<tr>
<td>• Larsen-Cooper et al [33]</td>
</tr>
<tr>
<td>• Larsen-Cooper et al [34]</td>
</tr>
<tr>
<td>• Blauvelt et al [35]</td>
</tr>
<tr>
<td>• Fotso et al [36]</td>
</tr>
<tr>
<td>• VillageReach [37]</td>
</tr>
</tbody>
</table>

**Mapping and Classifying**

During mapping and classifying, different factors such as the unit of analysis, major concepts, theoretical lens, and conceptual framework are considered [21]. In this study, we used MTA as the theoretical lens to map and classify our findings.

The synthesis of the selected articles involved repeated reading, looking at how different mobile technology functions have been used, and the experience of maternal clients as they appropriate these technologies for maternal health. Excel (Microsoft Inc) was used to tabulate the findings.

**Descriptions of the Interventions**

**Overview**

All 3 interventions implemented mHealth interventions that could work on a basic phone. These interventions used push SMS text messaging, push voice messages, and retrieved voice messages, that is, basic functionalities of a mobile phone. A hotline service is integrated into the system to advise maternal clients in real time, and in some cases, the helpdesk is used to report queries encountered when appropriating the intervention.

All 3 interventions in this study evaluated the technological performance of their mHealth intervention after the pilot phase and after operating for a few years after scaling up. This enabled the implementer to modify the system to optimize its performance.

**Mobile Technology for Community Health**

MOTECH was launched in rural Ghana in 2010 in the Upper East region and later scaled up to seven districts across four regions [24]. The project aimed to leverage mHealth to increase the quantity and quality of prenatal and neonatal care in the Upper East region and create a replication in the Awatu Senya district and to improve health outcomes for mothers and their newborn babies [23]. MOTECH was scaled in clusters over a 3-year period to reach 78.7% (170/216) of Ghana’s districts [14].

The system has a component for maternal clients called Mobile Midwife app as well as the nurses’ apps [23]. The Mobile Midwife service provides pregnant women and their families with SMS text messages or voice messages that provide time-specific information about their pregnancy each week. These messages include alerts and reminders for care-seeking, actionable information and advice, and educational information. The messages were written in local languages.

Maternal clients can register for Mobile Midwife through either a community health worker who captures their details on a MOTECH registration form on the phone or by calling the MOTECH call center [23]. Users who do not have a personal or household phone may access their messages by calling a toll-free number from a phone on any telecommunications provider in the country. Once connected to MOTECH, the user...
interacts with the Mobile Midwife interactive voice response (IVR) system.

MomConnect

The MomConnect initiative is run by the country’s department of health [29]. The initiative sends SMS messages to maternal clients and new mothers in South Africa. “In three years, MomConnect has been taken to scale to reach over 95% of public health facilities and has reached 63% of all pregnant women attending their first antenatal appointment” [29]. MomConnect provides maternal clients with maternal health information and encourages them to register at an antenatal care clinic. It is expected that the intervention would provide a valuable service to new mothers, complementing the current set of health care services by informing mothers about maternal health and childcare [26]. Maternal clients subscribe to MomConnect via Unstructured Supplementary Service Data (USSD). To register on the system, a nurse must first confirm that the woman is pregnant [29].

SMS text messages sent to the maternal clients include antenatal care and access to care during labor, diet and nutrition, nonpregnancy-related infections, hypertension, newborn care, breastfeeding, and immunization. The system sends between 1 and 3 messages per week, depending on the stage of the pregnancy. The messages continue until the child is 1 year old [26]. The registration and the sending and receiving of messages are free of charge to the user. If a mother does not own a phone, she can opt to receive the messages via a phone owned by an acquaintance [26]. Maternal clients can register for the MomConnect service at any public health clinic in the country. MomConnect also has a help desk where mothers send messages. The messages are forwarded to the management of the concerned health facilities [29].

Chipatala Cha Pa Foni

CCPF (translates to Health Center by Phone) is a health hotline that was started in one district in Malawi in 2011. The initiative was later scaled up to the entire country, available 24 hours every day [35]. It was started as a pilot in the Balaka district, which was experiencing a high maternal mortality rate [38]. During the pilot phase, the intervention provided only maternal and child health services. The topics of calls ranged from danger signs needing emergency care to maternal clients calling to inquire about their expected due date [38]. Callers were provided with one-on-one health counseling with a care provider and were encouraged to provide home-based care and to seek appropriate care for themselves or their children when appropriate.

Furthermore, maternal clients were registered for the tips and reminders service during their first call. This service provides women with the opportunity to receive text messages or listen to recorded messages through the IVR system about how to care for themselves and their infants [38]. Messages were targeted to provide relevant and timely health information and reminders based on the stage of pregnancy or age of the child, such as reminders for antenatal care visits; birth planning; immunization timing; and the promotion of positive health behaviors, such as mosquito net use and exclusively breastfeeding [38].

The intervention evolved to become a general hotline, and the IVR system expanded to include different topics (in addition to the pregnancy topic), such as nutrition and hygiene [35]. Anyone could access the IVR system to speak with a hotline care provider or listen to specific messages [35]. From June 2019, the CCPF has been fully owned by the Government of Malawi, Ministry of Health [35].

Results

Overview

Our findings suggest that maternal clients appropriate mHealth interventions regardless of their mobile ownership status. Using MTA, the findings of this review were synthesized using the stages of the appropriation process, namely, adoption, adaptation, and integration (appropriation). We identified a number of factors as enablers and hindrances at different stages of appropriation. Table 1 summarizes the findings.

This section discusses the factors that influenced the different phases of appropriation of maternal mHealth interventions.

Table 1. Summary of findings.

<table>
<thead>
<tr>
<th>Stages of appropriation</th>
<th>Enablers</th>
<th>Hindrances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1: adoption</td>
<td>Easy to use [23,26,27,31,35]; content in local languages [23,24,35]; able to access the intervention on any mobile phone [13,30,31,35]; use of methods familiar to users (eg, SMS) [13,23,26,29,33,36]; and clear messages [14,23,27,31-33]</td>
<td>Inconsistent network connection [23,24,28,31]; user timeouts [26,28]; mobile phone skills [31-33]; and low literacy levels [23,31-33,35]</td>
</tr>
<tr>
<td>Level 2: adaptation</td>
<td>New information learned [23,27,29,31-33,35]; trusting of the message [23,26,27,31,35,36]; convenience of the service [23,27,31-33,35]; able to share information with husbands and friends [23,31,33,34]; and able to get situation-specific advice [23,31,33]</td>
<td>Mobile numbers cannot be changed [29]; messages not delivered [23,29,32,33]; malfunction of the keypad or mobile phone [31,33]; call congestion [23,35]; and bottlenecks in voice messages [14,23]</td>
</tr>
<tr>
<td>Level 3: integration</td>
<td>Empowered in decision-making [27,31,33,35,36]; improved number of antenatal visits [13,23,27,31,35]; improved food and medicine consumption [27,31,36]; place of delivery (health facility) [14,23,27,31-33,35]; exclusive breastfeeding [23,27,29,31]; improved number of vaccines [23,26,27,31]; and improved number of postnatal visits [23,26,27,31]</td>
<td>Messages not useful [27-29]; miscarriage [23,28]; stillbirth [23,28]; and baby loss [23,28]</td>
</tr>
</tbody>
</table>
Adoption Stage
The design of all the 3 interventions took the context of a transitional country into account. This helped to increase the chances of adoption for a wide range of clients. The adoption of the 3 mHealth interventions was influenced by (1) the low cost of accessing the intervention, (2) the frugality of the design of the interventions, and (3) the inclusion of clients with no mobile phones. The services on all the 3 interventions were provided free of charge to the user. This reduced the chances of others being excluded from benefiting from the intervention based on their economic status. In transitional countries, women are more severely disadvantaged than men; hence, this is particularly useful because the interventions primarily targeted underserved communities that are burdened by economic hardships [39].

The interventions were frugal in that they were based on technologies that work on basic phones (eg, SMS text messaging, USSD, and voice) [23,26,27,31,35]. Although there is a growing number of mobile phones in Africa, most poor and rural women do not own smartphones [13]. Furthermore, in rural areas, mobile phone networks may not always support internet-based apps [33]. In such a context, technologically sophisticated interventions based on smartphones would serve little purpose. In addition to the ubiquity of the functionalities across phone types, the use of basic phone functionalities also ensured that the users were already familiar with such functionalities from their normal mobile phone use [13,23,26,29,33,36].

All the 3 interventions were designed to cater to both clients who owned and those who did not own a mobile phone. The interventions allowed those who did not own phones to use third-party phones [13,30,31,35]. The CCPF used community volunteers to provide maternal clients access to mobile phones. However, MomsConnect and MOTECH allowed women to use mobile phones of husbands and friends. Hence, maternal clients could adopt the interventions regardless of their mobile phone ownership status. However, for CCPF, the use of community volunteers faced a number of challenges, such as sustaining volunteer motivation, challenges in accessing volunteers, phone maintenance, and mobile phone charging [33].

CCPF and MOTECH had the option for the clients to call a hotline or to interact with the IVR system to retrieve voice messages [23,35,40]. Most maternal clients used the pushed (voice messages sent to the client’s mobile phone) or retrieved voice messages (voice messages that are listened on demand through the IVR system). Maternal clients interacted with the IVR system to access voice messages [23]. The preference for voice messages could be because of low literacy levels in rural areas, especially among women [31]. Furthermore, this could be due to the fact that some African communities are oral societies and, therefore, prefer voice messages over written text [31].

Adaptation Stage
Adaptation occurred when a maternal client had registered for the intervention and had familiarized herself with the intervention. Adaptation was influenced by (1) the need to learn new information and practices, (2) convenience of the service, and (3) trustworthiness of the information. The new information that the maternal clients learned about maternal health and nutrition influenced appropriation. The CCPF baseline survey showed that clients could list the information that was new to them [32]. The clients may have valued the intervention as a source of new information because clients struggle to obtain information from the clinics, as the clinics are too busy and have long queues. Furthermore, because of the culture that limits women from talking to strangers about pregnancy-related matters, women might have shied away from seeking the information from face-to-face consultations with clinicians [40].

The maternal clients felt that the interventions were convenient for them [23,27,31-33,36]. When the client did not feel well during pregnancy, they called the call center to determine whether their condition required medical attention. They saved time and money by not traveling long distances to the health facility, only to be told that they did not require medical attention. In rural areas of transitional countries, maternal clients travel long distances to the nearest health facility, and raising transport costs are a challenge [31].

Maternal clients trusted the information they received from the interventions and trusted the call center workers [23,26,27,31,35,36]. All the interventions were part of the health services provided by the department of health of their respective countries, which could be the reason why the maternal clients trusted the information [13,35].

Furthermore, there is evidence that the clients used the interventions and the information provided by the interventions [23,27,29,31-33,35]. On the basis of the information obtained from the interventions, the clients could make decisions about seeking care [27,31,33,35,36]. The messages helped the maternal clients make better maternal and infant health decisions. The maternal clients felt empowered and felt they could manage their pregnancy [26].

Integration Stage
Integration is reached when using mHealth interventions becomes routine in the maternal client’s everyday life. The integration of the intervention in the clients’ lives was influenced by (1) attitudes and behaviors of the user and (2) performance of the technology [32,41]. At this stage, the use of the mHealth intervention influenced the maternal clients to attend all antenatal care clinics, take medication and have a balanced diet, deliver at the health facility, take the child to the clinic, and receive all the vaccines. An independent evaluation of CCPF linked the intervention with improved knowledge of maternal and child health as well as certain behaviors, such as increased use of antenatal care clinics within the first trimester [13,23,27,31,35], increased use of a mosquito net during pregnancy and also for children under the age of 5 years [32,34], increased rates of early initialization of breastfeeding, and increased knowledge of health behaviors in pregnancy and the postnatal period [35]. However, the evaluation showed reduced use during the postnatal period [23,26,27,31]. This could be because of the fact that some clients found that the messages were not useful [40].
Factors That Affect Appropriation

Appropriation of the intervention was affected in different ways at all stages. The factors may be categorized as personal and technological. Personal factors such as low levels of literacy [23,31-33,35] and low mobile phone skills [31-33] influence the likelihood of clients not adopting the intervention. For CCPF, nonadoption occurred because the majority of community volunteers and users were not familiar with the IVR system. One of the challenges that maternal clients encountered when using the IVR system was that the messages could not play [32]. This may have been caused by low mobile phone skills or malfunction of the system itself. This is similar to other findings, such as barriers to IVR use are related to lack of familiarity with the technology and social barriers, including lack of mobile phone use skills and infrastructure challenges [42]. The implementers of CCPF overcame this challenge by training community volunteers or community health workers who, in turn, trained the maternal clients in their communities [33]. Hence, when interventions are being introduced, there should be a provision of bespoke training to improve familiarity of the intervention among the communities [43].

The technical challenges were related to the actual phone [31,33] as well as the network [23,24,28,31]. One challenge was related to instances such as when a client loses a mobile number [29]. The client could no longer receive the messages because the system did not allow change of the mobile number. Messages sent to these numbers were recorded in the system as dropped. In some circumstances, because of the low quality of mobile phones, the keypad could not function properly for the clients to interact with the mHealth system or the mobile phone stopped working during the period in which the client was supposed to be using the mHealth intervention.

The challenge of unreliable networks and user timeout [26,28] hindered maternal clients from registering with the interventions. MomConnect clients used USSD to register. Although this function is ubiquitous across different mobile phone types, it is prone to both network and user timeouts. Mobile network providers place a high priority on voice calls; therefore, in areas where the service is limited, USSD sessions are dropped and replaced by voice calls [28]. This challenge during the registration into the interventions might demotivate potential clients from adopting the intervention. Furthermore, call congestion influenced the maternal client to not appropriate properly.

At the integration stage, unexpected circumstances forced some maternal clients to withdraw from the intervention. The most common reasons for withdrawing were miscarriages, stillborn babies, and baby deaths [23,28].

Discussion

Principal Findings

This study suggests that several enablers influence maternal clients appropriate maternal mHealth interventions. The interventions were available free of charge to the clients, were implemented on technologies that were familiar to the potential clients, and were enabled to use regardless of mobile phone ownership status. Furthermore, the study noted a myriad of factors that hinder maternal clients’ appropriation of technological interventions.

Considerations of the mHealth Intervention Context

mHealth technologies are enablers in the provision of intervention services. The use of SMS text messaging ensured that mHealth implementers could reach the most vulnerable maternal clients in hard-to-reach areas. However, the same SMS technology has raised several challenges. In all 3 interventions, some pushed SMS messages (SMS sent by the intervention to the maternal client mobile phone) sent to maternal clients were dropped [28]. Several factors contributed to the dropped SMSs. Some SMSs dropped because the recipients’ mobile phones were off or unavailable. Users in rural areas with limited electricity infrastructure typically switch off their mobile phones to preserve battery power. However, unavailability was because of the poor coverage of mobile networks in rural areas. Furthermore, the delivery rate of the pushed SMS messages depended on the mobile service provider. The high SMS drop rate could also be explained by some policy about changing phone numbers. MomConnect did not allow their clients to change their mobile phone numbers, and the clients had to register their new numbers. As such, pushed SMS messages for clients who had lost their mobile phones were recorded as dropped [29]. Furthermore, the delivery rate of pushed messages was observed to be dependent on the infrastructure and network coverage of mobile service providers.

Owing to the oral culture and low levels of literacy among women in rural areas, voice messages could have been a more appropriate option for message delivery than SMSs. However, the findings show that the delivery rate for pushed voice messages for MOTECH and CCPF was lower than that for the pushed SMS text messages [24]. This points to the role of infrastructural limitations in the design of mHealth interventions. Although some technologies may be more appropriate than others based on context, the limitations in infrastructure do not always allow designers to adopt user-centric designs. These challenges allude to the trade-offs between the design goals for low-resource and underprivileged settings. For example, the goal of implementing frugal innovations may not be congruent with the goals of technical reliability. Although the use of USSD addressed the goal of providing a low-cost option that was ubiquitous across all types of phones, this option did not offer technical reliability. Similarly, the goal of the need for voice messages was incongruent with the goal of ease of use.

Potential candidates for exclusion were those who did not own mobile phones. All the 3 interventions sought to include maternal clients who did not have a mobile phone. All interventions included the option of using a third-party phone [23,33]. The provision of asynchronous messages afforded the clients who did not own phones the flexibility to negotiate mobile phone use with the phone owners. CCPF reported that approximately 20% of maternal clients who accessed the service used third-party mobile phones [35].
The Influence of Usefulness on Appropriation

The usefulness of an mHealth intervention may enhance how maternal health clients appropriate it. In this study, the maternal health clients used the messages from the interventions to improve their knowledge on how to take care of themselves during pregnancy, how to prepare for birth, and how to care for the baby after birth. Our finding is similar to that of a study in Bangladesh, which noted that maternal clients found maternal health care information received from an mHealth intervention valuable [44].

The hotline for the CCPF afforded women an opportunity to ask questions and obtain advice from the hotline workers. This, to an extent, was a shift from the cultural practices of avoiding talking about pregnancy-related matters too early and with people outside one’s own family. The hotline consultation afforded the women a sense of anonymity; they could talk to a person who could not see them and, therefore, had no power to harm their pregnancy. Here, it can be argued that the intervention mediated the interaction between clients and health care providers. The literature also claims that this interaction has improved women’s freedom to talk about pregnancy with health care workers [45]. Furthermore, the hotline consultation allowed the women to talk about their pregnancy to a health care provider who was not from their community and who could not see them. Here, the women sought medical care while maintaining what was socially required of them.

The Role of Community of Purpose in the Appropriation of Maternal mHealth Interventions

The findings showed that a community of purpose around the maternal client may be vital to the success of the mHealth intervention. A community of purpose is the voluntary coming together of individuals with commitments and an organization with a mission [12]. The community of purpose has different members who may have different roles but are working together toward a shared purpose. The main purpose of the maternal health community of purpose is to promote the well-being of maternal clients. The mHealth intervention was one of the tools that the community could use to achieve its goals. In all the interventions, a variety of stakeholders, such as community leaders, community health volunteers, nurses, traditional healers, and other key community members, were engaged in the design of the programs [23,35]. The involvement of these stakeholders in the design process ensured that the implemented interventions were contextually relevant and sensitive. Involving actors in the health sector and people within the communities helps to legitimize the information being disseminated by the intervention [23].

CCPF and MOTECH train communities to know how to support maternal clients at home and in their communities. For example, a community could arrange for the transport of maternal clients to the health facility on the onset of labor [46]. Communities of purpose support maternal clients by ensuring that the clients have access to the intervention, even in cases where they do not own a mobile phone [35]. Leaving out key stakeholders could have negative consequences on the appropriation of the intervention.

Conclusions

This study analyzed how maternal clients appropriate mHealth interventions for maternal health. The study used the cases of three maternal mHealth interventions in sub-Saharan Africa. The study noted that a myriad of factors play a role in the way clients appropriate technological interventions at different stages of the appropriation process. The study also noted that the socioeconomic status of the intended clients may affect their appropriation. If the designers fail to take into account the context in which the intervention is deployed, the intervention may perpetuate and even exacerbate existing inequalities. Although mHealth interventions may serve to include maternal clients in the information society, there is always a risk that some people could be left behind if the mediating factors in the context are not considered. To reduce inequalities during the appropriation process, it is also recommended that the interventions seek to create and leverage on communities of purpose around the use of the intervention.

Future Work

This study used secondary data to understand how maternal clients appropriate mHealth interventions. Future studies should consider using primary data. This study did not distinguish the appropriation based on mobile phone ownership. It is likely that maternal clients who do not own a mobile phone and use third-party access experience the appropriation differently. It would be interesting to explore how maternal clients who do not own mobile phones appropriate maternal mHealth interventions.
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Abstract

Background: Text message (ie, short message service, SMS) smoking cessation interventions have demonstrated efficacy in high-income countries but are less well studied in low- and middle-income countries, including Vietnam.

Objective: The goal of the research is to assess the feasibility, acceptability, and preliminary efficacy of a fully automated bidirectional SMS cessation intervention adapted for Vietnamese smokers.

Methods: The study was conducted in 3 phases. In phase 1, we adapted the SMS library from US-based SMS cessation programs (ie, SmokefreeTXT and Text2Quit). The adaptation process consisted of 7 focus groups with 58 smokers to provide data on culturally relevant patterns of tobacco use and assess message preferences. In phase 2, we conducted a single-arm pilot test of the SMS intervention with 40 smokers followed by in-depth interviews with 10 participants to inform additional changes to the SMS library. In phase 3, we conducted a 2-arm pilot randomized controlled trial (RCT) with 100 smokers. Participants received either the SMS program (intervention; n=50) or weekly text assessment on smoking status (control; n=50). The 6-week SMS program consisted of a 2-week prequit period and a 4-week postquit period. Participants received 2 to 4 automated messages per day. The main outcomes were engagement and acceptability which were assessed at 6 weeks (end of intervention). We assessed biochemically confirmed smoking abstinence at 6 weeks and 12 weeks. Postintervention in-depth interviews explored user experiences among a random sample of 16 participants in the intervention arm.

Results: Participants in both arms reported high levels of engagement and acceptability. Participants reported using the program for an average of 36.4 (SD 3.4) days for the intervention arm and 36.0 (SD 3.9) days for the control arm. Four of the 50 participants in the intervention arm (8%) reset the quit date and 19 (38%) texted the keyword TIPS. The majority of participants in both arms reported that they always or usually read the text messages. Compared to the control arm, a higher proportion of participants in the intervention arm reported being satisfied with the program (98% [49/50] vs 82% [41/50]). Biochemically verified abstinence was higher in the intervention arm at 6 weeks (20% [10/50] vs 2% [1/50]; P=.01), but the effect was not significant at 12 weeks (12% [6/50] vs 6% [3/50]; P=.49). In-depth interviews conducted after the RCT suggested additional modifications to enhance the program including tailoring the timing of messages, adding more opportunities to interact with the program, and placing a greater emphasis on messages that described the harms of smoking.
Conclusions: The study supported the feasibility and acceptability of an SMS program adapted for Vietnamese smokers. Future studies need to assess whether, with additional modifications, the program is associated with prolonged abstinence.

Trial Registration: ClinicalTrials.gov NCT03219541; https://clinicaltrials.gov/ct2/show/NCT03219541

Methods

The study was conducted in 3 phases. In the first phase, we conducted 7 focus groups (n=58 participants) to adapt text messages from SmokefreeTXT, a freely available public resource [18]. We supplemented that library with messages from Text2Quit to add topics not included in SmokefreeTXT like refusal skills and additional messages on harmful effects of tobacco use [19]. The second phase included a single-arm pilot test of the adapted SMS library with 40 participants. In the final phase, we conducted a 2-arm pilot randomized controlled trial (RCT) with 100 participants (98 males and 2 females). For all phases, eligible participants were (1) aged 21 to 55 years, (2) smoked ≥5 cigarettes per day (including dual users who used both cigarettes and waterpipe), (3) planned to quit smoking within the next 30 days, (4) had a mobile phone, (5) used text messaging in the past 6 months, and (6) lived in Hanoi, Vietnam. Exclusion criteria included current participation in other smoking cessation treatment and waterpipe-only users.

Recruitment and Enrollment

We partnered with a community health center in Hanoi to recruit participants for each phase of the study. Community health collaborators, who are similar to community health workers and are assigned to work with the community health centers, were trained to disseminate study information through community outreach activities. During their routine outreach, they assessed smoking status of community members and shared study information with current tobacco users. If interested these individuals were asked for permission to share their contact information with research staff. Research staff then contacted potential participants to provide additional details, obtain consent, and enroll them in the study. This study was approved by the institutional review boards of New York University.
Grossman School of Medicine and Institute of Social and Medical Studies in Vietnam.

**SMS Adaptation Procedures**

**Conceptual Framework**

The content of efficacious SMS interventions is based on a combination of several theoretical frameworks including social cognitive theory, transtheoretical model, and cognitive behavioral theory [8,19-23]. This includes the SMS libraries that we adapted for Vietnamese smokers [24,25]. These theories guided the design of the focus group and interview guides used in the formative data collection and message modifications. For example, in the prequit phase of the intervention, messages were designed to promote readiness to quit and increase motivation (eg, reasons for quitting), address outcome expectancies (eg, harms of smoking, benefits of quitting), reinforce self-efficacy, and offer advice for how to prepare for the quit date. In the postquit phase of the intervention, messages continued to offer motivational messages similar to those in the prequit phase but added an emphasis on the importance of obtaining social support and offered cognitive and behavioral strategies for dealing with social, emotional, and environmental triggers; coping adaptively with cravings; and resuming quit attempts after a slip or relapse.

**SMS Intervention Adaptation**

The final message library was developed through an iterative process that included first translating messages from the English language SMS libraries into Vietnamese with some initial changes to align the content to the Vietnamese context. For example, strategies for coping with nicotine cravings were edited to include practices that were relevant to Vietnamese smokers. We then conducted focus groups to assess message preferences; elicit suggestions to guide further adaptations; and assess reasons for and barriers to quitting, smoking triggers, and participants’ social networks and their influence on smoking behavior.

Focus groups included quantitative assessment of message preference followed by group discussions. Participants were asked to rate 46 text messages on a 1 to 4 scale (1=strongly dislike, 2=dislike, 3=like, 4=strongly like). Ratings were summarized while the focus groups elicited more details about smoking patterns and past quit attempts, reasons for quitting, and motivations messages similar to those in the prequit phase of the intervention, messages continued to offer motivational messages similar to those in the prequit phase but added an emphasis on the importance of obtaining social support and offered cognitive and behavioral strategies for dealing with social, emotional, and environmental triggers; coping adaptively with cravings; and resuming quit attempts after a slip or relapse.

Focus groups included quantitative assessment of message preference followed by group discussions. Participants were asked to rate 46 text messages on a 1 to 4 scale (1=strongly dislike, 2=dislike, 3=like, 4=strongly like). Ratings were summarized while the focus groups elicited more details about smoking patterns and past quit attempts, reasons for quitting, and motivations messages similar to those in the prequit phase of the intervention, messages continued to offer motivational messages similar to those in the prequit phase but added an emphasis on the importance of obtaining social support and offered cognitive and behavioral strategies for dealing with social, emotional, and environmental triggers; coping adaptively with cravings; and resuming quit attempts after a slip or relapse.

Focus groups included quantitative assessment of message preference followed by group discussions. Participants were asked to rate 46 text messages on a 1 to 4 scale (1=strongly dislike, 2=dislike, 3=like, 4=strongly like). Ratings were summarized while the focus groups elicited more details about smoking patterns and past quit attempts, reasons for quitting, and motivations messages similar to those in the prequit phase of the intervention, messages continued to offer motivational messages similar to those in the prequit phase but added an emphasis on the importance of obtaining social support and offered cognitive and behavioral strategies for dealing with social, emotional, and environmental triggers; coping adaptively with cravings; and resuming quit attempts after a slip or relapse.

> Overall perceptions about the program (eg, “What did you think of the program?”)
> Perceptions about specific program features such as the opportunity to type in the keyword TIPS to obtain additional advice on how to deal with cravings
> Perceptions about specific message themes (eg, “What types of messages were most helpful? Which were least helpful?”). We read some text messages that participants received during the intervention and asked what they liked and didn’t like about the messages, as well as their suggestions (eg, “How can we improve the messages to make them more helpful for you?”)
> Perceptions about other program characteristics including the number and timing of text messages and length of the program
> Suggestions for improving the SMS program.

Similar to the focus groups, the in-depth interview was guided by our integrated conceptual framework. Two researchers moderated and audiorecorded the interviews. Interviews were transcribed and translated into English. Two researchers used the same approach used to analyze the focus group data. Findings from the single-arm pilot test demonstrated the feasibility of retaining participants in the 6-week SMS cessation intervention and informed additional modifications to the content of the message library. These included a greater emphasis on harms of smoking versus benefits of quitting and adding more messages that offered concrete advice about coping with cravings rather than vague messages meant to motivate smokers (eg, “Stay strong, you can do it”).

**RCT Procedures**

We conducted the pilot RCT (Multimedia Appendix 1) between November 2018 and March 2019 with 100 participants including 98 men and 2 women. Participants provided written consent at the time of enrollment and were randomized to the intervention (n=50) or control arm (n=50) using block randomization stratified by cigarette consumption per day (CPD; 5-10 vs >10 CPD). Participants completed a baseline survey at enrollment and follow-up surveys at 6 weeks and 12 weeks postenrollment.
All surveys were administered in person by a research assistant. At the end of the intervention period, we conducted in-depth interviews with a random sample of 16 participants from the intervention arm to obtain more in-depth information about their experiences with the program. Participants were compensated for text messaging charges that occurred during the intervention and received VND 50,000 (US $2.23) for each survey and VND 100,000 (US $4.46) for the in-depth interview.

**SMS Intervention**

The final message library consisted of 188 text messages. Messages were designed to increase knowledge about smoking and motivation to quit (elicit reasons for quitting, describe harms of smoking and secondhand smoke exposure and harms of waterpipe use, provide information about the Quitline); change outcome expectancies (benefits of quitting); and offer cognitive and behavioral strategies such as refusal skills to assist smokers in maintaining the quit attempt. Behavioral strategies encouraged self-efficacy for quitting and encouraged smokers to obtain social support from family and friends.

The intervention consisted of a 2-week prequit period and a 4-week postquit period. Participants received 2 or 3 messages per day during the 2-week prequit period, 4 on the quit date, 3 or 4 per day during the first 2 weeks after the quit date, and 2 or 3 messages per day during the subsequent postquit period. Prequit messages encouraged smokers to track their smoking behavior and identify triggers, reinforced reasons for quitting, elicited smokers’ reasons for quitting, and provided advice on obtaining social support as they neared their quit date. Postquit messages were oriented toward relapse prevention and maintaining motivation and included the themes described above. In addition to programmed outgoing messages, participants could send the keyword TIPS to the program to trigger on-demand messages for additional support.

Starting from the quit date, participants received a weekly bidirectional text message to assess smoking status as follows: “Are you smoke-free? Reply: Yes or No.” Those who responded yes continued to receive postquit messages. Those who answered no received a message asking if they preferred to set a new quit date. Those who responded no continued to receive postquit messages, and those answering yes received a call from the research assistant to obtain a new quit date and reset the quit date in the SMS program which returned to the prequit protocol. In addition, participants received bidirectional text messages that assessed their level of craving (hi, med, low) on days 1, 3, 5, 8, 15, and 25. A high or medium craving response triggered an automated message offering TIPS from the SMS program. Participants could opt out of the SMS program at any time by texting STOP. At the start of the program, participants were made aware that they had the option to text STOP at any time during the trial to discontinue receiving messages.

**Control Arm**

Participants in the control arm received one text assessment message per week at a fixed time in the evening during the 6-week intervention period: “Are you smoke-free? Reply: Yes or No.” The control condition was consistent with previous SMS cessation trials that included minimum exposure for participants in the control group [15,28].

**Measures**

We conducted surveys at baseline and at 6 weeks (end of treatment) and 12 weeks. The baseline survey captured sociodemographic information such as gender, age, education, and household income level; text messaging habits; and smoking behavior, including CPD and waterpipe sessions per day. Participants were dichotomized as dual users if they reported waterpipe use on some day or every day or cigarette-only smokers if they responded not at all to the waterpipe use question.

Measures of feasibility included reach (ie, the proportion of individuals approached who enrolled) and survey assessment response rates. We also tracked if participants experienced technical problems.

Two measures of program engagement were assessed using the 6-week survey: (1) the number of weeks that participants reported using the program (calculated as the mean number of days using the program based on that response) and (2) self-reported frequency of reading the messages (always/usually/sometimes/never). Two additional measures included the proportion of participants who responded to the bidirectional text message assessments with mean number of times they responded and the proportion who texted the keywords (eg, TIPS) with mean number of times they texted the keyword.

Program acceptability was assessed at 6 weeks by asking participants to rate their overall satisfaction with the SMS program (for intervention arm) or the weekly text assessment (for control arm; very satisfied/satisfied/unsatisfied/very unsatisfied), perceived number of messages (too many/just right/too few), and their agreement with statements such as “The text messages helped me quit smoking” using a 4-point Likert scale from “strongly disagree” to “strongly agree.”

Smoking abstinence was assessed at 6 weeks and 12 weeks. Abstinence was defined as self-reported no smoking in the past 7 days confirmed with a carbon monoxide of 10 ppm or less [29]. Quit attempts were assessed by asking participants if they had ever stopped smoking cigarettes for a day or more during the intervention period because they were trying to quit (yes/no). Reductions in cigarettes smoked per day was calculated as the difference in CPDs at baseline compared with 6 weeks and 12 weeks.

**In-Depth Interview Procedures**

We conducted in-depth interviews with 16 randomly selected participants from the intervention arm. Using a semistructured guide similar to the single-arm pilot test, two researchers moderated and audiorecorded the interviews to obtain more in-depth information about what they liked and didn’t like about the program and elicit recommendations for improving the SMS program. Interviews were transcribed and translated into English.
Data Analysis
We analyzed quantitative data using the R statistical computing environment (R Foundation for Statistical Computing) [30]. Sociodemographic characteristics of the sample, the intention-to-treat abstinence rates, and other cessation outcomes were compared by study arm using Pearson chi-square and t tests. We used descriptive statistics to summarize program acceptability and engagement results. All tests of statistical significance were 2-tailed, and $P<.05$ was considered significant. The process for qualitative analyses was the same across the 3 aims and described above.

Results
Participant Demographics and Smoking Behavior
On average, participants were aged 38.9 (SD 8.2) years (Table 1). A total of 77.0% of participants (77/100) graduated from high school or had attended vocational school or college, and 70.0% (70/100) had a household income level of more than VND 100,000,000 (US $4,455.5). Our sample included more cigarette-only smokers (58/100, 58.0%) than dual users (42/100, 42.0%). Participants smoked an average of 15.4 (SD 8.2) CPD. Dual users reported a mean of 11.8 (SD 10.4) waterpipe sessions per day.

Table 1. Sociodemographic and tobacco use characteristics of participants at baseline by study arm.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (n=100)</th>
<th>Intervention arm (n=50)</th>
<th>Control arm (n=50)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>38.9 (8.2)</td>
<td>40.0 (7.5)</td>
<td>37.7 (8.7)</td>
<td>.17</td>
</tr>
<tr>
<td>Educational attainment, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.63</td>
</tr>
<tr>
<td>Primary school or less</td>
<td>2 (2.0)</td>
<td>2 (4.0)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Middle school</td>
<td>21 (21.0)</td>
<td>10 (20.0)</td>
<td>11 (22.0)</td>
<td>—</td>
</tr>
<tr>
<td>High school</td>
<td>38 (38.0)</td>
<td>20 (40.0)</td>
<td>18 (36.0)</td>
<td>—</td>
</tr>
<tr>
<td>Vocational school or college</td>
<td>39 (39.0)</td>
<td>18 (36.0)</td>
<td>21 (42.0)</td>
<td>—</td>
</tr>
<tr>
<td>Household income level, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.12</td>
</tr>
<tr>
<td>&lt;50,000,000 VND</td>
<td>4 (4.0)</td>
<td>3 (6.0)</td>
<td>1 (2.0)</td>
<td>—</td>
</tr>
<tr>
<td>50,000,000-100,000,000 VND</td>
<td>24 (24.0)</td>
<td>15 (30.0)</td>
<td>9 (18.0)</td>
<td>—</td>
</tr>
<tr>
<td>&gt;100,000,000 VND</td>
<td>70 (70.0)</td>
<td>30 (60.0)</td>
<td>40 (80.0)</td>
<td>—</td>
</tr>
<tr>
<td>Unreported</td>
<td>2 (2.0)</td>
<td>2 (4.0)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Type of smoker, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.31</td>
</tr>
<tr>
<td>Cigarette-only smoker</td>
<td>58 (58.0)</td>
<td>32 (64.0)</td>
<td>26 (52.0)</td>
<td>—</td>
</tr>
<tr>
<td>Dual user</td>
<td>42 (42.0)</td>
<td>18 (36.0)</td>
<td>24 (48.0)</td>
<td>—</td>
</tr>
<tr>
<td>Cigarette consumption per day, mean (SD)</td>
<td>15.4 (8.2)</td>
<td>15.4 (8.0)</td>
<td>15.4 (8.6)</td>
<td>.98</td>
</tr>
<tr>
<td>Number of waterpipe sessions per day, b Mean (SD)</td>
<td>11.8 (10.4)</td>
<td>14.3 (12.9)</td>
<td>9.9 (7.7)</td>
<td>.18</td>
</tr>
<tr>
<td>Cigarette quit attempt in the past 12 months, n (%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.41</td>
</tr>
<tr>
<td>Yes</td>
<td>36 (36.0)</td>
<td>34 (68.0)</td>
<td>30 (60.0)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>64 (64.0)</td>
<td>16 (32.0)</td>
<td>20 (40.0)</td>
<td>—</td>
</tr>
</tbody>
</table>

aNot applicable.
bAmong dual users only (n=42).

Feasibility
Almost all of those screened were eligible and 99.0% (100/101 eligible participants) enrolled in the study. All participants completed the 6-week and 12-week follow-up surveys. There were no technical issues reported by participants or the SMS vendor.

Engagement
The mean number of days that participants reported using the program was 36.4 (SD 3.4), out of a total of 42 days, in the intervention arm and 36.0 (SD 3.9) for the control arm (Table 2). None of the participants texted the keyword STOP to unsubscribe from the program. Among participants in the intervention arm, 8% (4/50) reset the quit date and 38% (19/50) texted the keyword TIPS to trigger on-demand messages at least once (only the intervention arm has these options). The majority of participants in both arms reported that they always or usually read the text messages.
Table 2. Participant engagement and program acceptability.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Intervention arm (n=50)</th>
<th>Control arm (n=50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of days used program(^a), mean (SD)</td>
<td>36.4 (3.4)</td>
<td>36.0 (3.9)</td>
</tr>
<tr>
<td>Ever texted TIPS to the SMS program, n (%)</td>
<td>19 (38)</td>
<td>—</td>
</tr>
<tr>
<td>Mean number of times texted TIPS(^c), mean (SD)</td>
<td>5.1 (8.1)</td>
<td>—</td>
</tr>
<tr>
<td>Ever responded to text assessment, n (%)</td>
<td>36 (72)</td>
<td>—</td>
</tr>
<tr>
<td>Mean number of times responded to text assessment(^d), mean (SD)</td>
<td>5.3 (4.1)</td>
<td>—</td>
</tr>
<tr>
<td>Frequency of reading messages, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>27 (54)</td>
<td>18 (36)</td>
</tr>
<tr>
<td>Usually</td>
<td>14 (28)</td>
<td>22 (44)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>9 (18)</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Never</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Acceptability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall satisfaction with the program(^a), n (%)</td>
<td>14 (28)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>35 (70)</td>
<td>41 (82)</td>
</tr>
<tr>
<td>Unsatisfied</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Very unsatisfied</td>
<td>0 (0)</td>
<td>9 (18)</td>
</tr>
<tr>
<td>Number of messages received from the program(^a), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Too many</td>
<td>11 (22)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Just right</td>
<td>39 (78)</td>
<td>38 (76)</td>
</tr>
<tr>
<td>Too few</td>
<td>0 (0)</td>
<td>9 (18)</td>
</tr>
<tr>
<td>Agreed or strongly agreed with the statements, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“The text messages helped me quit smoking”</td>
<td>47 (94)</td>
<td>40 (80)</td>
</tr>
<tr>
<td>“I learned a lot from using the text program”</td>
<td>48 (96)</td>
<td>36 (72)</td>
</tr>
<tr>
<td>“The text program gave me confidence to quit”</td>
<td>43 (86)</td>
<td>40 (80)</td>
</tr>
<tr>
<td>“The text messages motivated me to quit smoking”</td>
<td>47 (94)</td>
<td>41 (82)</td>
</tr>
<tr>
<td>“Using the text program helped with cravings and triggers”</td>
<td>41 (92)</td>
<td>35 (70)</td>
</tr>
<tr>
<td>“Using the text program motivated me to try to quit again if I quit and then started to smoke again”</td>
<td>45 (90)</td>
<td>37 (74)</td>
</tr>
<tr>
<td>“I trusted the information in the messages”</td>
<td>49 (98)</td>
<td>—</td>
</tr>
<tr>
<td>“The text messages gave me ideas about how to refuse cigarettes offered by others”</td>
<td>41 (92)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)The program refers to the SMS cessation program for the intervention arm and weekly text assessment for the control arm.

\(^b\)Not applicable.

\(^c\)Among participants who had ever texted keywords to trigger on-demand messages (n=19).

\(^d\)Among participants who had ever responded to text assessment (n=36).

Acceptability

All but one participant in the intervention arm reported being satisfied or very satisfied with the program overall and none reported being very unsatisfied (Table 2). In contrast, none of the participants in the control arm reported being very satisfied and 18% (9/50) reported being very unsatisfied. The majority of participants in both arms perceived the number of messages as just right, however 18% (9/50) of participants in the control arm responded that there were too few compared with none in the intervention arm. Although for both arms there was a high level of agreement that the program increased confidence, was helpful, and increased motivation, participants in the intervention arm consistently expressed higher levels of acceptability across these measures than those in the control arm.

https://mhealth.jmir.org/2021/10/e27478
Smoking Abstinence, Quit Attempts, and Reduction in CPDs

The biochemically verified abstinence was higher in the intervention arm than the control arm (6 week: 20% [10/50] vs 2% [1/50]; \( P = .01 \); 12 week: 12% [6/50] vs 6% [3/50]; \( P = .49 \)), although the difference was not significant at 12 weeks (Table 3). The proportion of participants who reported quit attempts increased from 6 weeks to 12 weeks in both arms, but we observed no difference between the two arms. Similarly, the reduction in CPD increased over time but there was no difference by arm.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Intervention (n=50)</th>
<th>Control arm (n=50)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>6-week follow-up</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biochemically verified abstinence, n (%)</td>
<td>10 (20)</td>
<td>1 (2)</td>
<td>.01</td>
</tr>
<tr>
<td>Quit attempt, n (%)</td>
<td>21 (68)</td>
<td>28 (68)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Reduction in CPD(^a) as compared to baseline(^b), mean (SD)</td>
<td>9.3 (7.8)</td>
<td>6.8 (5.8)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>12-week follow-up</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biochemically verified abstinence, n (%)</td>
<td>6 (12)</td>
<td>3 (6)</td>
<td>.49</td>
</tr>
<tr>
<td>Quit attempt, n (%)</td>
<td>27 (79)</td>
<td>32 (87)</td>
<td>.53</td>
</tr>
<tr>
<td>Reduction in CPD as compared to baseline(^b), mean (SD)</td>
<td>11.1 (8.3)</td>
<td>9.9 (7.3)</td>
<td>.52</td>
</tr>
</tbody>
</table>

\(^a\)CPD: cigarette consumption per day.
\(^b\)Among participants who reported not quit yet.

Qualitative Findings

The qualitative data supported and expanded on the survey findings for the intervention arm. The main themes that emerged included the overall value of the SMS program, message preferences, perceptions about specific features (eg, timing, bidirectional messaging), and recommendations for enhancing the program. Almost all of the participants liked the SMS program and described it as helpful, primarily because it offered encouragement and enhanced motivation and served as a reminder to stay on track.

*The messages motivated me and reminded me not to smoke.* [\#15, 39 years, male]

*I felt like they [text messages] made me determined to quit.* [\#16, 43 years, female]

Messages that included craving management strategies and addressed the harmful effects of smoking were described as particularly useful. A participant noted that he “learned many things...about the ways to overcome cravings” [\#1, 54 years, male]. Another explained that messages about the negative consequences of tobacco were “like a warning, helping us understand the danger of smoking and benefits of quitting. So we became conscious and then decided to quit” [\#8, 50 years, male].

Reactions to messages that suggested strategies for refusing cigarettes in social situations were mostly positive. One participant noted that those messages “provided the most simple and effective way to refuse invitations to smoke” [\#10, 50 years, male]. However, a few participants suggested rewording these in ways that were more consistent with how they communicate with friends and family.

Many of the participants preferred a more tailored approach in terms of message timing.

You should send text messages to the relevant time frame of each individual. [\#6, 34 years, male]

One participant wanted the messages to be sent when he had the cravings.

You could send the messages at those time. [\#6, 34 years, male]

Participants did have the option to proactively text the keyword TIPS to generate messages during those difficult times, but few routinely used the option.

Participants suggested several additional modifications to enhance the program. Additional content changes including adding more text messages about the health consequences of smoking.

I want to receive more text messages on the risks of smoking so my determination in quitting may be stronger. [\#8, 50 years, male]

Participants expressed a strong interest in a more interactive approach.

Sometimes I wanted to interact with the person who sent the messages, but I could not do that. The interaction was limited to the responses of yes or no. [\#6, 34 years, male]

Similarly, another suggested allowing users to “ask [text] my own questions” [\#4, 51 years, male] rather than using the keyword. A few participants suggested adding telephone interactions with a counselor. Last, the majority of smokers suggested extending the intervention duration.

I want to receive text messages for a longer time. [\#6, 34 years, male]

[I]t may be more effective if the duration is longer. [\#11, 33 years, male]
Discussion

Principal Findings

We found support for the feasibility and acceptability of a culturally and linguistically adapted SMS program developed for tobacco users in Vietnam. Smokers overwhelmingly agreed that the messages were helpful, motivated them to quit, and that they would continue to use the program if it was available. A majority of those in the intervention arm also reported that they usually or always read the messages. However, few participants took advantage of the interactive feature that offered them the opportunity to elicit additional support by texting the keyword. Qualitative data suggested that Vietnamese smokers preferred to receive tips as part of the main program and to interact on an as needed basis in a way that would allow them to ask questions and receive tailored responses.

Engagement, defined as the mean number of days that participants used the program, was relatively high compared to previous studies. In the intervention arm, 60% remained in the program for at least 5 weeks. This is in contrast to studies in high income countries that have reported challenges retaining SMS participants [22]. This may be related to the novel nature of this type of intervention in Vietnam. Additional modifications to the program design, as suggested by the participants, may further increase engagement.

The need for significant changes in content and tone of the original message libraries demonstrated the importance of local adaptation in LMICs. As an example, the original message libraries included very few messages about the dangers of tobacco use and instead focused on the benefits of quitting. In contrast, at each stage of development, smokers expressed a preference for more messages that used negative framing of health risks (eg, “If you continue to smoke, your risk of dying from cancer is 25% higher than nonsmokers”). A review of studies that analyzed the impact of emphasizing benefits (gain framed) versus costs (loss framed) found a small advantage of gain framing (6.5%; low-frequency message group: 6.0%) than the control group (1.9%). A recent review of mHealth cessation interventions in LMICs concluded that more rigorous studies, with longer follow up and biochemical verification, are needed to further study efficacy in LMIC [15].

Finally, the review by Krishnan et al [13] also suggested the need to compare different characteristics of mHealth cessation interventions. For example, participants requested more message tailoring. Tailoring messages to readiness may increase program effectiveness but findings from studies using this approach are not definitive [15,35]. A few studies outside of LMIC settings have also tested and reported promising findings for strategies that combine SMS programs with interpersonal supports such as peer mentoring from former smokers [16], individual counseling led by professional [35], and counselors’ responses to user composed questions [32]. Adding interpersonal supports may improve user experience and engagement [16,32,35,36] and was requested by our participants. However, the costs of integrating this format into automated SMS programs may reduce the feasibility of scaling programs nationally [37]. New approaches such as the use of automated chatbots may address one of the recommendations from participants to create opportunities for more human interaction with marginal costs. Chatbots offer a conversation interface that can both answer questions posed by the user in a natural language and ask them questions creating a virtual coach experience [38].

Limitations

Our study has limitations. First, participants were recruited from two urban wards in one city. Thus, the findings may not be generalizable to all smokers in Vietnam. In addition, we excluded waterpipe-only smokers. Additional research is needed to explore the value of tailoring mHealth programs to specific types of tobacco users. Second, we did not conduct qualitative interviews with the control arm, which could have provided additional insights into their experience and reasons for the high levels of engagement and acceptability of weekly text assessment. Third, while the study sample was small, a strength of the study was the high retention rates, with all participants completing both follow-up assessments. Last, our study sample included only 2 women, which is consistent with the low smoking rate among Vietnamese women (1.1%) as smoking is less acceptable among women [39,40]. This may limit our ability to generalize to this population of smokers.
Conclusion
Despite these limitations, this study contributes to the small body of literature on mobile phone smoking cessation treatment carried out in LMICs. The data supported the feasibility and acceptability of a culturally adapted SMS cessation treatment program and demonstrated short-term efficacy in promoting abstinence among Vietnamese smokers. While ongoing and future research continues to grow the evidence for effective mHealth cessation programs in a given context, LMICs are beginning to adopt and scale these programs [41]. Therefore, it is equally important to support the design and integration of low-cost monitoring and evaluation systems to guide program modifications that respond to user feedback and sustain and enhance program impact [42].
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Abstract

Background: There is a rapid uptake of mobile-enabled technologies in lower- and upper-middle-income countries because of its portability, ability to reduce mobility, and facilitation of communication. However, there is limited empirical evidence on the usefulness of mobile health (mHealth) information and communication technologies (ICTs) to address constraints associated with the work activities of health care professionals at points of care in hospital settings.

Objective: This study aims to explore opportunities for integrating mHealth ICTs into the work activities of health care professionals at points of care in clinical settings of hospitals in Sub-Saharan Africa. Thus, the research question is, “How can mHealth ICTs be integrated into the work activities of health care professionals at points of care in hospital settings?”

Methods: A qualitative approach was adopted to understand the work activities and points at which mHealth ICTs could be integrated to support health care professionals. The techniques of inquiry were semistructured interviews and co-design activities. These techniques were used to ensure the participation of frontline end users and determine how mHealth ICTs could be integrated into the point of care in hospital settings. Purposive and snowball sampling techniques were used to select tertiary hospitals and participants for this study from South Africa and Nigeria. A total of 19 participants, including physicians, nurses, and hospital managers, were engaged in the study. Ethical clearance was granted by the University research committee and the respective hospitals. The data collected were sorted and interpreted using thematic analysis and Activity Analysis and Development model.

Results: The findings show that mHealth ICTs are suitable at points where health care professionals consult with patients in the hospital clinics, remote communication is needed, and management of referrals and report writing are required. It was inferred that mHealth ICTs could be negatively disruptive, and some participants perceived the use of mobile devices while engaging with patients as unprofessional. These findings were informed by the outcomes of the interplay between human attributes and technology capabilities during the transformation of the motives of work activity into the intended goal, which is enhanced service delivery.

Conclusions: The opportunities to integrate mHealth ICTs into clinical settings depend on the inefficiencies of interaction moments experienced by health care professionals at points of care during patient consultation, remote communication, referrals, and report writing. Thus, the timeliness of mHealth ICTs to address constraints experienced by health care professionals during work activities should take into consideration the type of work activity and the contextual factors that may result in contradictions in relation to technology features. This study contributes toward the design of mHealth ICTs by industry vendors and its usability evaluation for the work activity outcomes of health care professionals.
Introduction

Background

The emergence of mobile health (mHealth) technologies originated from a need to provide support for health care professionals, workers, and patients to deliver and receive services efficiently at any time and anywhere. The concept of mHealth transcends beyond delocalized delivery of health care services. It includes the use of portable technologies (and sometimes enabled wireless communication) as a means of facilitating the processing and provision of timely information on the management of health care [1,2]. Thus, mHealth is referred to as the use of mobile technologies such as smartphones, tablets, and sensor-enabled hand-held devices for health-related purposes [3]. However, similar to other digital systems, there are challenges that hinder the effective use of mHealth information and communication technologies (ICTs) to support tasks within the work activities of health care professionals at points of care [4,5]. Health care professionals represent a skilled workforce that includes specialist physicians and nurses who carry out clinical work activities to provide care services at the point of care. Point of care refers to locations within clinical settings where health care professionals perform tasks that encompass the management of patients’ health and service delivery [6]. Thus, this paper explores how mHealth ICTs can be integrated into the work activities of health care professionals at the point of care in hospital settings to support the delivery of safe and quality care.

The existing literature has alluded to the claims that the outcome of technology-enabled work activities is influenced by the ability of health care professionals to make timely and informed decisions that ensure the quality of service delivery and, ultimately, improve patient well-being [7,8]. However, when adopted and designed without adequate consideration of the work activities executed by health care professionals, implemented health ICTs, including mHealth apps, are used partially or eventually discarded [9]. Although there is an increasing global penetration of mobile communication and devices in every other sector, such as commerce and banking, the application of mHealth ICTs by health care professionals at point of care in hospital settings is rarely explored, and the impact on service delivery is unclear [5,10,11].

The use of mHealth ICTs by health care professionals at the point of care has potential benefits. Owing to the information-intensive nature of health care services and the dependence of timely decision-making on up-to-date records, desktop computers may restrict the access, retrieval, and exchange of information to specific locations in hospital settings. Conversely, a major advantage of mHealth ICTs is that it enables real-time access to patient information and communication at different points of care and does not restrict the mobility of health care professionals [5]. It reduces time- and location-related constraints that may hinder health care professionals from quickly retrieving patient information for timely decision-making, especially where access to computer-based records is limited [12]. In case of emergencies, the use of mHealth ICTs provides a platform where health care professionals can easily verify clinical guidelines and related prescriptions in academic journals to make informed decisions and monitor patient vitals [6,13,14]. Ideally, mHealth ICTs are beneficial for addressing the shortcomings associated with timely retrieval of information and communication at point of care to ensure job and patient satisfaction after health care service delivery.

There are examples of initiatives in which mHealth ICTs have been developed to improve the care delivered by health care professionals to patients. Most of the initiatives are focused on specific public health–related health challenges for data collection by community- and home-based health care workers [15,16]. For example, MomConnect is built for affordable mobile handsets, with support for unstructured supplementary service data, SMS text messages, and voice communication. It offers messaging services that enable pregnant women to interact with health care providers through SMS text messages, asking questions, and submitting complaints to help improve their health as well as the health of their babies [17]. The Clinical Patient Administration Kit is a mobile-enabled electronic medical record tablet that assists clinicians in facilitating the tracking and reporting of treatment and outcomes in maternal and infant care services [18]. Clinical Patient Administration Kit improved the tasks performed by clinicians by eliminating repetition of tasks and records and providing timely care to patients at clinics.

It was drawn from the literature that treatments and well-being of patients have been extended out of the hospital to homes as a result of the access to and ownership of mobile technologies; however, there are limited studies on how tasks within work activities inform the use of mHealth ICTs by health care professionals at point of care in hospital settings. Other studies have investigated the attitudes and behaviors of health care professionals toward the acceptance and use of mHealth ICTs for its benefits [2,19-22]. In contrast to its benefits, there are concerns that mHealth ICTs could inhibit health care professionals when the nature of tasks performed within work activities is not adequately understood or considered.

Concerns have been raised by some authors regarding the unintended consequences associated with the use of mHealth ICTs and related applications within health care settings. In this paper, the authors refer to unintended consequences as contradictions that result from the tensions between sociotechnical interactions [23]. Unintended consequences can be either desirable or undesirable. For example, Watson et al [24] shared their views that despite its usefulness, WhatsApp (Facebook Inc) is not a secure communication channel for the...
exchange of patient clinical data because of weak encryption and the vulnerability of information during transmission. Therefore, it does not satisfy regulatory standards for use in health care [11]. In addition, Wallis et al [11] stated that mHealth ICTs are mostly not designed to interoperate with third-party apps or legacy systems. As a result, this causes fragmentation of data within the health care system. Other concerns highlighted by authors include the inhibition of workflow [7,25], time inefficiency [26], and influence on the patient-physician relationship [27].

Activity Analysis and Development Model

This paper explores opportunities for integrating mHealth ICTs into the work activities of health care professionals at point of care using the Activity Analysis and Development (ActAD) model. The argument of this paper is that understanding the interaction between the elements of a work activity presents an opportunity for the integration of mHealth ICTs to enable the work activities of health care professionals at point of care and identify the contradictions that may influence unintended consequences associated with technology-enabled work activities.

The ActAD model is a theoretical approach used to describe the elements of a work activity and to gain insights on how their interactions inform the development of information systems [28]. A work activity comprises actors (individuals or groups) that use tools (means) to perform actions on an object that could be shared as informed by the motive of the activity and guided by a set of rules [29]. Ultimately, the motive of the activity is transformed into a goal or an intended outcome.

In the context of this study, work activities are defined as the set of actions performed by health care professionals according to their medical practice toward delivering health care services. Actions may include collection, access, and retrieval of information; sharing and exchange of information; communication between health care professionals; and use of the information to make informed decisions about patients’ health and well-being. The actions can be enabled by means of action that would be mHealth ICTs in the context of this study. The object of activity is the patient information or records, whereas the motive of the activity is to make an informed decision. Patient information could be a shared object of networking or shared object of action, depending on how it serves a group of health care professionals. Patient information enables health care professionals to make informed decisions on the state of well-being of patients to improve their health conditions. Ultimately, the motive of the activity is transformed into the intended goal or outcome of the activity.

Next, the research strategy and methods used to engage participants in exploring opportunities to integrate mHealth ICTs into the work activities of health care professionals at point of care are discussed, followed by data analysis results and interpretation of the research findings.

Methods

Qualitative Approach

The study was exploratory, as informed by the research objectives. The researchers adopted an interpretivist standpoint because of the subjective nature of socially constructed realities of different health care professionals who use (or do not use) mHealth ICTs for their work activities at the point of care. A qualitative strategy, including multiple techniques, specifically semistructured interviews and co-design activities, was used to engage the participants.

According to Myers and Newman [30], semistructured interviews enable the use of open-ended questions to gain insights and to afford opportunities for new areas to emerge for further exploration of a research problem. The use of co-design activities enables the users or potential users of a product or service to express their lived experiences and expectations visually, such that a researcher or designer can gain further insights into the use contexts [31].

The use of multiple techniques enabled researchers to draw inferences from the thoughts, experiences, and expectations of participants to understand the work activities of the health care service delivery process. More importantly, the techniques helped to understand the service interactions between health care professionals and technology-enabled work activities in a bid to identify opportunities to integrate mHealth ICTs into point of care hospital settings.

Participants were selected using purposive and snowball techniques. The 2 are nonrandom sampling techniques applied to select a sample size from a research population based on the biased judgment of the researcher in line with a research objective [32]. These techniques were applied to identify health care professionals who could provide a detailed account of daily clinical work activities and the tools used to enable specific actions within the process of care delivery. The snowball technique was adopted because of the difficulty in reaching available physicians who were willing to participate in the study because of their busy schedule. Thus, participants suggested some of their colleagues that could describe how technologies are currently being used and opportunities to integrate mHealth ICTs at point of care.

Recruitment of Participants

Overview

A study by Abyaomi et al [22] on the factors that enable or inhibit the behavioral intention of physicians to use clinical informatics selected Nigeria and South Africa as leading economic powerhouses in Africa. According to a study on e-readiness of African countries conducted by Iifenodo [33], South Africa and Nigeria ranked within the top 5 countries in Sub-Saharan Africa with emerging technological innovation for a networked economy.

Health and the quality of health care service delivery contribute to the skills and well-being of human resources required for developing and sustaining economies. In this paper, the researchers considered Nigeria and South Africa to be 2
countries with comparable economic growth and are ideal for exploring the opportunities to integrate mHealth ICTs into the work activities of health care professionals to address the challenges that inhibit job satisfaction and quality health care service delivery.

**Clinical Settings**

The study was conducted in 2 tertiary hospitals, one in the Western Cape Province of South Africa and in the South Western geopolitical region of Nigeria because they provide specialized clinical care. The researchers purposively chose to investigate the workflow of health care professionals in clinical departments where activities are technology-enabled to ensure that the participants selected align with the aim of the study. For example, the authors considered clinical departments that deal with medical imaging and reporting where executing work activities involves the use of electronic systems and digitized records.

The 2 contexts comprised contrasting situations. In one of the tertiary hospitals, the physicians were using their smartphones and health ICTs, including a mobile app called VULA created by Dr William Mapham, whereas health care professionals in the other hospital largely used a paper-based system at points of care. In both tertiary hospitals, WhatsApp is used as a means of facilitating communication and sharing patient information. WhatsApp is a consumer-oriented mobile app that can be installed to facilitate instant messaging in the form of text, pictures, audio, or video between two or multiple internet-enabled devices, including smartphones [34,35]. It offers a platform for health care professionals to exchange health-related information and communicate with each other or to follow up with patients on the status of their well-being [36]. WhatsApp could be interpreted as an improved version of the two-way pager used by health care professionals, which saves time, requires no computer, and limits communication barriers between colleagues.

Similar to WhatsApp, the VULA mobile app was designed to facilitate remote communication between health care professionals and workers as well as to manage referrals at points of care [37]. The VULA app allows health workers to seek advice and receive training from their more experienced colleagues or specialist physicians. The VULA app is an established referral platform used in the Western Cape Province of South Africa by clinical units, including orthopedics and ophthalmology, as a point of entry to facilitate the exchange of medical images and instant messaging related to real-time diagnostic and treatment consultation [38].

As described in Table 1, a total of 19 participants were engaged in this study and identified through purposive and snowball sampling techniques. In the tertiary hospital selected in South Africa, participants included 2 ophthalmology specialist physicians; 6 orthopedic specialist physicians and 3 nurses who manage trauma care wards, intensive care units and theater wards; and the deputy nursing manager of the hospital.

**Table 1.** Sampled participants and techniques of engagement.

<table>
<thead>
<tr>
<th>Pseudocode for participants</th>
<th>Clinical department</th>
<th>Technique of engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>oph1_H1, oph2_H1</td>
<td>Ophthalmology</td>
<td>Face-to-face interviews at hospital H1 in the physicians’ library</td>
</tr>
<tr>
<td>ort1_H1, ort2_H1, ort3_H1, ort4_H1, ort5_H1, ort6_H1</td>
<td>Orthopedic</td>
<td>Face-to-face interviews and co-design activity at the physicians’ library</td>
</tr>
<tr>
<td>Deputy nursing manager (dnm_H1), trauma unit operational manager (tn_H1), theater operational manager (ton_H1), intensive care unit operational manager (icn_H1)</td>
<td>Nursing</td>
<td>Face-to-face interviews and co-design activities at the nursing board room</td>
</tr>
<tr>
<td>RR1_H2, RR2_H2</td>
<td>Radiology</td>
<td>Face-to-face interviews at hospital H2 in the physicians’ consulting room and co-design activities</td>
</tr>
<tr>
<td>ortC_H2</td>
<td>Orthopedic</td>
<td>Face-to-face interviews and co-design activity at hospital H2 in the physicians’ consulting room</td>
</tr>
<tr>
<td>General surgeon (gs_H2); neurosurgeon (ns_H2)</td>
<td>Surgery</td>
<td>Face-to-face interviews and co-design activity at hospital H2 in the physicians’ consulting room</td>
</tr>
<tr>
<td>Assistant director of nursing services (adn_H2); Orthopedic nurse (on_H2)</td>
<td>Nursing</td>
<td>Face-to-face interviews and co-design activity at hospital H2 in the physicians’ consulting room</td>
</tr>
</tbody>
</table>

aH1: South African hospital.
bH2: Nigerian hospital.

In the Nigerian tertiary hospital, participants were 2 radiologist physicians, 1 orthopedic nurse, 1 assistant nursing director in radiology, 1 orthopedic consultant, 1 neurosurgery consultant, and 1 general surgery consultant. A common drawback in the 2 contexts is that physicians were mostly unable to honor appointments because of their busy schedules. This is a common phenomenon reported in a study by Kabanda and Rother [39].

**Data Collection Process**

Data were collected from both tertiary hospitals from September 2018-January 2019. Hospital managers were the first point of contact at the hospitals. The hospital managers directed the heads of clinical departments that deal with medical imaging and reporting to assist experienced physicians and nurses who were interested and willing to participate in the study. The...
interested participants were contacted by email, and appointments were set up based on their convenience and subject to their availability.

Two sets of data were collected from the participants. The interviews and co-design activities took place within the hospitals’ premises as convenient for each participant. Each interview lasted an average of 40 minutes, whereas each of the co-design activities lasted an average of 60 minutes. The participants were allowed time to express themselves as they could, whereas the sessions were recorded with a portable voice recorder.

During each co-design activity, one of the researchers assumed the role of a facilitator to incorporate their knowledge of the issues of investigation and the research design procedure to encourage participants’ active participation. The motivation for using a co-design activity was to comply with ethical concerns and avoid any disruptions that are associated with directly observing health care professionals’ workflow in real time.

In preparation for the co-design activities, a set of paper cut-out graphic representations of physicians, nurses, and the tools that portray health care work activities, as indicated in the literature, were provided to participants. Cut-out representations of actors and tools provide an opportunity for participants to visually express and map their actions and experiences to researchers [40]. In addition, large pieces of paper, pencils, erasers, and stickers were provided to health care professionals as writing materials to illustrate the directions of their workflow.

The participants performed three tasks during the coactivity sessions. The first task was for participants to visually illustrate the start of their daily work activities, how they perform their tasks, and the tools used, if any. Subsequently, the participants used the cut-outs to represent themselves, as actors, on a large piece of paper using the stickers, thereby giving practical descriptions of the actions undertaken at the point of care. The outcome of the first task was a visual illustration of the workflow or user journeys of health care professionals from the first encounter with a patient until the patient is discharged, transferred, or deceased.

For the second task, the researcher used visual illustrations generated by participants to identify the touchpoints within the user journeys. In this paper, touchpoints are described as contact points where a network of human actors and objects interact to produce or influence an outcome [41]. By identifying the touchpoints, the researcher was able to determine the interaction moments of tasks performed by health care professionals during work activities. The interaction moments could be human-to-technology, human-to-human, or machine-to-human actions.

The researcher then probed using open-ended questions to determine whether there were any challenges experienced by health care professionals at any point or while using health ICTs within the visual illustration generated. The outcome of this task produced the challenges, unintended consequences, and the resulting effects attributed to the use of health ICTs by health care professionals.

For the third task, the outcomes of the second task were used to facilitate a discussion between the researcher and participants on how mHealth ICTs could be integrated into their work activities at the point of care. The outcome of the third task presented an opportunity to identify the characteristics of the expected features that a fit-for-purpose technology could have to enable health care professionals’ work activities. This marked the end of the co-design activities.

Ultimately, the data collected from the semistructured interviews were used to inform and complement the coactivity sessions used to engage with physicians and nurses. By doing so, the researcher was able to validate what health care professionals said against their actions. Both techniques enabled the researcher to identify opportunities to integrate mHealth ICTs into the work activities of health care professionals at the point of care in a hospital setting.

**Ethical Considerations**

To ensure that the research was executed in a manner that guarantees safety and harm-free procedures to the participants, the researchers, and the environment, an ethical clearance was obtained from all relevant authorities. The authorities include, first, the University’s research ethics committee, then the researcher applied to the Western Cape Provincial department of health, South Africa, and the tertiary hospital in Nigeria. Permission was granted on the condition that the researchers adhered to the delineation and safety measures highlighted in the ethics clearance application.

An information sheet was provided to each of the individual participants explaining that participation was voluntary, and consent could be withdrawn if they felt that the questions being asked were uncomfortable. In other words, participation was not incentivized. The participants signed a consent form that allowed interview and co-design sessions to be recorded, and they were aware that the information collected would be used in a confidential manner and responses would not be misconstrued. For security purposes, the data obtained from the participants were stowed away in a password-protected folder on a secured desktop computer at all times.

**Data Analysis Process**

Thematic analysis was used to sort and organize qualitative data. The process of thematic analysis enabled the researcher to determine the frequency of attributes to present the findings [42]. First, the recorded data collected from participants were transcribed from audio to verbatim text to allow the researcher to easily categorize the data into themes. To group the data into themes, the researcher used descriptive codes to tag the emerging attributes, which are words or phrases that imply the issues being investigated, and then categorize the codes into themes [43]. The processes through which attributes emerge are identified were conceptualization and operationalization.

Conceptualization refers to defining the keywords of a research question or objective, whereas operationalization is used to identify the attributes that characterize the keywords through a process of coding [32]. The coding process involved assigning a descriptive word to identify points where mHealth ICTs were being used and could be integrated into the work activities of...
health care professionals at the point of care. Ultimately, this enabled the researcher to sort and organize the data collected from the interviews and the co-design activity transcripts. The themes were informed by the elements of the ActAD model, as shown in Textbox 1.

Textbox 1. Themes and findings generated from the categorizing of transcript codes.

<table>
<thead>
<tr>
<th>Research objective</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Explore opportunities for integrating mobile health (mHealth) information and communication technologies into the work activities of health care professionals at point of care</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Themes</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Actions: Work activities are patient consultations, remote referrals, and formulating treatment plans</td>
<td></td>
</tr>
<tr>
<td>• Tools: mobile apps—VULA and WhatsApp</td>
<td></td>
</tr>
<tr>
<td>• Outcomes of the work activities: this attributed to the use of mobile apps for work activities</td>
<td></td>
</tr>
<tr>
<td>• Unintended consequences associated with the use of mobile apps for work activities</td>
<td></td>
</tr>
<tr>
<td>• Transformation process: alignment of mHealth apps to work activities of health care professionals</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Findings</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• The nature of work activities is routinized and require health care professionals to have timely access to updated patient information and to reduce their mobility between point of care.</td>
<td></td>
</tr>
<tr>
<td>• VULA and WhatsApp are mobile apps used by physicians to facilitate communication, exchange patient information, and enable remote consultations.</td>
<td></td>
</tr>
<tr>
<td>• Other hospital information systems are used to facilitate the retrieval of patient records (objects of activity) and booking of clinical examinations to diagnose and make informed decisions (motive of work activity).</td>
<td></td>
</tr>
<tr>
<td>• VULA has simplified the process of referrals and reduced unnecessary referrals.</td>
<td></td>
</tr>
<tr>
<td>• VULA enables accountability of the referral process.</td>
<td></td>
</tr>
<tr>
<td>• VULA and WhatsApp have improved how physicians communicate and collaborate with each other remotely.</td>
<td></td>
</tr>
<tr>
<td>• VULA referral notifications interrupt physicians during patient consultation multiple times.</td>
<td></td>
</tr>
<tr>
<td>• Responding to VULA referral notifications is time consuming.</td>
<td></td>
</tr>
<tr>
<td>• Use of mobile apps by physicians at point of care might be perceived by patients as unprofessional.</td>
<td></td>
</tr>
<tr>
<td>• Use of mobile apps at point of care could enable distractions from the work activities.</td>
<td></td>
</tr>
<tr>
<td>• VULA mobile app is suitable for referrals, retrieval, and the exchange of health-related information.</td>
<td></td>
</tr>
<tr>
<td>• VULA mobile app requires a push notification of referrals to health care professionals that are available while on call.</td>
<td></td>
</tr>
<tr>
<td>• mHealth app suitable for patient consultation may include a voice recorder with speech recognition to capture and transcribe verbal communication.</td>
<td></td>
</tr>
<tr>
<td>• Other features may include high-resolution cameras and web-enabled and instant messaging to reduce interaction time at point of care.</td>
<td></td>
</tr>
</tbody>
</table>

Results

Overview

The results were presented using the elements of the ActAD model to deductively describe how mHealth ICTs could be integrated into the work activities of health care professionals, as informed by the interaction moments of tasks and outcomes. Insights were drawn from the interviews and co-design activities used to engage with all participants. The analysis showed that patient consultation, referral management, treatment planning, and report writing were the main work activities executed by health care professionals.

Consultation With Patients

Overview

The physicians indicated that their first point of contact with patients in the hospital was by the outpatient clinics where they had to access and retrieve patient records or engage with their patients to collect a history record.

During this activity, physicians use hospital information systems on computer desktops, mobile phones, and paper. The interaction moments during patient consultation include verbal communication, taking notes, retrieving patient records, and requesting clinical examination:

_In our clinics, for all patients that are seen notes are also made by hand and those notes as well as all referrals goes into a patient’s folder. All those notes are sent to the scanning department. And all notes_
VULA makes it easier to make clinical decisions without seeing patients personally. It’s often difficult to determine if a patient can be seen as an outpatient or do they need urgent referral, and using the VULA app with clinical pictures helps with this decision making. [ort4_H1]

Technology-enabled referrals afford physicians the opportunity to request detailed information from their colleagues about patients before making informed decisions, without the need for a face-to-face consultation. One of the physicians in hospital H2 alluded to the importance of technology-enabled work activities:

Digitising would really help a lot, then I will not have to be going on all around. That will help a lot to reduce unnecessary waiting time. Many times, we are at the clinic, we have to be waiting for folders to arrive before we start. [ns_H2]

The responses show that VULA app as an example of mHealth ICTs is useful for the work of health care professionals. The usefulness is evident in how mobile devices can reduce the time taken to access and retrieve patient records remotely at any time or at different point of care. mHealth ICTs provide a platform for conducting extended investigations through the use of instant messaging. Despite the benefits associated with mHealth apps, there is a concern about VULA notifications being disruptive to work activities while physicians are attending to patients at point of care during consultations.

**Disruption by Mobile Referral Notifications**

Physicians in hospital H1 revealed that during patient consultations, they received VULA referral notifications on their mobile phones. The referral notifications are received multiple times and from multiple sources, and they cause distractions to their work activity at point of care:

During the day it actually interferes and it slows you down massively. Definitely because you have a lot of patients that you need to see, you need to answer the phone; you need to answer your bleeps and then you also get VULA referrals. And some of them—I would say half of them, aren’t emergencies and those people want an answer now because they’ve got a patient sitting in front of them but I’ve got 50 patients sitting outside. [oph1_H1]

It is evident that there are contradictions that result from a lack of understanding of how the tasks within work activities of health care professionals are carried out at the point of care. Thus, the design of VULA mobile app influences how mHealth ICTs are experienced at the point of care:

I feel that it seems unprofessional to constantly be looking at your phone screen whilst consulting patients. [ort5_H1]

According to ortC_H2, mobile devices are used to access academic journals while teaching:

These days we tend to use our mobile device in clinic, but really we should have a laptop…if you see patients most times, you have residents and students. You can
check up journals’ abstracts to compare and to show them some images and pictures. [ortC_H2]

The physician further mentioned that mobile devices are seldom used in wards to facilitate teaching of medical students “because they believe it tends to be a distraction.” The response indicates that the nature of work activities should be adequately considered before designing mHealth ICTs relevant to tasks performed at points of care.

**Referral Management**

The use of mHealth ICTs enables accountability by tracking the referral source and receiving comprehensive feedback on consultations. As established earlier, the VULA app enables health care professionals to remotely communicate and access real-time information (including text and images). The motive of activity in the instance of patient referrals enabled by VULA app as a means of action is transformed into the intended goal of activity by health care professionals:

*There is a massive advantage. So, firstly is that I know who is sending me the referrals, I know where the referral is coming from. One thing we have picked up with regards to where referral is coming from is sometimes the name of the referring healthcare worker comes up but also their location. But that location is what they put in. It’s not a location that is picked up by the smartphone...so it doesn’t give you a location at that time but it’s a location is filled in.* [ort2_H1]

At hospital H2, one of the specialist physicians indicated challenges with the use of paper folders:

*Many times, you don’t find many folders when you see patients. For example, that shows that a lot of them are misplaced somewhere or maybe didn’t find them properly at the record...some claim they are taken by one doctor or another...* [ns_H2]

Accountability is attributed to the use of the VULA appl. However, there are instances of inconsistency with geotagged locations and locations filled by the referring health care professional. This raises concerns when health care providers attempt to locate the exact institution of the referring health care professional and the particular area where a patient is likely to be referred from. In addition, where paper folders are being used at point of care, there are no adequate accountability measures to track location or movement.

**Collaborative Treatment Planning**

Health care professionals, including specialist physicians and nurses, use their personal phones to make calls and use WhatsApp as a means of communication and coordination to plan care delivery. Furthermore, having a personal mobile phone helps health care professionals locate their colleagues, especially when the official communication medium (switchboard bleep) takes a longer time or stops being functional:

*Within the department, everyone’s got a work group on WhatsApp, so that’s to communicate about meetings. And then sometimes you just pick up your own phone...if switchboard takes too long to speak to someone...unless you don’t have the doctor’s number then you have to wait for switchboard. I use my phone actually; we do use our phones a lot.* [orph1_H1]

In hospital H2, one physician explained as follows:

*There is disjointed management of patients, where a doctor comes and does his job and the nurse is not there; and then a physiotherapist comes and everyone sees the patient disjointedly. There is no team approach to patient care.* [ortC_H2]

The convenience of having a means of action such as mobile technology and an mHealth ICTs app facilitates quicker communication between health care professionals and eliminates any restrictions associated with mobility between point of care in a hospital setting. Thus, the communication gap during collaborative care coordination is bridged.

**Report Writing and Administering of Care**

The responses indicate that nursing activities can be categorized into administering of care to patients and report writing while assisting physicians in facilitating clinical examination:

*Some documentation gets lost during movement of patients. It is time consuming because whatever procedure is completed, the nurse got to come down and do the right thing afterwards. The paper, it’s illegible many times due to the fact that peoples’ handwriting differ.* [dnm_H1]

The nursing staff indicated that report writing was a major part of their nursing activities and required a lot of paper, as they were required to accompany patients to and from the different point of care. A shared sentiment among nursing staff who participated in the interview and co-design activity is that continuous use of paper can be addressed by introducing mHealth ICTs designed to facilitate report writing and documentation of patient care on-the-move:

*From the points of assessment—casualty around the ward, from the point of assessment we need a gadget that can take patients’ parameters. It will be better if it’s mobile, since this would allow easier movement and should be interconnected to all wards, clinics so that at a click, it sends the information concerning the patient to other nurses at the next points-of-care.* [ons_H2]

The findings drawn from the Results section indicate that the opportunities to use a means of action such as VULA and WhatsApp by health care professionals at point of care depend on how the technology enables the motive for performing an activity is eventually transformed into the intended goal of an activity. Otherwise, contradictions as a result of a lack of mHealth ICTs fit could mediate how the motive of activity results into an unintended outcome.

**Discussion**

**Principal Findings**

On the basis of the accounts of most health care professionals, the use of mHealth ICTs for work-related activities has mostly
yielded and would ensure positive outcomes at the organizational and individual levels. For example, physicians in particular use hospital information systems to facilitate easier access to, and retrieval of, patient records electronically during patient visits. In this study, the use of VULA mobile app for referrals simplified the referral process and reduced the unnecessary referrals to the hospital. The findings support the arguments by O'Connor et al [5] that the use of mHealth ICTs can enhance the task performance of health care professionals at point of care. In terms of communication and the writing of clinical notes, physicians can use mobile smart devices to record their conversations to obtain a comprehensive history from patients [44]. Ultimately, the relevance of mHealth ICTs in clinical settings is evident in information access, exchange, and communication.

WhatsApp was indicated as a means used by most physicians to communicate and exchange information. According to mHealth studies by Wallis et al [11] and Ganasegeran et al [45], health care professionals tend to communicate easily through WhatsApp by sharing patient information, including pictures, and seeking advice. However, the authors highlighted that the use of WhatsApp has potential risks to patient confidentiality because there are no built-in security measures and consent is a requirement for the exchange of patient information. WhatsApp features could enable physicians to give adequate attention to patients while engaging in verbal communication during consultation. In this study, the voice-to-text feature on WhatsApp seemed to be ideal to assist health care professionals in digitally capturing patient history because it is readily available on smartphones. However, there are limitations to the use of the WhatsApp voice-to-text feature that makes the app inadequate to enable interaction moments during patient consultations.

One of the limitations of WhatsApp voice-to-text feature is that it only coherently transcribes verbal communication in English. This puts a patient who speaks an indigenous language at a disadvantage. In addition, there is no time stamp distinction between the voices of the physician and a patient, which would result in a cluttered clinical history note. Therefore, an mHealth voice-to-text and speech recognition app is essential for consultation but should ensure that there is a clear distinction between voices and during transcription from audio to text when used in the clinical context of health care service delivery.

In the wards, where the availability of desktop computers is limited and fixed, smartphones can be used to access electronically stored patient records. This requires health data records to be integrated across all digital platforms. In addition, physicians tend to use their smartphones to organize their work activities. An investigation by Greer et al [46] established that health care professionals use smartphones as a means to access or offer answers to medical questions and cross-reference evidence-based treatment medication from web-based academic sources in clinical settings. Similarly, O'Connor et al [5] investigated the impact of mHealth on the provision of care as perceived by physicians. The authors suggested that mHealth ICTs should be easily adaptable to perform the tasks within the work routine of health care professionals in hospital settings.

Thus, the integration of health ICTs plays an important role in enhancing the decision-making of health care professionals in diagnosis and treatment processes to ensure the delivery of quality and safe care in clinical settings.

According to Cresswell et al [47], when systems inadequately meet the preferences of the intended end users to achieve an anticipated outcome, they are likely to adopt alternate means or discard the technology perceived as inadequate. Despite benefits attributed to the perceived usefulness and ease of use of health ICTs, there are unintended consequences experienced by health care professionals. The physicians expressed that the frustration caused by referral notifications received from the VULA mobile app can be disruptive multiple times while consulting with patients and during off-peak hours away from the hospital.

The unintended consequences could be attributed to social and technical mediators that inhibit the quality of care provided at point of care. This causes a delay in the time it takes to complete a consultation to the extent that some physicians feel uncomfortable with attending to VULA referrals. Gagnon et al [7] identified the compatibility of mHealth technologies with tasks as one of the several factors perceived to enable or inhibit the workflow of health care professionals. According to Yahya [26], time constraints and perceived reactions of patients to the use of mHealth ICTs by physicians could inhibit the optimal use of mHealth ICTs. The use of mHealth ICTs in clinical settings is more efficient when location is an inhibiting factor and tasks require minimal to no distractions during work activities, provided there are sufficient wireless bandwidth connections.

The nursing staff in tertiary hospitals is heavily saddled with the responsibility of patient administration, including admission, discharge, and transfer. As the amount of paper becomes cumbersome depending on the extent of a patient’s journey, a mobile device is ideal to support report writing and other information management tasks when nurses move from one point of care to the other. The task benefits or unintended consequences experienced by health care professionals while using mHealth ICTs to enable interaction moments influence the degree of its suitability, job, and patient satisfaction [48]. Otherwise, the mHealth ICTs would be partially used or even discarded when health care professionals are not satisfied with the values attributed to use, and ultimately, health care service delivery continues to be impaired by a lack of adequate technology integration [20,47,48].

These findings contribute to pertinent considerations when making informed decisions to design, develop, or purchase mHealth ICTs. This study encourages ICT and health care professionals to work in a transdisciplinary team during the design phase of health technologies. This saves time and costs involved in facilitating training for health care professionals in the pilot and postimplementation phases.

Limitations and Future Research

There were difficulties and delays in setting up interviews with health care professionals in tertiary hospitals. The difficulties were because of the busy schedules of health care professionals...
in public hospitals. Hence, this restricted the data collection process to clinical departments that provide medical imaging and reporting care only. In the South African context, health care professionals used health ICTs, including mHealth, whereas in the Nigerian context, there were no health ICTs used. The authors adopted a pragmatic approach to include unstructured open-ended questions.

The results of this study are not generalizable because the investigation considered only 2 tertiary hospitals in 2 countries in Sub-Saharan Africa, and the data are subjective. However, the methodology can be replicated, and the lessons learned in these contexts can be compared with similar hospital settings. Future studies should consider conducting extensive usability tests of mHealth ICTs applicable to the work environment of health care professionals and standardization of information sharing across different information systems in hospitals. For example, the time efficiency and usability of mHealth ICTs during patient consultation require speech recognition, medical semantics (context sensitivity), and transcription app. Additional features such as a time stamp are also needed to distinguish between voices during transcription from audio to text. These mHealth ICT mechanisms would reduce the amount of time expended by health care professionals at point of care, given the number of patients and referral consultations attended to on a daily basis.

Conclusions and Contribution

The findings of this study show that mHealth ICTs could be used during clinic consultations where physicians need to capture verbal communication with patients and observe their body language. The VULA mobile app is useful for managing referrals and information exchange remotely in a timely manner, except for its interruptions when physicians are busy with face-to-face consultations and other urgent activities. Owing to the mobile nature of nurses, mHealth ICTs could ease information capture, retrieval, and report writing between different point of care, particularly where computer access is limited and to reduce the amount of paper used for patient care administration in hospital settings. WhatsApp enables easier communication through instant messaging and offers a means to collaborate between professionals; however, in health care contexts, it does not guarantee the privacy of patients’ health information.

The opportunities identified can be considered by local health policy makers and ICT vendors when designing mHealth ICTs to enable the work activities of health care professionals at point of care in hospital settings, especially in Sub-Saharan Africa. This paper provides a possible direction for stakeholders in the public health system of Sub-Saharan Africa that have recognized and adopted the use of technology as a driver to address time and location constraints that impede service delivery.

This study applied the ActAD model as a lens to understand opportunities to integrate mHealth ICTs into the work activities of health care professionals in hospital settings. The authors established that interaction moments of tasks performed by health care professionals during complex work activities are essential to identify relevant mHealth ICTs for different point of care. In addition, the transformation of the purpose of a work activity into the intended outcome is mediated by the interplay between attributes of human agency and contradictions that emerge from the contextual conditions and the technical characteristics.
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Abstract

Background: Out-of-hospital cardiac arrests (OHCAs) are stressful, high-stake events that are associated with low survival rates. Acute stress experienced in this situation is associated with lower cardiopulmonary resuscitation performance in calculating drug dosages by emergency medical services. Children are particularly vulnerable to such errors. To date, no app has been validated to specifically support emergency drug preparation by paramedics through reducing the stress level of this procedure and medication errors.

Objective: This study aims to determine the effectiveness of an evidence-based mobile app compared with that of the conventional preparation methods in reducing acute stress in paramedics at the psychological and physiological levels while safely preparing emergency drugs during simulated pediatric OHCA scenarios.

Methods: In a parent, multicenter, randomized controlled trial of 14 emergency medical services, perceived and physiologic stress of advanced paramedics with drug preparation autonomy was assessed during a 20-minute, standardized, fully video-recorded, and highly realistic pediatric OHCA scenario in an 18-month-old child. The primary outcome was participants’ self-reported psychological stress perceived during sequential preparations of 4 intravenous emergency drugs (epinephrine, midazolam, 10% dextrose, and sodium bicarbonate) with the support of the PedAMINES (Pediatric Accurate Medication in Emergency Situations) app designed to help pediatric drug preparation (intervention) or conventional methods (control). The State-Trait Anxiety Inventory and Visual Analog Scale questionnaires were used to measure perceived stress. The secondary outcome was physiologic stress, measured by a single continuous measurement of the participants’ heart rate with optical photoplethysmography.
**Results:** From September 3, 2019, to January 21, 2020, 150 advanced paramedics underwent randomization. A total of 74 participants were assigned to the mobile app (intervention group), and 76 did not use the app (control group). A total of 600 drug doses were prepared. Higher State-Trait Anxiety Inventory–perceived stress increase from baseline was observed during the scenario using the conventional methods (mean 35.4, SD 8.2 to mean 49.8, SD 13.2; a 41.3%, 35.0 increase) than when using the app (mean 36.1, SD 8.1 to mean 39.0, SD 8.4; a 12.3%, 29.0 increase). This revealed a 30.1% (95% CI 20.5%-39.8%; P<.001) lower relative change in stress response in participants who used the app. On the Visual Analog Scale questionnaire, participants in the control group reported a higher increase in stress at the peak of the scenario (mean 7.1, SD 1.8 vs mean 6.4, SD 1.9; difference: −0.8, 95% CI −1.3 to −0.2; P=.005). Increase in heart rate during the scenario and over the 4 drugs was not different between the 2 groups.

**Conclusions:** Compared with the conventional method, dedicated mobile apps can reduce acute perceived stress during the preparation of emergency drugs in the prehospital setting during critical situations. These findings can help advance the development and evaluation of mobile apps for OHCA management and should be encouraged.

**Trial Registration:** ClinicalTrials.gov NCT03921346; https://clinicaltrials.gov/ct2/show/NCT03921346

**International Registered Report Identifier (IRRID):** RR2-10.1186/s13063-019-3726-4
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**Introduction**

**Background**

Out-of-hospital cardiac arrest (OHCA) is a major concern for health care systems worldwide, affecting millions of people each year [1]. Despite advances in resuscitation science and improvement of cardiac arrest survival over the past decades, the survival rates following adult and pediatric OHCA are reportedly low, evaluated at 10.4% and 11.4%, respectively [1]. High-quality cardiopulmonary resuscitation (CPR) for OHCA patients is the primary determinant of survival and favorable neurological outcome [2,3]. Evaluations and decisions must be made quickly and accurately. However, acute mental stress experienced by rescuers during CPR may impair decision making and optimal performance [4-12], independent of professional experience [4]. This can, in turn, adversely affect patient safety [5]. OHCA-induced acute stress response relies mainly on an interplay between the individual’s cognitive perception and appraisal made about the perceived demand and ability to compensate through both internal and environmental resources [6,13]. The degree to which this compensation occurs determines the nature and magnitude of one’s stress response [12]. Some individuals show stress responses with associated active coping. Others perceive stress as excessive and outweighing their coping abilities, thus hindering their ability to adapt quickly and perform under pressure.

The OHCA setting is a stressful and high-stakes environment where safeguards and resources, both human and material, are limited [6]. In many countries, paramedics have the autonomy to prepare and administer emergency drugs. However, the impact of acute stress experienced by paramedics during OHCA on emergency drug preparation has rarely been studied. LeBlanc et al [14] observed that paramedics under simulated high-stress conditions performed worse on drug dosage calculations than those under calm, relaxed conditions. These findings are particularly concerning in pediatric CPR, where the accurate and safe preparation and administration of intravenous drugs is mandatory [15-19]. Most drugs administered intravenously to children are provided in vials that were originally prepared for the adult population. This leads to the need for an initial onsite complicated, individual, weight-based dose calculation, and drug preparation for each child, which varies widely across age groups [20]. Combined with other risk factors such as excessive extraneous cognitive load due to onsite emotional stress and time pressure [14,21-23], and pediatric-specific, age-related variations in pharmacokinetics, onsite administration of emergency drugs by paramedics is particularly challenging. Furthermore, pediatric situations only account for approximately 7% of emergency medical services (EMS) calls, and paramedics have little exposure to critically ill children and occasions to prepare emergency drugs at pediatric dosages [24-26]. Relying solely on their expertise and knowledge to take decisions during care provision, a single paramedic is often in charge of determining the child’s weight, choosing the most suitable drug, calculating the drug dose and appropriate volume to inject, and administering it without delay. For this purpose, paramedics are still dependent on conventional paper-based support, empirical calculators, or spreadsheets to ensure correct drug delivery. This places children at higher risk for life-threatening prehospital medication errors than adults [17,20,27-30], with a reported error rate of more than 60% [31,32].

Some authors have advocated replacing tasks inducing stress and cognitive load during resuscitation as much as possible by automated actions to optimize patient care and diminish medication errors [22,33]. The US National Highway Traffic Safety Administration advocated, in its recent vision for the future of pediatric prehospital care to be achieved by 2050, to develop processes that do not require providers to calculate dosing of medications [34]. Supported by the rapid spread of mobile devices and their innovative features (eg, connectivity, embedded computing capabilities, small size, and versatility), mobile health (mHealth) apps have great potential as tools to support out-of-hospital emergency drug preparation at the point...
of care. However, a recent systematic review showed that few mHealth apps are available for prehospital settings [35]. Among these mHealth apps, none has been validated to specifically support emergency drug preparation by EMS personnel with the aim of reducing medication dosing errors and the stress hassle of this procedure.

**Previous Work**

In previous randomized trials, we reported fewer medication errors and shorter times to drug preparation and delivery during in-hospital pediatric CPR when using a mobile app—the PedAMINES (Pediatric Accurate Medication in Emergency Situations) app compared with conventional preparation methods [36,37]. Although similarities exist, the prehospital environment is distinctly different in many regards. Recent findings of a multicenter randomized trial showed that this app was also able to reduce medication error rates during pediatrics OHCA in a simulated model [38]. However, its impact on situational stress experienced by paramedics during CPR remains to be determined.

**Aim**

This study aims to determine the effectiveness of the PedAMINES app in reducing acute stress while safely preparing emergency drugs during CPR for pediatric OHCA patients compared with the conventional preparation methods.

**Methods**

**Study Design**

This study was registered at ClinicalTrials.gov (NCT03921346) as a nested study within the context of an open-label, multicenter, randomized controlled trial. The parent trial had the broader and primary aim of assessing rates of medication dosing errors during simulation-based pediatric OHCA scenarios using a high-fidelity manikin [38]. The trial protocol, containing details about the scenario, has been previously published [39]. No changes were made to the app or intervention during the study.

**Trial Participants**

The trial was conducted at 14 EMS covering a population of more than 2.3 million people in Switzerland. Eligible participants were registered paramedics working in these EMS. They had undergone a 3-year education program and were trained in advanced life support procedures, including defibrillation, airway management, peripheral intravenous line cannulation, and the administration of medications to ensure advanced independent emergency prehospital care. Similar to the Anglo-American model [40,41], paramedics in Switzerland constitute the initial response team and are qualified to independently administer a range of medications. To achieve adequate participant enrollment to reach the target sample size (ie, 120 paramedics [39]), shift-working paramedics were randomly recruited weeks before the start of the study by a blinded noninvestigator in each EMS center. In several EMS centers, additional paramedics were recruited to ensure that the target sample size would ultimately be achieved. At the end of the trial, an additional number of paramedics was included in the study and the analysis was refined. To prevent preparation bias, all paramedics were informed of the upcoming simulation study, but not of its purpose and outcomes. The study excluded emergency medical technicians because they had no drug preparation autonomy. In our study, resuscitation was led by a physician (JNS) to standardize the choice of drugs prescribed across the EMS and to avoid any deviation from the study protocol. Written informed consent was obtained from all the participants before their voluntary involvement. Blinding to the purpose of the trial during recruitment was maintained to minimize preparation bias. Participants were unblinded during the intervention when they were asked to prepare the drugs either with the support of the app or conventional methods. Study participants were neither involved in the design of the app, study design, choice of outcome measures, nor study conduct. No participant was asked to advice on the interpretation or write the results.

**Setting**

The trial took place in a simulated, regular child’s bedroom environment at each EMS center. This was intended to mimic as closely as possible a stressful prehospital environment where paramedics could actually intervene to increase realism. The intervention was standardized across all sites to follow the same chronological progression and range of difficulty in order to ensure that each participant was exposed to exactly the same situation, with similar challenges in decision making and treatment provided on the same manikin (Laerdal New SimBaby, Tetherless, Laerdal Medical, Stavanger, Norway). The study team members maintained a stressful resuscitation atmosphere. Importantly, we did not organize pretests to minimize priming and preparation biases to avoid influencing the perceived stress during the scenario.

**Intervention**

On the day of the participation after random allocation, each participating paramedic had to complete 2 self-administered questionnaires to measure their perceived stress at baseline (see below), and a heart rate (HR) monitor was placed on their wrist. They also had to complete a survey collecting data regarding their demographics, attend a standardized 5-minute training session on how to use the mobile app, and follow a presentation detailing the features of the simulation manikin. No conventional drug preparation training was provided in either group, as this was part of the paramedics’ daily practice. Each participant was then exposed to a 20-minute, standardized, fully video-recorded, highly realistic pediatric OHCA CPR scenario of an 18-month-old child. The participants were asked to sequentially prepare and inject 4 different direct intravenous drugs of various degrees of preparation difficulties (epinephrine, midazolam, dextrose 10%, and sodium bicarbonate), either with the support of the app or following conventional methods (ie, without app support). Full details of the intervention and scenario have been previously published [38]. During the timed scenario, the resuscitation team maintained a stressful and realistic resuscitation atmosphere by frequently reporting vital signs aloud and asking the participant to promptly provide the drugs. The portable defibrillator, displaying real time vital signs, was placed in close proximity to the paramedics. The monitoring
alarms were turned on, and the investigator who played the father’s role repeatedly verbalized his dismay.

**The PedAMINES Mobile App**

This app provided an exhaustive and editable list of intravenous drugs, either for direct injections or continuous infusions [37,38,42]. The drugs were displayed in alphabetical order with doses automatically adapted to the weight or age of the patient. When selected, a detailed drug preparation procedure based on a standardized and simplified pathway was provided to the user. The app was developed using a user-centered, evidence-based approach. Emergency department caregivers, ergonomists, psychologists, and computer scientists from research and development services conceived the app. Its interface was designed considering design principles aimed at minimizing cognitive load [43-45]. By always displaying the most important information in a larger font and sorting the most recent information at the top of the screen, hierarchization of information was taken into consideration. Interaction choices were limited to their strictest utility through the interface to facilitate decision making. Only a predefined sequence of actions was proposed; thus, users did not need to make complicated choices. Display conventions were defined to display drug dosages with conventional and consistent units to avoid confusion. Fits laws were complied with by placing interaction buttons at the edge of the screen [46]. This minimized the distance to reach them and focused on the interaction zone in a limited area. The app also complied with the progressive disclosure principle [47], where complex information is sequenced across several smaller chunks to reduce the feeling of being overwhelmed by the user. Therefore, complex instructions such as weight-based drug dose preparation was sequenced and ordered in several lines to streamline information and facilitate its comprehension (Figure 1). Feedback mechanisms have also been integrated for specific actions, such as canceling or modifying the patient’s weight. In both cases, the system provides feedback to ensure that users are aware of their actions. Acceptance and use of the app were assessed through self-administered electronic surveys using a modified version of the Unified Theory of Acceptance and Use of Technology (UTAUT) model [48] and the System Usability Scale [49,50]. They will be the subject of detailed analysis in another study nested within the parent trial.

**Figure 1.** PedAMINES (Pediatric Accurate Medication in Emergency Situations) app screenshot.

**Outcomes and Measures**

**Primary Outcome: Perceived Stress**

Participants’ self-assessed psychological stress was measured using the Gauthier and Bouchard’s French-Canadian adaptation [51] of Spielberger's psychometric State-Trait Anxiety Inventory (STAI) questionnaire [52,53]. STAI was provided with permission from the copyright owner (Mind Garden, Inc [54]. Copyright prevents reproduction of the full scale). It is one of the most commonly used subjective measures of stress in health research, including emergency care [13,14,55-58]. This questionnaire is composed of two 20-item self-report subscales to measure 2 distinct anxiety concepts: (1) the temporary state of anxiety at the time of reporting (STAI form Y-1), which can be affected by stressful situations and 2) the more stable and long-standing presence of trait anxiety (form Y-2) [59]. Both forms can be used alone or as a complement. Form Y-1 was used in this study. To avoid interrupting the scenario and influence its veracity and inherent stress, no STAI was
administered during the scenario. It was administered just before the scenario began to assess the stress at this moment, and again just after the end of the scenario by asking the paramedics to assess their maximum perceived stress during the scenario (Figure 2). Each item was mandatory to avoid missing values and answered on a 4-point Likert scale ranging from 1 (not at all) to 4 (very much). After reversing the scores for stress-absent items (ie, items 1, 2, 5, 8, 10, 11, 15, 16, 19, and 20) according to Spielberger’s instructions [59], the total score was calculated by summing up the weighted scores for the 20 items. STAI ranges from 20 to 80, with higher scores being positively correlated with greater stress [59]. A score greater than 40 is commonly used to define a clinical state of stress.

Perceived stress was also assessed by self-assessment using a numerical 10-point Likert visual analogue scale (VAS) [60]. Values ranged from 1 (totally unstressed) to 10 (totally stressed) to avoid neutral answers. To prevent any anticipation bias, participants were not informed that they would have to complete the STAI and VAS questionnaires after scenario completion (Figure 2). The questionnaires were provided onsite with the necessary precautions so that participants could not communicate with each other. No interaction other than detailing an item upon request of a participant occurred between the participants and investigators during the completion of the questionnaires.

Figure 2. Course of the intervention. CPR: cardiopulmonary resuscitation; HR: heart rate; pOHCA: pediatric out-of-hospital cardiac arrest; STAI: State-Trait Anxiety Inventory; VAS: visual analogue scale.

Secondary Outcome: Physiologic Stress

HR was measured as a surrogate of the physiological sympathetic response to stress [61]. A single continuous measurement at 1-second interval was recorded during the scenario with optical photoplethysmography using a Polar A360 wrist-worn HR monitor (Polar Electro Oy). This wearable sensor has been previously validated for HR assessment [62,63], although it is not sensitive enough to track HR variability. The A360 was tightly attached to the participants’ wrist in accordance with the manufacturer’s specifications to avoid motion artifacts that could lead to inaccurate HR measurements. Data locally stored on the wristwatch itself during the scenarios was thereafter synchronized with the dedicated Polar FlowSync web service for later offline analysis. In line with previous research [64], several time-points of cardiovascular activity were measured: (1) the minimal HR measured within the 5 minutes before the scenario starts (HR_{baseline}) while participants were not performing mental or physical exercise; (2) peak HR (HR_{peak}) for each drug, defined as the maximal HR reached during the sequence from drug prescription by the physician to drug delivery; and (3) an additional HR_{recovery} was also measured as the minimal HR measured during the 5 minutes immediately following scenario completion (ie, at the stop of the timed period of the scenario represented by the patient’s arousal, but before debriefing).

Data Collection

All scenarios were video-recorded by 3 GoPro Hero 5 and 7 Black Edition (GoPro Inc) video cameras mounted on participants and dispatched around them for later analysis. The camera setup was standardized. The investigators double-checked whether the questionnaires were fully and accurately completed. Data was collected using a REDCap database web app (REDCap, Vanderbilt University) hosted at Geneva University Hospitals and interfaced on an iPad Pro iOS 12.4 (Apple Inc). Neither follow up nor retention plans were required.

Statistical Analysis

Assuming a two-sided $\alpha$ risk of .05, the number of participants enrolled in the parent study was sufficient to detect an effect size of 0.50, which corresponds to a medium effect of the app compared with the conventional methods on perceived stress (STAI-Y score), with a power of 80%. Outcomes with a single measurement per participant (including HR_{peak} per drug and
postintervention STAI-Y and VAS) were compared between trial arms by using linear regression models with adjustment for the preintervention or baseline value and on centers to account for the randomized stratification. To compare the overall HR<sub>peak</sub> between the arms, a linear regression model with mixed effects and adjusted for centers and HR<sub>baseline</sub> was used to account for the multiple measures per participant (one per drug). With this model, the intercept was random with crossed random effects at the participant and drug levels. This model was adjusted for the centers and HR<sub>baseline</sub>. The Spearman correlation coefficient was used to assess the correlation between outcomes. Analyses were carried out using R software version 4.0.2, and the R package lme4 [65]. All statistical tests were two-sided, with an α risk of .05.

**Ethics Approval**

This trial received a declaration of no objection by the Geneva Cantonal Ethics Committee and Swiss Ethics on March 29, 2018, as its purpose was to examine the effect of the intervention on health care providers. The study was conducted in accordance with the principles of the Declaration of Helsinki [66], Good Clinical Practice guidelines [67], the Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online TeleHealth (CONSORT-EHEALTH) [68] guidelines, and the Reporting Guidelines for Health Care Simulation Research [69].

**Results**

**Overview**

Of the 150 paramedics enrolled between September 3, 2019, and January 21, 2020, 74 were assigned to the intervention group and 76 to the control group. A total of 600 drug preparations were prepared. One participant's HR recording data were missing in the intervention group due to a technical problem with the watch. No dropouts occurred (Figure 3). The baseline characteristics are detailed in the published parent trial [38]. They were balanced in the 2 groups, and recruitment was balanced across the centers.

**Stress Response: Perceived Stress**

Both the STAI Form Y-1 and VAS questionnaires were completed by all 150 participants. Baseline STAI-perceived stress levels before the start of the scenario did not differ between the allocation groups (Table 1). The mean STAI-perceived stress scores of the participants supported by conventional methods then increased significantly at the time of drug preparations, whereas no significant increase was observed with the app support during the scenario. A higher stress increase was observed during the scenario using the
conventional methods than the app ($P<.001$; Table 1 and Figure 4).

Similarly, on the VAS questionnaire, participants rated the mean perceived stress before the scenario as not different with or without the app support (Table 1 and Figure 4). After scenario completion, they reported a higher increase in stress at the peak of the scenario using the conventional method than the app. The paramedics’ gender, age, and years of experience did not modify the intervention effect, although for paramedics with more than 10 years of experience, the effect of the app seems to weaken (Multimedia Appendix 1).

**Table 1.** Comparison of STAI Form Y-1 and VAS scores before and after scenario completion (N=150).

<table>
<thead>
<tr>
<th></th>
<th>Mobile app (n=73), mean (SD)</th>
<th>Conventional method (n=76), mean (SD)</th>
<th>Difference (95% CI)$^a$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>STAI$^b$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preintervention</td>
<td>36.1 (8.1)</td>
<td>35.4 (8.2)</td>
<td>0.8 (−1.7 to 3.3)</td>
<td>.55</td>
</tr>
<tr>
<td>Postintervention</td>
<td>39.0 (8.4)</td>
<td>49.8 (13.2)</td>
<td>−11.4 (−14.7 to −8.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Relative change</td>
<td>12.3 (29)</td>
<td>43.1 (35)</td>
<td>−30.1 (−39.8 to −20.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>VAS$^c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preintervention</td>
<td>4.2 (2.5)</td>
<td>3.9 (2.2)</td>
<td>0.3 (−0.4 to 1.0)</td>
<td>.35</td>
</tr>
<tr>
<td>Postintervention</td>
<td>6.4 (1.9)</td>
<td>7.1 (1.8)</td>
<td>−0.8 (−1.3 to −0.2)</td>
<td>.006</td>
</tr>
</tbody>
</table>

$^a$Linear regression models adjusted for center; in addition, differences in postintervention and relative change were adjusted for the preintervention values.

$^b$STAI: State-Trait Anxiety Inventory.

$^c$VAS: visual analogue scale.

**Figure 4.** State-Trait Anxiety Inventory Form Y-1 and Visual Analogic Score box plots per study arm. PedAMINES: Pediatric Accurate Medication in Emergency Situations; STAI: State Trait Anxiety Inventory; VAS: visual analogue scale.

**Stress Response: Heart Rate**

The mean $HR_{baseline}$ before the scenario started was approximately 80 beats per minute and similar between the allocation groups (Table 2). Maximal $HR$ achieved during cardiac compressions was 122.5 (95% CI 118-127) in the app group and 123 (95% CI 117-128) in the control group and decreased in both groups before the drug preparation phase. During the scenario, the overall $HR_{peaks}$ for the 4 drugs increased to 118 (95% CI 111 to 125) beats per minute with conventional methods and to 119.7 (95% CI 115 to 124) beats per minute with the app. This increase in $HR$ from baseline represented approximately 50% of the mean $HR_{baseline}$ (Figure 5). The
difference between groups in HR_{peak} during the scenario and over the 4 drugs was 1.4 (95% CI −1.8 to 4.6; \( P = .43 \)) beats per minute, which was not statistically significant. The same was true for each drug (Table 2). After completion of the scenarios, HR declined to recovery values similar to HR_{baseline} in both groups.

### Table 2. Heart rates before, during, and after scenario completion, per study group (N=150).

<table>
<thead>
<tr>
<th>Heart rate (bpm(^a))</th>
<th>Mobile app (n=73), mean (SD)</th>
<th>Conventional method (n=76), mean (SD)</th>
<th>Difference (95% CI)(^b)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>79.3 (14.4)</td>
<td>78.5 (12.7)</td>
<td>1.0 (−3.3 to 5.3)</td>
<td>.64</td>
</tr>
<tr>
<td>First drug, HR_{peak}(^c)</td>
<td>123.1 (9.2)</td>
<td>124.1 (12.2)</td>
<td>−1.1 (−4.7 to 2.4)</td>
<td>.53</td>
</tr>
<tr>
<td>Second drug, HR_{peak}</td>
<td>121.1 (10.9)</td>
<td>119.9 (13.3)</td>
<td>1.0 (−2.8 to 4.8)</td>
<td>.61</td>
</tr>
<tr>
<td>Third drug, HR_{peak}</td>
<td>120.4 (11.4)</td>
<td>117.9 (13.3)</td>
<td>2.4 (−1.4 to 6.2)</td>
<td>.22</td>
</tr>
<tr>
<td>Fourth drug, HR_{peak}</td>
<td>114.1 (13.5)</td>
<td>110.5 (13.7)</td>
<td>3.4 (−0.9 to 7.6)</td>
<td>.12</td>
</tr>
<tr>
<td>Recovery</td>
<td>79.3 (15.0)</td>
<td>76.8 (13.7)</td>
<td>1.9 (−2.3 to 6.1)</td>
<td>.37</td>
</tr>
<tr>
<td>Maximal HR_{peak}(^d)</td>
<td>126.1 (10.3)</td>
<td>126.0 (12.1)</td>
<td>−0.1 (−3.8 to 3.5)</td>
<td>.95</td>
</tr>
</tbody>
</table>

\( a\) bpm: beats per minute.
\( b\) Linear regression models adjusted for center and baseline heart rate using linear regression models (except for baseline heart rate adjusted for center only). A negative difference means that the average value is lower with than without PedAMINES.
\( c\) HR: heart rate.
\( d\) Highest value of HR_{peak} among the 4 drugs.

### Figure 5. Mean heart rate (error bars=SD) in the baseline, the 4 consecutive heart rate peaks numbered according to the sequential prescription of each drug, and recovery time points over the course of the scenario. HR: heart rate.

**Correlation Between Perceived Stress and Heart Rate**

A strong correlation was found between STAI-Y and the VAS scores for the perceived stress by the participants before the intervention (Spearman \( r = 0.72 \)) and after the intervention (Spearman \( r = 0.68 \)). However, the STAI-Y and the VAS scores before the intervention were poorly correlated with HR at baseline (Spearman \( r = 0.14 \) and \( r = 0.22 \), respectively). The STAI-Y and VAS scores after the intervention were not correlated with the maximal HR_{peak} (Spearman \( r = 0.02 \) and \( r = −0.04 \), respectively).

### Discussion

**Principal Findings**

The unpredictable out-of-hospital environment and high-stake CPR situations lead to major stressful experiences for involved rescuers, which can adversely affect patient safety [5]. In this
randomized controlled trial, we report a significant increase in both perceived and physiological stress in paramedics during the preparation of emergency drugs for pediatric OHCA patients in a simulated model. However, perceived stress was 27% lower among those who used a specific mHealth app designed to facilitate drug preparation compared with those who only had access to conventional preparation methods. This result was observed irrespective of paramedics’ years of experience, age, or gender, suggesting a worthwhile benefit of its use in the prehospital setting.

Quantification of the acute stress response of rescuers during CPR has been the subject of many studies, although no single stress-specific marker for its measurement has been definitively validated [70]. Thus, previous studies have used, alone or in conjunction, different surrogate stress markers (ie, biological, electrophysiological or psychological) to assess the relationship between stress and CPR performance [11]. Those considering subjective stress markers by means of self-reported questionnaires, such as the STAI, showed the strongest association with lower performance [6,11]. On the other hand, stress-coping strategies such as leadership and stress management training, cognitive aids (eg, checklists and algorithms), and mindfulness meditation have been shown to enhance CPR performance [5,71]. However, these studies mostly focused primarily on residents [11], a less experienced and likely more stress-prone population, thus providing little evidence regarding more experienced rescuers. Evidence regarding paramedics is scarce. Few studies in the field have yielded conflicting results. LeBlanc et al [56] compared paramedics’ acute perceived and salivary cortisol stress responses and performance during simulated low- and high-stress scenarios. They observed impairments in some aspects of clinical performance in response to a high-stress scenario. Among these aspects, stress significantly impaired drug dosage calculation and was associated with a greater risk of error [14]. Interestingly, these authors reported a subjective mean STAI-rated overall stress of 46.1 for paramedics under high-stress conditions, corroborating our own findings. Conversely, Bjørshol et al [72] observed no performance impairment associated with higher self-reported stress in a randomized trial comparing paramedics under calm CPR conditions with those under stressful CPR conditions. Unfortunately, in these studies, no evaluation of interventions aimed at specifically reducing stress during CPR and studying their consecutive impact on performance was carried out. To date, the bulk of the research and development for interventions to reduce stress has mostly focused on long-lasting mental illnesses using mobile self-management apps in the field of health psychology [73]. To our knowledge, this trial is the first of its kind to report reduced perceived stress during multiple drug dosage calculations by advanced care paramedics supported by a mobile app in acute life-threatening situations. Prehospital dosing errors, although probably underreported due to failure to recognize them or reluctance to report them [70,74], affect approximately 56,000 children treated by EMS each year in the United States, with drugs administered outside of the proper dose range reported in up to 39.8% of more than 5300 children [31,75]. Facilitating emergency drug preparation at pediatric dosage while reducing stress might reduce these errors.

Acute stress situations elicit not only a psychological but also an adaptive, generally transient, physiological stress response carried out by regulatory pathways through the activation of the cardiovascular, endocrine, immune, and autonomic nervous systems [76,77]. The overall stress response is a combination of these complex and relatively independent pathways, without necessarily showing correlations with each other [57,58,78]. Additionally, there are interindividual differences in perceived and physiological stress responses in the same situation [76,78]. In this study, although perceived acute stress was reduced by the use of the app, such a reduction was not observed in HR that remained high in both groups during the scenario. This finding is consistent with that of the existing literature. At the individual level, the relationship between self-reported perceived stress and physiological stress measured by objective parameters such as HR has been shown to be somewhat inconsistent [57,79]. Clarke et al [80] examined the relationship between emergency medicine residents’ self-reported stress before and after a simulation exercise and HR throughout the scenario. They observed that HR elevation alone correlated poorly with both perceived stress and clinical performance. Similar results were observed in another study where varying stress levels in simulated trauma scenarios elicited higher subjective stress and cortisol levels and poorer performance among residents exposed to high-stress conditions, whereas HR elevation was not significantly different between low- or high-stress conditions [81]. Among the reasons that may explain this phenomenon, it has been speculated that strenuous physical activity could be a confounding factor for HR, limiting its value as a marker of mental stress in acute situations [6,11]. In this study, physical activity was limited to the initial hands-on resuscitation period. Thereafter, physical activity was restricted to the preparation of drugs in close proximity to the patient, thus limiting exertion. Hence, although indicative of a state of mental stress in the absence of physical exertion, it appears from this study that sustained HR at high levels cannot be used alone as a physiological expression of perceived stress. An alternative explanation for the variation in HR observed over the course of the scenario may lie in the level of stress-induced physiological activation desirable for optimal task performance, with higher HR levels observed during drug preparations. This is consistent with the relationship between stress and performance that has been described theoretically by Yerkes-Dodson [82] and follows an inverted U-shaped curve. At low levels of stress, performance is poor but increases with increasing stress levels until a certain optimal point is reached, beyond which task performance and decision making abilities could become impaired, followed by a decline in performance quality [83]. Although we cannot comment on whether the observed HR levels represented the optimal HR zone for best performance, our results suggest that an adaptive physiological response to stress, at least in terms of HR levels, was similarly triggered in both study groups.

Limitations

This study had several limitations. First, as drug preparation times varied considerably from one participant to another and could have influenced any stress attenuation or exaggeration over time, we decided not to measure average HRs per drug. Second, the collection of additional physiological stress markers
was not carried out, which could also be seen as a limitation. However, measuring paramedics’ cortisol levels would have required complex consideration of intra and interindividual circadian rhythms among day and night shift paramedics, as well as serial collection of blood, saliva, or sweat samples to capture baseline and in-scenario values, making the procedure impractical and potentially prone to preparation bias [84]. On the other hand, measuring paramedics’ HR variability, which has been shown to be influenced by stress during emergency care and a reliable means of monitoring it [11,57,85], would require signal acquisition by an electrocardiogram. This could have potentially restrained paramedics’ movements and involvement, thus hindering their ability to prepare the drugs according to usual practice. Considering the use of wearable photoplethysmography to measure pulse rate variability may be a promising alternative to overcome this limitation in future studies [86,87]. Another limitation of our trial includes its simulated setting, which raises the concern of its generalizability to real-life situations. High-fidelity simulation has been shown to be as realistic and stressful as real-life situations, both at the psychological and physiological levels [6,11,88]. Furthermore, simulation is an essential method for assessing research questions and technologies that cannot be answered during real CPR as the diversity among patients and their diseases makes such studies difficult to standardize in critical situations [89].

In addition, in the voluntary absence of correlational analysis in this study due to a nonexhaustive investigation of all stress response axes, our data does not allow causal inferences to be made about the relationship between psychological and physiological stress reactivity and emergency drugs preparation. They only provide a sketch in this direction, which requires further research. Finally, we acknowledge that this study did not distinguish whether and to what extent emergency drugs preparation had a greater influence on stress than the pediatric OHCA situation itself or vice versa.

Conclusions
In this nested randomized controlled trial, paramedics confronted with a high-stress pediatric OHCA scenario reported a lower level of perceived stress when using a mobile app designed to help pediatric drug preparation compared with conventional calculation methods. As acute perceived stress is associated with lower CPR performance in calculating drug dosages and as the children are particularly vulnerable to such errors, we suggest that dedicated medical mobile apps have the potential to reduce stress while improving medication safety. This could change the prehospital clinical practice in the area of pediatric emergency medicine. The next step would be to determine in real-life studies whether stress reduction through the app translates into improved clinical outcomes to contrast the results of this actual research.
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Abstract

Background: Margin reflex distance 1 (MRD1), margin reflex distance 2 (MRD2), and levator muscle function (LF) are crucial metrics for ptosis evaluation and management. However, manual measurements of MRD1, MRD2, and LF are time-consuming, subjective, and prone to human error. Smartphone-based artificial intelligence (AI) image processing is a potential solution to overcome these limitations.

Objective: We propose the first smartphone-based AI-assisted image processing algorithm for MRD1, MRD2, and LF measurements.

Methods: This observational study included 822 eyes of 411 volunteers aged over 18 years from August 1, 2020, to April 30, 2021. Six orbital photographs (bilateral primary gaze, up-gaze, and down-gaze) were taken using a smartphone (iPhone 11 Pro Max). The gold-standard measurements and normalized eye photographs were obtained from these orbital photographs and compiled using AI-assisted software to create MRD1, MRD2, and LF models.

Results: The Pearson correlation coefficients between the gold-standard measurements and the predicted values obtained with the MRD1 and MRD2 models were excellent (r=0.91 and 0.88, respectively) and that obtained with the LF model was good (r=0.73). The intraclass correlation coefficient demonstrated excellent agreement between the gold-standard measurements and the values predicted by the MRD1 and MRD2 models (0.90 and 0.84, respectively), and substantial agreement with the LF model (0.69). The mean absolute errors were 0.35 mm, 0.37 mm, and 1.06 mm for the MRD1, MRD2, and LF models, respectively. The 95% limits of agreement were –0.94 to 0.94 mm for the MRD1 model, –0.92 to 1.03 mm for the MRD2 model, and –0.63 to 2.53 mm for the LF model.

Conclusions: We developed the first smartphone-based AI-assisted image processing algorithm for eyelid measurements. MRD1, MRD2, and LF measures can be taken in a quick, objective, and convenient manner. Furthermore, by using a smartphone, the examiner can check these measurements anywhere and at any time, which facilitates data collection.

(JMIR Mhealth Uhealth 2021;9(10):e32444) doi:10.2196/32444)
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Introduction
Margin reflex distance 1 (MRD1), margin reflex distance 2 (MRD2), and levator muscle function (LF) are crucial for the evaluation and management of ptosis, a condition in which the upper eyelid droops over the eye [1]. MRD1 is defined as the distance between the upper eyelid margin and the center of the pupillary light reflex, whereas MRD2 is defined as the distance between the lower eyelid margin and the center of the pupillary light reflex. The LF is defined as the distance the upper eyelid margin moves from down-gaze to up-gaze without any eyebrow movement. According to a normal MRD1 of 4-5 mm, ptosis can be classified as mild (MRD1: 3-4 mm), moderate (MRD1: 2-3 mm), or severe (MRD1: 0-2 mm).

Manual measurements of MRD1, MRD2, and LF are time-consuming, subjective, and prone to human error [2]. More accurate measurements may be determined using a slit-lamp biomicroscope [3], and several automatic and semiautomatic photographic analysis techniques have been developed to obtain relatively objective measurements of MRD1 and MRD2 [4-6]. However, in these studies, a standardized environment is required for taking the photographs. The Volk Eye Check System measures MRD1 automatically using photographs taken by an integrated camera; however, this system tends to overestimate MRD1 in patients with ptosis [7]. To the best of our knowledge, there are no automatic photographic analysis techniques available for LF measurements.

A smartphone is more portable and convenient than a traditional photography room and slit-lamp biomicroscope. Artificial intelligence (AI), specifically deep learning (also known as deep neural network learning), is a new and popular area of research that yields impressive results and is growing rapidly. Smartphone-based deep learning image processing is a potential solution to overcome these limitations for measurements of MRD1, MRD2, and LF (Figure 1). We developed the first smartphone-based AI-assisted image processing algorithm for MRD1, MRD2, and LF measurements, which was validated in comparison with gold-standard measurements in an observational study.

Figure 1. Smartphone-based artificial intelligence–assisted prediction of eyelid measurements. MAIA: medical artificial intelligence assistant (Muen Biomedical and Optoelectronic Technologist, Inc; Version 1.2.0).

Methods
Study Design
This observational study included 822 eyes of 411 volunteers aged over 18 years who were referred to a plastic surgery clinic for blepharoplasty between August 1, 2020, and April 30, 2021. The study was approved by the institutional review board of Chang Gung Memorial Hospital. Volunteers with eyelid defects or deformities, history of corneal injury, enophthalmos, and anophthalmia were excluded.

Photographs and Gold-Standard Measurements (Actual Values)
A 20×20-mm scale was placed on the nasal dorsum as a reference. The scale was only necessary for gold-standard measurements and was not required for deep learning model training or for determining the accuracy of the model.
Bilateral orbital photographs of each patient (standing or sitting; total 6 photographs including bilateral primary gaze, up-gaze, and down-gaze) were taken using a smartphone (iPhone 11 Pro Max, with flash and a 1:1 ratio) held at the same level between the patient’s eyes at a distance of approximately 20-30 cm, which simulated the distance between the patient and doctor when the doctor uses a handheld ruler to measure MRD1, MRD2, and LF in the clinic.

The photographs were magnified on the computer, and MRD1, MRD2, and LF measurements were taken by two doctors independently (measured in increments of 0.25 mm). The doctors drew a horizontal line across the upper eyelid margin, light reflex, and lower eyelid margin to the 20x20-mm scale to obtain the MRD1, MRD2, and LF measurements. The mean value of measurements obtained by the two doctors was taken as the gold-standard measurement (actual value), which served as the input data for deep learning model training (Figure 2).

Figure 2. Photographs and gold-standard measurements (real values) (A) Six orbital photographs, including bilateral primary gaze, up-gaze, and down-gaze, were taken by a smartphone. (B) The primary gaze photograph was then magnified for margin reflex distance 1 (MRD1) and MRD2 measurements. (C) The up-gaze and down-gaze photographs were then magnified for levator muscle function (LF) measurements. (D) A 20x20-mm scale.

Usually, in ptotic eyelids without a corneal light reflex, the distance (in millimeters) that the eyelid must be lifted is recorded as a negative value, which is the MRD1. However, the distance the examiner lifts the eyelid is very subjective and therefore cannot be used as a gold-standard measurement. Accordingly, in this study, all MRD1 measurements in ptotic eyelids without a corneal light reflex were set to 0.

**Photograph Normalization**

Segmentation of primary-gaze orbital photographs (a square region around the light reflex as a center) was automatically performed by our software algorithm. We used LabelImage [8] to label the pupil light reflex location (X, Y), and then built a MobileNetV2 [9] model to train a regression model that can find a pupil light reflex coordinate. Square orbital pictures were automatically cropped (image size/4) using the light reflex coordinate extension after determining the light reflex coordinate. These segmented square photographs were considered the “normalized eye photographs,” which were used as input data for MRD1 and MRD2 deep learning model training. Segmentations of up- and down-gaze orbital photographs were automatically merged into one photograph by our software algorithm. These segmented and merged photographs were considered the “normalized eye photographs” for LF deep learning model training (Figure 3).
Figure 3. Photograph normalization. (A) Autosegmentation of primary-gaze orbital photographs. These photographs are considered the “normalized eye photographs” for margin reflex distance 1 (MRD1) and MRD2 model training. (B) Autosegmentation of up- and down-gaze orbital photographs, which were then merged into one photograph. These photographs are considered the “normalized eye photographs” for levator muscle function (LF) model training.

Model Training: Image Analysis by Automatic Deep Learning Software

The normalized eye photographs and gold-standard measurements of MRD1, MRD2, and LF were compiled using medical artificial intelligence assistant (MAIA) software (Muen Biomedical and Optoelectronic Technologist Inc; Version 1.2.0) to analyze the image features and classify different situations. MAIA software automatically optimizes parameters for training models, including multiple convolutional neural network (CNN) models such as SE ResNet and EfficientNet [10,11].

The input data were processed with the following steps: (1) images were resized into 256×256 using a bilinear interpolation method, (2) images were augmented using horizontal flip and randomly rotated using the albumentations method [12], and (3) five-fold cross-validation was used to estimate the performance of the models.

The neural network architecture chooses an optimal network for memory consumption. We added the dropout function and applied different data augmentation methods to prevent the model from overfitting to our dataset [13,14]. The dropout rate was set from 0.25 to 0.5 for regularization. We then trained the model using minibatches of size 32, which were selected based on memory consumption [15]. The learning rate was tuned based on cosine annealing and a one-cycle policy strategy [16,17]. Using the cosine annealing schedule, the model repeatedly fits the gradient to the local minimum. The network was trained end-to-end using the Adam optimization algorithm, which optimized the mean square error as a loss function [18]. Lastly, we ensembled all of the models using the average output of the model to obtain a more robust result, minimize the bias of prediction error, and improve the prediction accuracy of the CNN models (Figure 4).

MAIA software was used with Python 3.x and PyTorch 1.1.x for Windows 10.
Figure 4. The convolutional neural network architecture of medical artificial intelligence assistant (MAIA) software.

Model Performance Evaluation
In total, three AI models, the MRD1, MRD2, and LF models, were trained. The photograph processing time for each model was recorded. The mean absolute error (MAE) and mean square error (MSE) were selected to evaluate the performance of model prediction. The Pearson correlation coefficient was used to assess the correlation between the deep learning model prediction and gold-standard measurements. The intraclass correlation coefficient (ICC) was used to compare the agreement between the deep learning model prediction and the gold-standard measurements. Statistical analyses were performed using R software (version 4.1.0; R Foundation). Bland-Altman analysis was used to compare the agreement between the deep learning model prediction and the gold-standard measurements. Statistical significance was set at $P < .05$.

Results
Data Characteristics
We collected 822 eye photographs from 411 volunteers, including 344 (83.7%) women and 67 (16.3%) men. The photographs were subsequently randomly divided into two groups: 90% as the training/validation group and 10% as the test group. Within the training/validation group, 80% of photographs were used as the training group and 20% as the validation group (Figure 5). The case numbers and sex ratios in the MRD1, MRD2, and LF models are shown in Table 1. In the LF model, 137 normalized eye photographs were excluded because the up- and down-gaze orbital photographs were not well merged.

Figure 5. Data organization for model evaluation. Ninety percent of the data were used as the training/validation group and 10% were used as the test group; 80% of the data from the training/validation group were used as the training group and 20% were used as the validation group.
Table 1. Case numbers and sex ratios in each model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Cases, n (%)</th>
<th>Males, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MRD1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>822 (100.0)</td>
<td>154 (18.7)</td>
</tr>
<tr>
<td>Training group</td>
<td>740 (90.0)</td>
<td>142 (19.2)</td>
</tr>
<tr>
<td>Test group</td>
<td>82 (10.0)</td>
<td>12 (14.6)</td>
</tr>
<tr>
<td><strong>MRD2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>822 (100.0)</td>
<td>154 (18.7%)</td>
</tr>
<tr>
<td>Training group</td>
<td>740 (90.0)</td>
<td>142 (9.2%)</td>
</tr>
<tr>
<td>Test group</td>
<td>82 (10.0)</td>
<td>12 (14.6%)</td>
</tr>
<tr>
<td><strong>LF</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>685 (100.0)d</td>
<td>122 (17.8)</td>
</tr>
<tr>
<td>Training group</td>
<td>617 (90.0)</td>
<td>113 (8.3)</td>
</tr>
<tr>
<td>Test group</td>
<td>68 (10.0)</td>
<td>9 (13.2)</td>
</tr>
</tbody>
</table>

*MRD1*: marginal reflex distance 1.
*MRD2*: marginal reflex distance 2.
*LF*: levator muscle function.
*d*In the LF model, 137 normalized eye photographs were excluded because the up- and down-gaze orbital photographs were not well merged.

Reliability of Gold-Standard Measurements

The gold-standard measurements of MRD1, MRD2, and LF are summarized in Table 2. To determine the reliability, the measurements performed by the two doctors were evaluated using MAE, MSE, Pearson correlation coefficient, ICC, and Bland-Altman analysis. The reliability of the two doctors was excellent (Table 3, Figure 6).

Table 2. Summary of gold-standard measurements.

<table>
<thead>
<tr>
<th>Measurements</th>
<th>N</th>
<th>Mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRD1a (mm)</td>
<td>822</td>
<td>2.59 (1.21)</td>
<td>0.00-6.00</td>
</tr>
<tr>
<td>MRD2b (mm)</td>
<td>822</td>
<td>5.51 (0.83)</td>
<td>1.50-10.00</td>
</tr>
<tr>
<td>LFc selected (mm)</td>
<td>685d</td>
<td>12.1 (2.12)</td>
<td>3.50-18.00</td>
</tr>
</tbody>
</table>

*a*MRD1*: marginal reflex distance 1.
*b*MRD2*: marginal reflex distance 2.
*c*LF*: levator muscle function.
*d*In the LF model, 137 normalized eye photographs were excluded because the up- and down-gaze orbital photographs were not well merged.
Table 3. Reliability of gold-standard measurements (actual values) manually performed by the two doctors.

<table>
<thead>
<tr>
<th>Metric</th>
<th>MRD1</th>
<th>MRD2</th>
<th>LF</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE(^d)</td>
<td>0.007</td>
<td>0.008</td>
<td>0.018</td>
</tr>
<tr>
<td>MSE(^e)</td>
<td>0.005</td>
<td>0.001</td>
<td>0.002</td>
</tr>
<tr>
<td>Pearson correlation coefficient</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
</tr>
<tr>
<td>ICC(^f) (agreement)</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
</tr>
<tr>
<td>ICC (consistency)</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
</tr>
</tbody>
</table>

\(^a\)MRD1: marginal reflex distance 1.  
\(^b\)MRD2: marginal reflex distance 2.  
\(^c\)LF: levator muscle function.  
\(^d\)MAE: mean absolute error.  
\(^e\)MSE: mean square error.  
\(^f\)ICC: intraclass correlation coefficient.

Figure 6. Scatter plots and Bland-Altman plots of gold-standard measurements (real values) for marginal reflex distance (MRD)\(^1\) (A), MRD\(^2\) (B), and levator muscle function (LF) (C) performed by two doctors.

Validaton of the Training Model

There were 740 patients in the training/validation group included in the MRD\(^1\) and MRD\(^2\) models, and 617 patients included in the training/validation group in the LF model. The validation results based on MAE, MSE, Pearson correlation coefficient, ICC, and Bland-Altman analysis were good overall (Table 4, Figure 7).
### Table 4. Validation and test results of the training model.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRD&lt;sup&gt;a&lt;/sup&gt;</td>
<td>MRD&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>MAE&lt;sup&gt;d&lt;/sup&gt; (mm)</td>
<td>0.087</td>
<td>0.158</td>
</tr>
<tr>
<td>MSE&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.023</td>
<td>0.050</td>
</tr>
<tr>
<td>Pearson correlation coefficient</td>
<td>0.992</td>
<td>0.963</td>
</tr>
<tr>
<td>ICC&lt;sup&gt;f&lt;/sup&gt; (Agreement)</td>
<td>0.992</td>
<td>0.962</td>
</tr>
<tr>
<td>ICC (Consistency)</td>
<td>0.992</td>
<td>0.963</td>
</tr>
</tbody>
</table>

<sup>a</sup>MRD1: marginal reflex distance 1.
<sup>b</sup>MRD2: marginal reflex distance 2.
<sup>c</sup>LF: levator muscle function.
<sup>d</sup>MAE: mean absolute error.
<sup>e</sup>MSE: mean square error.
<sup>f</sup>ICC: intraclass correlation coefficient.

### Test Results of the MRD1, MRD2, and LF models

A total of 82 patients were used as the test group in the MRD1 and MRD2 models, and 68 patients were used as the test group in the LF model. The test results determine the accuracy of the model. It took 2.09 seconds and 2.15 seconds for the MRD1 and MRD2 models to respectively process 82 photos, and it took 1.97 seconds for the LF model to process 68 photos. The MAE of the predicted values to the gold-standard measurements of MRD1, MRD2, and LF were 0.35 mm, 0.37 mm, and 1.06 mm, respectively, and the MSE of the predicted values to the gold-standard measurements of MRD1, MRD2, and LF were 0.23 mm, 0.25 mm, and 1.71 mm, respectively.

The correlations between the gold-standard measurements and the values predicted by the MRD1 and MRD2 models were excellent ($r=0.91$ and 0.88, respectively). The correlation between the test results obtained with the LF model and gold-standard measurements was good ($r=0.73$).

The ICCs (agreement) between the gold-standard measurements and the values predicted with the MRD1, MRD2, and LF models were 0.90, 0.84, and 0.69, respectively. The ICCs (consistency) between the gold-standard measurements and the values predicted with the MRD1, MRD2, and LF models were 0.90, 0.84, and 0.69, respectively. These results indicate excellent agreement between the gold-standard measurements and the values predicted with the MRD1 and MRD2 models, and substantial agreement with the LF model [19].
Bland-Altman analyses showed that the bias between the gold-standard measurements and the values predicted by the MRD1, MRD2, and LF models was –0.004 mm (95% CI –0.1090 to 0.1015 mm), 0.056 mm (95% CI –0.05347 to 0.1646 mm), and –0.047 mm (95% CI –0.3658 to 0.2713 mm), respectively. The 95% limits of agreement were –0.94 to 0.94 mm for the MRD1 model, –0.92 to 1.03 mm for the MRD2 model, and –2.63 to 2.53 mm for the LF model (Table 4, Figure 8).

**Figure 8.** Scatter plots and Bland-Altman plots of the test results of the marginal reflex distance (MRD)1(A), MRD2 (B), and levator muscle function (LF) (C) training models.

Representative heat maps in Figure 9 demonstrate the image region with the highest feature density and the most discriminative value (red), which was the region between the upper eyelid margin and light reflex in the MRD1 model, the region between the lower eyelid margin and light reflex in the MRD2 model, and the region between the upper eyelid margin in a merged up- and down-gaze in the LF model.

**Figure 9.** Representative heat maps of marginal reflex distance (MRD)1(A), MRD2 (B), and levator muscle function (LF) (C). The red color indicates regions with the highest discriminative value.
**Discussion**

**Principal Findings**

Since Putterman and Urist introduced the MRD, MRD1 has become an important tool for pre and postoperative ptosis evaluation [20,21]. From Putterman’s description, the MRD is measured in millimeters, and to determine MRD1, the examiner uses one hand to hold a muscle light and the other hand to hold a ruler to measure the distance from the light reflex on the cornea to the upper eyelid margin. The examiner also needs another hand (a third hand) to hold the patient’s eyebrow to prevent eyebrow elevation [22]. As a result, an examiner is less likely to perform the measurement on their own. Smartphones combine deep learning image processing as a solution to overcome this limitation.

Several automatic and semiautomatic photographic analysis approaches have been developed to provide a relatively objective assessment of MRD1 and MRD2 [4-6]. However, these studies compared their automatic and semiautomatic MRD1 and MRD2 assessments to manual measurements, not to gold-standard measurements, and the former are subjective and associated with a risk of human error. There are no automatic photographic analysis approaches for measuring the LF. To the best of our knowledge, ours is the first AI software algorithm capable of predicting MRD1, MRD2, and LF measurements with completely automated image processing and comparison of the prediction results with gold-standard measurements.

Manual MRD1, MRD2, and LF measurements are time-consuming, subjective, and have a limited precision of approximately 0.5 mm. According to Boboridis et al [2], the mean difference in measured MRD between doctors with varying degrees of experience was up to 0.5 mm, indicating poor repeatability. In this study, the correlations between the gold-standard measurements and the values predicted by the MRD1 and MRD2 models were excellent and the correlation for the values predicted by the LF model was good. The ICC results showed excellent agreement between the gold-standard measurements and the predicted values by the MRD1 and MRD2 models, and substantial agreement with the values predicted by the LF models. The MAE values were 0.35 mm, 0.37 mm, and 1.06 mm for the MRD1, MRD2, and LF models, respectively, and the variance increased with length. The 95% limits of agreement were −0.94 to 0.94 mm for the MRD1 model, −0.92 to 1.03 mm for the MRD2 model, and −2.63 to 2.53 mm for the LF model. These results showed that the MRD1 and MRD2 models were equivalent and might even be better than manual measurements.

The performance of the LF model was not as excellent as that of the MRD1 and MRD2 models. One reason is that the longer the measurement, the greater the variance in the measurements. The second reason is the error during photograph normalization in the LF model. In some cases, the software algorithm could not merge the up- and down-gaze orbital photographs perfectly. The third reason is overfitting, which occurs when a model does not generalize adequately from observed data to unknown data [23]. The LF model in our study had good validation results in the training set but had limited success on the test set. An extended dataset might enhance the prediction accuracy, especially in a complex model such as the LF model used in this study [24].

Some AI models face a conundrum: their performance on the test set is good, but it is significantly lower when used in a clinical scenario. One issue is that the training data are collected under stringent conditions (such as a strictly controlled photography environment), which makes it difficult for the trained model to adjust to clinical situations (such as at the clinic). In this study, the models were created to simulate a clinical scenario. The ocular photos for model training were obtained by a smartphone to simulate the doctor checking patients’ eyelid measurements in the clinic using a handheld ruler. Therefore, we believe that our model can adapt well to clinical use.

We used a deep learning algorithm to establish three models: the MRD1, MRD2, and LF models. We intend to integrate these models into a cloud-based service available on the internet. Based on these three models, we will also develop an app software contained within a smartphone, which can work offline. In the future, the examiner can use one hand to hold a smartphone and snap six images, including bilateral primary gaze, up-gaze, and down-gaze, while holding the patient’s brow with the other. The MRD1, MRD2, and LF measurements can then be predicted by the deep learning app (Figure 1). This is a quick, objective, and convenient method for obtaining MRD1, MRD2, and LF measurements. Furthermore, the examiner can check these measurements anywhere and at any time using a smartphone, which also facilitates data collection.

**Limitations**

This study had some limitations. Mascara, false lashes, obvious eyelid creases, and the lack of well-merged orbital photographs interfered with the model prediction. Negative MRD1 and MRD2 levels could not be predicted, which is another limitation. In the training/validation group, the MRD1 measurements of 25 ptotic eyelids (25/740, 3.4%) without corneal light reflex were recorded as 0 mm in this study. Surprisingly, the MRD1 model predicted negative values in 18 eyelids (18/25, 72%) of these cases, implying that the algorithm may eventually learn to predict negative values on its own. When taking orbital photographs, fine movement of patients or the smartphone cannot be completely avoided, resulting in imperfectly merged images, which is a defect of our current algorithm. The merged photos will be displayed by the cloud-based service and app software in the future, so that examiners can discard the images that are not perfectly merged and retake orbital photographs to obtain better-merged images.

**Conclusion**

In this study, we developed the first smartphone-based AI-assisted image processing algorithm for eyelid measurements. MRD1, MRD2, and LF measurements can be taken in a quick, objective, and convenient manner. Furthermore, by using a smartphone, the examiner can check these measurements anywhere and at any time, which also makes data collection easier.
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Abstract

Background: Patients with inflammatory rheumatic diseases (IRDs) experience disease-related barriers to physical training. Compared with the general population, IRD patients are reported to have reduced maximal oxygen uptake (VO$_{2\text{max}}$) and physical activity levels. Supervised high-intensity interval training (HIIT) is documented to counteract the reduced VO$_{2\text{max}}$ and poor cardiovascular health associated with IRDs. However, supervised HIIT is resource demanding.

Objective: This study sought to investigate if self-administered 4×4-min HIIT guided by a smartphone app (Myworkout GO) could yield similar HIIT-induced effects as standard 4×4-min HIIT performed under the guidance and supervision of health care professionals. The effects studied were on VO$_{2\text{max}}$ and health-related quality of life (HRQoL).

Methods: Forty patients (33 female patients, mean age 48 years, SD 12 years; 7 male patients, mean age 52 years, SD 11 years) diagnosed with rheumatoid arthritis, spondyloarthritis, or systemic lupus erythematosus were randomized to a supervised group (SG) or an app group (AG). Both groups were instructed to perform 4×4-min intervals with a rate of perceived exertion of 16 to 17, corresponding to 85% to 95% of the maximal heart rate, twice a week for 10 weeks. Treadmill VO$_{2\text{max}}$ and HRQoL measured using RAND-36 were assessed before and after the exercise period.

Results: VO$_{2\text{max}}$ increased ($P<.001$) in both groups after 10 weeks of HIIT, with improvements of 3.6 (SD 1.3) mL/kg/min in the SG and 3.7 (SD 1.5) mL/kg/min in the AG. This was accompanied by increases in oxygen pulse in both groups ($P<.001$), with no between-group differences apparent for either measure. Improvements in the HRQoL dimensions of bodily pain, vitality, and social functioning were observed for both groups ($P<.001$ to $P=.04$). Again, no between-group differences were detected.

Conclusions: High-intensity 4×4-min interval training increased VO$_{2\text{max}}$ and HRQoL, contributing to patients’ reduced cardiovascular disease risk, improved health and performance, and enhanced quality of life. Similar improvements were observed following HIIT when IRD patients were guided using perceived exertion by health care professionals or the training was self-administered and guided by the app Myworkout GO. Utilization of the app may help reduce the cost of HIIT as a treatment strategy in this patient population.

Trial Registration: ClinicalTrials.gov NCT04649528; https://clinicaltrials.gov/ct2/show/NCT04649528

(JMIR Mhealth Uhealth 2021;9(10):e28124) doi:10.2196/28124
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Introduction

Patients with inflammatory rheumatic diseases (IRDs), such as rheumatoid arthritis (RA), spondyloarthritides (SpA), and systemic lupus erythematosus (SLE), are reported to have low cardiorespiratory fitness, commonly assessed as maximal oxygen uptake (VO2max) [1-3].

Considering the characteristic symptoms of pain, joint swelling, fatigue, and stiffness [4-6], it is unsurprising that patients with IRDs face disease-related barriers for performing health-enhancing physical training [7-9]. Hence, patients with IRDs are observed to not only have decreased VO2max compared to the general population, but also be less physically active [10], or perform physical activities with lower intensity [1]. Patients with RA, SpA, and SLE may all have these consequences [1-3]; however, SLE patients are reported to have a particularly great VO2max reduction [3]. The latter IRD subpopulation is also, in general, predominantly incapacitated by physical fatigue [4], whereas for patients with SpA [6] and RA [5], pain and joint stiffness may more commonly be the leading causes of disability.

VO2max is acknowledged as a strong predictor of cardiovascular disease (CVD)-related mortality and all-cause mortality [11], and it is thus unsurprising that the low VO2max observed in patients with IRDs (eg, RA) is associated with an unfavorable cardiovascular profile and an increased risk of CVD [12]. IRD patients also have a higher mortality than the general population, with more than 50% of premature deaths being attributed to CVD [13].

In parallel with the relatively larger impairment of VO2max, patients with SLE are at a higher risk of CVD-related events and increased mortality [13,14] than RA patients [10,13] and SpA patients, where the latter subpopulation has the relatively lowest risk [10,15]. Moreover, IRD patients are at greater risk of nonfatal ischemic heart disease, which more often goes unrecognized in this patient group compared to age- and sex-matched controls [13]. Another common finding is the development of accelerated atherosclerosis [16]. Ultimately, the poor physical health status observed in the IRD population is reflected in their self-perceived health-related quality of life (HRQoL) and is particularly manifested in their experience of physical function and performance [17]. Recognizing the poor physical health status of IRD patients, training interventions aiming to effectively improve VO2max are sought after.

Aerobic training, tailored to improve VO2max, may not only enhance physical function and performance, but also reduce the risk of CVD and all-cause mortality [11]. Furthermore, it has the potential to reduce symptom burden and inflammation in IRD patients [18]. In turn, a relief in symptoms could have a synergistic effect as disease-related factors (pain, stiffness, fatigue, disability, and quality of sleep) improve and may lower the barrier to engaging in general physical activity [8]. Aerobic training can be organized in terms of volume, frequency, and intensity, and in particular, intensity has been shown to be of critical importance for VO2max improvements, with high intensity being superior to moderate or low training intensity [19]. A model for organizing aerobic high-intensity interval training (HIIT) can be 4 times 4-min work bouts carried out at 85%-95% of the maximal heart rate (HRmax), interspaced by active recovery phases of 3 min at approximately 70% HRmax. This model has been documented to yield effective increases in VO2max in young [19], old [20], and different groups of patients [21-24]. In fact, for individuals with an aerobic capacity typical of what is observed in the general population, similar improvements in the range of approximately 0.3 to 0.4 L/min have been shown for various age groups following an 8-week HIIT intervention [25]. It has also been demonstrated to be effective and a well-tolerated mode of exercise in the IRD patient population, with similar VO2max improvements as observed in healthy individuals [18,26,27]. Of importance, HIIT interventions have typically been supervised and carried out in a laboratory setting.

Unsurprisingly, supervised exercise demonstrates superior improvements in VO2max compared to self-administered exercise after receiving exercise recommendations [28]. Even following initial personal instructions and free access to heart rate monitors, supervised HIIT increases VO2max more than self-administered HIIT [29]. However, with recent advances in mobile technology and its availability, closer follow-up and instructions for exercising individuals may be possible. This could offer cost-effective modes of enticing patient self-management in chronic conditions [30]. Indeed, smartphone apps and associated notifications increase adherence to self-administered exercise [31]. Accordingly, apps could enhance the effectiveness of self-administered home-based exercise, and may offer a viable alternative to time- and resource-demanding supervised exercise. However, to date, results after app-guided exercise rehabilitation are equivocal. While some studies have documented improved cardiorespiratory fitness [32,33], others have not [34]. The unclear effect may, at least in part, be due to the various app designs and training interventions. Nevertheless, some studies are certainly promising with regard to the fact that app-guided training may yield some of the expected increase in VO2max, which is typically observed following supervised training. Thus, the aim of this study was to investigate the effect of 10 weeks of self-administered HIIT guided by an app on VO2max in IRD patients, and to compare this to standard supervised HIIT. Moreover, the aim was to explore if effects on VO2max were reflected in the patients’ HRQoL. Specifically, we hypothesized that both modes of exercise would increase directly assessed VO2max and improve HRQoL, but that supervised HIIT would improve both outcomes more than self-administered app-guided HIIT.
Methods

Subjects

This 2-group randomized trial included 49 male and female volunteers (aged ≥18 years) diagnosed with at least one of the following IRDs: RA, SpA, and SLE. The subjects were not familiar with performing HIIT prior to inclusion in the study. They were recruited through the Norwegian Rheumatic Association and a rehabilitation clinic in Central Norway, and randomized into the following 2 groups (Figure 1): self-administered HIIT guided by an app group (AG) and standard supervised HIIT group (SG). All participants were encouraged to keep regular treatments given by the health care system, nutrition, and other physical activity habits constant throughout the study period. Sixteen of the subjects reported not engaging in any regular physical activity (AG: 7; SG: 9), while 24 of the subjects (AG: 12; SG: 12) reported being physically active 1 to 3 times per week. Prior to enrollment into the study, all participants were screened by a medical doctor for eligibility, and asked if they were able to get access to a training facility. Patients with various disease activities were included. The exclusion criteria were unstable ischemic heart disease, pregnancy, not owning a smartphone, planned surgeries influencing the training or testing, and inability to complete the testing and exercise protocol. Additionally, patients were excluded if they had other comorbid diseases, such as cerebrovascular disease, pulmonary disease, angina, diabetes type I, and hypertension, which were considered severe and/or the main limiting factor for training and testing. The participants reviewed and signed informed consent forms before participating in the study. The study was approved by the Regional Committee for Medical and Health Research Ethics in Norway and was performed in accordance with the Declaration of Helsinki.

Figure 1. Trial flow diagram. AG: app group; SG: supervised group.
Study Timeline

Prior to commencement of the study, sealed opaque allocation envelopes were prepared by a third party in a 1:1 ratio. After enrollment and pretesting, participants picked and opened allocation envelopes assigning them to the AG or SG. Participants performed pretesting 1 to 3 days before the 10-week HIIT period, and posttesting was completed 2 to 5 days after the last HIIT session. Participants were instructed not to perform intensive activity 48 hours before the test days. All testing was performed by the same personnel and using the same equipment and standardized protocol before and after the training period. Testing personnel were blinded for which of the groups the subjects had been randomized to, and participants were instructed to not provide any information of their allocation. Supervising health care professionals and subjects were aware of group assignment.

Testing of VO$_{2\text{max}}$

Pulmonary VO$_{2\text{max}}$ was measured using a Metamax II portable gas analyzer (Cortex Biophysik) on a treadmill calibrated for speed and inclination (Gymspor TX200). Simultaneously, heart rate was continually registered during the test using Polar RS100 (Polar Electro). In addition to determining VO$_{2\text{max}}$ and HR$_{\text{max}}$, performing an incremental cardiorespiratory exercise test is recommended to maximize patient safety and ensure exercise tolerance [35] before commencing a training program. Following a 6-min warm-up period at 4.0 km/h at 5% treadmill inclination, the workload was increased in increments of 1.0 km/h or 1% every minute until exhaustion. This implies that subjects with a low VO$_{2\text{max}}$ typically performed the test walking, while subjects with a high VO$_{2\text{max}}$ were running during the final minutes of the test. Participants received verbal encouragement and feedback from the tester throughout the test. A respiratory exchange ratio ≥1.05, in combination with a plateau in VO$_2$ despite increased work rate, was used as the criterion for reaching VO$_{2\text{max}}$ [36]. If the criterion for achieving VO$_{2\text{max}}$ was not reached, a retest was scheduled 3 days later. If the criterion was still not met, a VO$_{2\text{peak}}$ was reported. VO$_{2\text{max}}$ was calculated as the mean of the 3 highest consecutive 10-second measurements. The highest heart rate measured during the last minute of the test was used as HR$_{\text{max}}$.

HRQoL

All participants were given a generic HRQoL questionnaire (the self-administered Norwegian version of the RAND 36-Item Short-Form Health Survey [RAND-36]) at pretest and posttest. The validated Norwegian version [37] was translated from the Medical Outcome Study 36-Item Short-Form Health Survey (SF-36) [38]. RAND-36 has the same items as SF-36 with a slightly different scoring in the dimensions bodily pain and general health, and a correlation of 0.99 between the 2 scoring algorithms for these 2 items has been demonstrated [39]. The questionnaire is comprised of 8 dimensions, and scores are converted to a range from 0 to 100, with higher scores representing better health outcomes.

HIIT

The SG and AG were instructed to undergo 2 training sessions per week on nonconsecutive days for 10 weeks. The following instructions on how to conduct HIIT sessions were given by a health care professional (SG) or a smartphone app (AG):

1. Start each session with a 6-min warm-up period at ≥5% inclination, using moderate intensity. Talking in complete sentences should still be possible (talking speed) aiming to target a rate of perceived exertion (RPE) of 13 (approximately 70% HR$_{\text{max}}$).

2. Following warm-up, conduct the 4×4-min intervals at an intensity (speed and/or incline) that elicits heavy breathing within 2 min of each interval. It should be difficult to speak more than 2 to 3 words in a row, corresponding to an RPE of 16 to 17 (approximately 85%-95% of HR$_{\text{max}}$).

3. The high intensity intervals should be interspaced by 3 min of active recovery with a low to moderate intensity, similar to that applied during the warm-up.

In total, each session lasted 34 min. Additionally, the following 2 rules of thumb were given: (1) at the end of each 4-min interval, being able to continue 1 more interval minute should feel possible and (2) after the fourth 4-min interval, given an active recovery period, it should feel possible to complete a fifth interval. Depending on the patients’ VO$_{2\text{max}}$ levels, HIIT was carried out walking or running.

In order to maintain the same relative RPE intensity throughout the intervention period, absolute intensity was continuously adjusted to comply with the intensity guiding. These intensity instructions were given orally to individual subjects by a health care professional, a physiotherapist with specialization in exercise physiology, in the SG. The SG mainly trained on a treadmill in the rehabilitation clinic, which was integrated in a training facility open for the public. Some sessions (approximately one time every 2 weeks) were conducted outdoors. All intervals were carried out individually (uphill at ≥5% inclination and intensity adjusted) both indoors and outdoors to meet the targeted relative RPE. Similarly, with the intention to make the guidance type the only difference between the 2 groups, the AG conducted the training either on a treadmill indoors at a local training facility or uphill outdoors, at their own discretion, using an app (Myworkout GO, version 2.8) with written and standardized preprogrammed audio instructions, similar to the guidance given to the SG, during the HIIT. Moreover, visual display of individualized speed and incline that adapted to progression was provided by the app. After each session, the app presented performance feedback as interval work output (speed and incline), estimated VO$_{2\text{max}}$, and estimated biological age (Figure 2). The AG was given a scheduled posttest date at baseline, and individuals in the group were contacted once by an automated email encouraging them to comply with the planned sessions halfway in the training period, if they had logged less than 70% of the scheduled sessions. This was the only time any type of monitoring of the AG took place during the 10-week training period. With regard to safety precautions during testing and training, health care personnel had cardiopulmonary resuscitation training, and a
defibrillator was available in the training facility. Although this was not available for the AG, the patients were instructed to carry out the training at daytime and contact available health care professionals and/or the medical doctor at the rehabilitation clinic by telephone if they had safety concerns. Importantly, they were instructed to contact emergency medical services if they experienced or suspected any HIIT-related adverse events. Notably, the HIIT intervention used in this study has previously been considered safe and recommendable in stable CVD patients, even in an unsupervised setting [29,40].

Figure 2. Screenshot of app (Myworkout GO) feedback following a treadmill 4×4 high-intensity interval training session for a female subject.

Considering that heart rate was not monitored during exercise sessions, intensity for both the AG and SG was estimated from work output (speed and incline) in 6 HIIT sessions and presented as a percentage of VO2max. Oxygen uptake (VO2) from the first 3 and last 3 HIIT sessions was calculated using the American College of Sports Medicine (ACSM) metabolic equations [41] and presented as a percentage of VO2max from pretest and posttest. The ACSM has proposed that 60%, 80%, and 85% of VO2max corresponds to 70%, 85%, and 90% of HRmax, respectively [41].

Statistics
The sample size calculation in this study was estimated based on the expected between-group difference in VO2max at posttest. Assuming a SD of 0.2 L/kg/min with an expected mean difference of 0.2 L/kg/min between the groups, a sample of 16 subjects in each group would be required to maintain a statistical power of 0.80, with a 2-sided α of .05. However, as higher drop-out rates could be expected from patient populations, we planned to enroll 50 participants (25 in each group). Evaluation of normal distribution was performed using the Shapiro-Wilk
test and Q-Q plots. All variables except HRQoL exhibited normal distribution. Per protocol analyses were performed for all the outcome measures. For most variables, paired sample t tests were used to detect within-group differences, and 2×2 repeated measures analysis of variance (ANOVA) with time (pre and post) and group (AG and SG) as factors was used to identify differences between groups following the training period. HRQoL was analyzed using the Wilcoxon signed-rank test to detect within-group differences, and the Mann-Whitney U test was used to identify between-group differences. IBM SPSS statistics software (version 26; IBM Corp) was used for statistical analyses, and GraphPad Prism software (version 8; GraphPad Software, Inc) was used to create figures. At least 70% of the planned sessions had to be completed for inclusion in the analyses. Data in the tables and text are presented as mean (SD), and data in the figures are presented as mean (SEM).

**Results**

**Adherence and Characteristics**

No adverse CVD events were registered during or after the VO\textsubscript{2}max testing or the HIIT intervention. A total of 4 subjects withdrew from the AG; 1 due to the illness, 1 for not finding enough time to train (busy work period) in the second half of the intervention period, 1 due to a period of high disease activity, and 1 due to plantar fasciitis (week 3) possibly associated with the training. Additionally, 2 dropouts occurred from the AG as the participants forgot to appear at the posttest. Both had logged at least 16 out of the 20 planned 4×4 sessions in the app, but were unable to reschedule the posttest. Two subjects from the SG withdrew; 1 due to a low back disk herniation not related to the study and 1 due to inflammation of the knee and ankle joint possibly related to the training, as well as disease activity. Furthermore, 1 subject from the SG was excluded from the data analyses as a period of illness resulted in not complying with the planned sessions. See Figure 1 for the trial flow diagram.

Descriptive characteristics of the included participants are presented in Table 1, with no significant difference between groups observed at baseline. However, VO\textsubscript{2}max (\(P=.006\)) and oxygen pulse (\(P=.01\)) were both lower in the SG than in the AG at baseline (Table 2). Both groups complied well with the planned training sessions. Among the 20 sessions, the AG performed 18.4 sessions (92% [SD 13%]) and the SG performed 19.3 sessions (97% [SD 4%]), with no apparent between-group difference (Table 1). The calculated VO\textsubscript{2} from 6 HIIT sessions revealed that both the AG and SG performed these sessions with an intensity of 85%-90% of VO\textsubscript{2}max, with no difference between the groups. No within- or between-group difference in body mass was observed at baseline or from pretraining to posttraining. Moreover, 5 subjects from the AG did not have complete HRQoL data sets, leaving 14 completed data sets for the analyses. Halfway through the intervention period, a random sample of 10 participants in the SG performed 1 training session with heart rate monitoring (same equipment as during testing), which confirmed that the target intensities (85%-95% HR\textsubscript{max}) were met (Figure 3). Both the supervising physiologist and subject were blinded to heart rate data during the sampling session.

**Table 1.** Descriptive characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>App group (n=19)</th>
<th>Supervised group (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>14 (74)</td>
<td>19 (91)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>48 (12)</td>
<td>50 (11)</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>172 (9)</td>
<td>169 (6)</td>
</tr>
<tr>
<td>BMI (kg/m\textsuperscript{2}), mean (SD)</td>
<td>26.8 (4.3)</td>
<td>28.3 (6.1)</td>
</tr>
<tr>
<td><strong>Diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>4 (21)</td>
<td>8 (38)</td>
</tr>
<tr>
<td>Spondyloarthritis</td>
<td>11 (58)</td>
<td>10 (48)</td>
</tr>
<tr>
<td>Systemic lupus erythematosus</td>
<td>4 (21)</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Disease duration (years), mean (SD)</td>
<td>13 (9)</td>
<td>10 (9)</td>
</tr>
<tr>
<td><strong>Medication, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease-modifying antirheumatic drugs</td>
<td>15 (79)</td>
<td>18 (86)</td>
</tr>
<tr>
<td>Nonsteroidal anti-inflammatory drugs</td>
<td>13 (68)</td>
<td>11 (52)</td>
</tr>
<tr>
<td>Completed sessions, mean (SD)</td>
<td>18 (3)</td>
<td>19 (1)</td>
</tr>
</tbody>
</table>
Table 2. Changes in physiological parameters from pretraining to posttraining.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>App group (n=19)</th>
<th>Supervised group (n=21)</th>
<th>Between-group comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pretraining, mean (SD)</td>
<td>Posttraining, mean (SD)</td>
<td>Pretraining, mean (SD)</td>
</tr>
<tr>
<td><strong>VO&lt;sub&gt;2max&lt;/sub&gt;&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value (L/min)</td>
<td>2.90 (0.53)</td>
<td>3.15 (0.54)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Value (mL/kg/min)</td>
<td>36.8 (5.3)</td>
<td>40.5 (5.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HR&lt;sub&gt;max&lt;/sub&gt;&lt;sup&gt;e&lt;/sup&gt; (bpm)</td>
<td>176 (10)</td>
<td>177 (11)</td>
<td>.67</td>
</tr>
<tr>
<td><strong>Oxygen pulse</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value (mL/beat)</td>
<td>16.6 (3.3)</td>
<td>17.9 (3.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Value (mL/kg/beat)</td>
<td>0.21 (0.03)</td>
<td>0.23 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>V&lt;sub&gt;E&lt;/sub&gt;&lt;sup&gt;f&lt;/sup&gt; (L/min)</td>
<td>81.8 (11.5)</td>
<td>93.6 (13.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>R&lt;sub&gt;g&lt;/sub&gt;</td>
<td>1.13 (0.08)</td>
<td>1.14 (0.07)</td>
<td>.47</td>
</tr>
<tr>
<td>Body weight (kg)</td>
<td>79.1 (11.3)</td>
<td>78.2 (10.9)</td>
<td>.12</td>
</tr>
</tbody>
</table>

<sup>a</sup>Within group difference from pretraining.  
<sup>b</sup>Difference between groups at baseline.  
<sup>c</sup>Difference between groups at posttest.  
<sup>d</sup>VO<sub>2max</sub>: maximal oxygen uptake.  
<sup>e</sup>HR<sub>max</sub>: maximal heart rate.  
<sup>f</sup>V<sub>E</sub>: pulmonary ventilation.  
<sup>g</sup>R: respiratory exchange ratio.

Figure 3. Time course of heart rate (HR) response during a 4×4 high-intensity interval training session halfway through the intervention. Subjects and the supervising physiologist were blinded to HR during the session. Intensity was guided by rate of perceived exertion. The n value is 10. The black line represents the mean. The gray error band represents SD. The area between dotted lines represents intended intensity during intervals.

**VO<sub>2max</sub> and Oxygen Pulse**

In accordance with the protocol, all patients reached the VO<sub>2max</sub> criterion. VO<sub>2max</sub> increased in both groups from pretraining to posttraining (Table 2). The AG exhibited a 10% (SD 4%) increase (P<.001), while the SG exhibited a 12% (SD 4%) increase (P<.001). No difference in improvement was apparent between the groups (Figure 4 and Table 2). After 10 weeks of HIIT, the AG and SG showed increased oxygen pulse (both P<.001; Table 2), and this was accompanied by increases in ventilation (both P<.001; Table 2).
**Figure 4.** Changes in maximal oxygen uptake (VO$_{2\text{max}}$) in mL per kg of body weight per minute after 10 weeks of high-intensity interval training. (A) Mean (SEM) change from pretraining to postraining. (B) and (C) Individual values. AG: app group; SG: supervised group. *P<.001, within group difference from pretraining to postraining.

**HRQoL**

Three HRQoL dimensions improved in both groups following training. **Bodily pain** improved by 11.3 (SD 17.4; $P=.04$) in the AG and 16.7 (SD 12.6; $P<.001$) in the SG, **vitality** improved by 10.4 (SD 13.1; $P=.01$) in the AG and 16.9 (SD 17.8; $P=.001$) in the SG, and **social functioning** improved by 10.7 (SD 18.3; $P=.04$) in the AG and 18.5 (SD 15.1; $P<.001$) in the SG ([Figure 5](#)) [42]. No differences were observed between the groups following training. Additionally, the dimensions **general health**, **physical functioning**, and **emotional well-being** increased by 8.8 (SD 10.5; $P=.003$), 7.4 (SD 9.7; $P=.004$), and 7.2 (SD 6.9; $P=.001$), respectively, in the SG ([Figure 5](#)). Again, no differences were observed in these dimensions between the groups following training.
**Discussion**

**Principal Findings**

HIIT has been documented to effectively increase VO$_{2\text{max}}$ and reduce the risk of CVD. However, supervised exercise treatment is time and resource demanding. With recent advances in easily available mobile technology, this may provide an opportunity to design effective, low-cost, self-management training programs for patients with chronic conditions like IRD, aiming to improve their VO$_{2\text{max}}$. Thus, in this study, we sought to investigate if an app-guided HIIT intervention could yield some of the increase in VO$_{2\text{max}}$ that is typically expected following supervised training. The main findings were as follows: (1) 10 weeks of HIIT (4 times with 4-min intervals) improved VO$_{2\text{max}}$ in IRD.
patients; (2) the VO$_{2max}$ increase was similar after guidance by an app and individual supervision in the rehabilitation clinic; (3) the VO$_{2max}$ increase was accompanied by an improvement in HRQoL, and the improvement was, again, similar in the 2 groups. In contrast to our initial hypothesis, HIIT guided by an app was as effective in improving VO$_{2max}$ and HRQoL as supervised HIIT. Short-term digital rehabilitation appears to be an excellent cost-effective alternative to supervised clinic rehabilitation of IRD patients, implying reduced risk of CVD, improved performance, and enhanced quality of life.

**VO$_{2max}$ and the Magnitude of Improvement**

Both the AG and SG showed increased VO$_{2max}$ following 10 weeks of HIIT. However, somewhat surprisingly, the improvement in the AG (3.7 mL/kg/min) was of a similar magnitude as that observed in the SG (3.6 mL/kg/min). Importantly, both groups in this study exhibited a VO$_{2max}$ increase comparable to what has been previously reported following supervised HIIT interventions with similar training intensity and volume in patients with active axial SpA (3.4 mL/kg/min) [43], psoriatic arthritis (3.7 mL/kg/min) [27], and RA and juvenile idiopathic arthritis (4.4 mL/kg/min) [26]. Similar HIIT-induced improvements (mean 3.8, SD 1.1 mL/kg/min) in VO$_{2max}$ have also been reported in healthy men and women with an age comparable to that of our subjects [25].

The similar VO$_{2max}$ improvements across the current app-based investigation and previous conventional, supervised, HIIT studies [25-27,43] strengthens the assumption that app-guided HIIT may be capable of producing an equally potent VO$_{2max}$ increase as that of supervised HIIT. Of importance, the same instructions were given by the app as were orally provided by the instructor in the supervised training sessions. This likely contributed to the same execution of the intervals, as observed in the work output from 6 training sessions. These sessions revealed a similar HIIT intensity of 85%-90% of VO$_{2max}$ in the AG and SG, and consequently, a similar increase in VO$_{2max}$. Although intensity control was carried out only for the first 3 and last 3 training sessions, it gave a good indication that the app instructions or supervised guiding were perceived well when matched with the controlled intensity at the pretest and posttest. The rationale for not obtaining heart rate data from the AG during the study period was that the intention was to keep contact with the group to a minimum. The similarity in VO$_{2max}$ improvements between previous studies and this study also indicates that both the AG and AG reached the targeted intensity by instructions and the use of RPE. Intensity is crucial, as high intensity has been previously demonstrated to be superior compared to moderate intensity to elicit improvements in VO$_{2max}$ in both healthy individuals [19] and patients [44]. Indeed, the blinded verification tests performed halfway through the intervention in the SG (Figure 3) confirmed that the patients were trained with the intended intensity of 85%-95% HR$_{max}$. This suggests that a heart rate monitor may not be necessary for training intensity adjustments. Accordingly, a previous study showed that the RPE during supervised heart rate monitor–guided HIIT was 16 (SD 3) on the Borg scale [27], corresponding well with our instructions targeting an RPE of 16 to 17.

**VO$_{2max}$, Cardiac Function, CVD, and Mortality**

The improvements in VO$_{2max}$ were accompanied by increases in oxygen pulse in this study. Although an indirect measure, it may indicate a greater stroke volume of the heart [45], as previous observations have revealed that the stroke volume plays a key role when VO$_{2max}$ is reduced or increased [46,47]. Moreover, VO$_{2max}$ improvements following HIIT have previously been documented to be accompanied by improvements in cardiac output and stroke volume, with the arteriovenous oxygen difference remaining unchanged and no increase in HR$_{max}$ [20]. Consequently, it is plausible that the improved oxygen pulse in IRD patients following HIIT in this study indicates improved cardiac function, which would suggest a lower risk of CVD and reduced cardiovascular and all-cause mortality [48]. Comparable to the VO$_{2max}$ improvement in the AG and SG in this study, an increase in the VO$_{2max}$ of 3.5 mL/kg/min has previously been documented to represent a 13% and 15% risk reduction for all-cause and CVD mortality, respectively [49].

**VO$_{2max}$ and HRQoL**

In this study, IRD patients’ VO$_{2max}$ improvements were accompanied by greater quality of life. The HRQoL dimensions bodily pain, vitality, and social functioning were all enhanced in both the AG and SG following HIIT. In particular, bodily pain and vitality appeared to be severely reduced at baseline. However, following HIIT both dimensions increased closer to normative values (Figure 5), and the observed improvements indicate a reduction in symptom burden in IRD patients [50]. Interestingly, despite the SG involving social interaction between the patient and therapist, the AG exhibited a similar enhancement of these dimensions. Previous observations have shown a positive correlation between VO$_{2max}$ and several aspects of HRQoL [51]. Thus, the positive effects of self-administered app-guided exercise on HRQoL may be explained by the increase in VO$_{2max}$. Conversely, a VO$_{2max}$ decrease in IRD patients has previously been associated with an impaired quality of life [52]. Moreover, worse self-reported physical functioning has also been associated with poorer HRQoL in patients with SpA [50]. Although both groups similarly showed improved VO$_{2max}$ and most aspects of HRQoL, only the SG showed improvement in the dimension physical functioning. In RA patients, a minimally clinically important difference of 7.7 points in physical functioning has previously been described [53]. However, others have described minimally clinically important differences of 3 to 5 points [54]. The mean improvement in physical functioning was 3.9 (SD 10.4) and 7.4 (SD 9.7) in the AG and SG, respectively. Thus, the improvements may be below clinical importance or of marginal clinical importance in both the AG and SG. Notably, both groups were close to the normative score for the Norwegian population at baseline. Therefore, the potential for improvement was likely limited.
HIIT: Man or Machine

Previous studies have typically reported self-administered exercise programs to yield smaller \( VO_{2\text{max}} \) improvements compared to supervised programs [29,55]. It is thus surprising that the AG and SG exhibited a similar \( VO_{2\text{max}} \) improvement in this study. The results indicate that the HIIT intervention was likely carried out similarly in the 2 training groups. Indeed, the compliance rate was not different between the 2 groups and revealed that both groups completed more than 90% of the planned sessions. This is in contrast to most previous studies documenting compliance rates to be lower after self-administered programs. For example, in a study by Cox et al [56], the compliance rate after a home-based exercise program was approximately 63% compared with approximately 84% after supervised center-based training. Interestingly, in accordance with the notion that compliance rates may explain the lower \( VO_{2\text{max}} \) response, the attenuated \( VO_{2\text{max}} \) improvement after a self-administered cardiac rehabilitation HIIT intervention in the study by Aamot et al [29] dissipated when subjects who completed less than 70% of scheduled sessions were excluded from the analysis.

The high compliance rate for HIIT in this study may be explained by the format of self-administered training. Although the AG was not supervised, automated audio instructions were given during the exercise along with written instructions within the app for guiding the intensity. Additionally, subjects consented to give researchers access to the logged sessions from the app’s server, and the awareness that they could be monitored might have made the patients commit more to the training. Halfway through the intervention, an email was sent to the subjects who had logged less than 70% of the scheduled sessions, reminding them to keep up the exercise. Thus, the AG should not be considered nonsupervised; subjects in this group were guided by the instructions in the app and were given a push notification by email. Such remote support and virtual guidance through apps have improved compliance to exercise programs in other patient groups [31,57]. For example, patients with diabetes completed as much as 95% of the planned self-administered HIIT sessions over 6 weeks when heart rate monitoring was combined with an app and an email push notification [58]. Considering compliance rates of approximately 80% [43] and 78% [27] in previous studies with IRD patients, the app certainly appears to be a viable alternative to supervised sessions, indicating that both training program compliance and execution of each training session were good.

Safety

Previous studies in patients with IRD have reported no severe adverse cardiovascular events following incremental exercise testing or HIIT performed at an intensity of 85% to 95% \( HR_{\text{max}} \) [18,26,27,43]. In patients with coronary artery disease (CAD), the risk of cardiac incidents has been reported to be low when performing HIIT [40]. Similarly, when CAD patients followed unsupervised HIIT, no adverse cardiovascular events were observed [29]. The authors in the latter study stated that HIIT appears to be safe in CAD patients given that an incremental cardiorespiratory exercise test establishing exercise tolerance is performed before the HIIT starts. Considering previous literature and that there were no adverse events following the supervised \( VO_{2\text{max}} \) testing in either group, the initiation of both HIIT interventions was considered relatively safe in this study.

Clinical Implications

The increasing availability of smartphone technology has introduced digital possibilities for delivering physical rehabilitation interventions. As demonstrated in this study, it appears to yield similar effects on \( VO_{2\text{max}} \) for IRD patients as effective, conventional, supervised training carried out in a rehabilitation clinic. However, it may be necessary to combine it with interactive feedback to provide successful self-administered exercise treatment. Although carried out outside the rehabilitation clinic, the utilization of apps can offer therapists detailed information on how the training is performed and the opportunity to provide detailed adjustments; however, the latter was not done in this study. Moreover, this study demonstrates that instructions and in-app information on RPE-guided exercise intensity may be an excellent alternative to heart rate monitoring of training sessions, making the administration even simpler. Rehabilitation clinics may also reach more patients through digital rehabilitation, as travel time and physical presence may limit some patients from attending treatment. Digital rehabilitation also offers a more cost-effective approach to exercise rehabilitation and may even result in enhanced patient satisfaction [59].

Interestingly, all patients in this study were able to reach \( VO_{2\text{max}} \) at pretest, implying a good tolerance for intensive training before the initiation of HIIT. For patients with confirmed or high risk of CVD or other severe concomitant diseases, unsupervised HIIT may be used in collaboration with health care professionals. Incorporating self-administered HIIT in such a way may increase patient self-efficacy and, at the same time, free up time and resources for both the patient and the treating health care professional.

Strengths and Limitations

This study had both strengths and limitations. Allocation of patients to the AG or SG was randomized, and testers were blinded to subject allocation, which helped prevent possible selection bias. On the other hand, motivation to volunteer for participation in a research study might result in inclusion of subjects with higher internal motivation to adhere to the treatment. Notably, the group characteristics (Table 1) and \( VO_{2\text{max}} \) (Table 2) appear to be similar to data for RA and SpA populations [1,2,18,26,27], indicating that the findings may be representative of these IRD populations. Although SLE patients had typical patient characteristics in this study [3,4,60], their \( VO_{2\text{max}} \) was relatively high. Importantly, our data revealed that all 3 IRD subpopulations exhibited similar responses to HIIT and no adverse events were documented. Furthermore, this study was designed with the scope of a per protocol analysis. Hence, from an ethical perspective, posttests were only conducted with patients who were to be included in the analysis. Though this type of analysis gives great insights into the effects when subjects adhere to treatment, information that more closely reflects the clinical setting might have been obtained with an intention-to-treat analysis. This represents a limitation in this
study and needs to be investigated in future research. Another limitation in this study is the lack of direct monitoring of intensity in the AG. Postexercise RPE reporting in a diary could have been done. However, such self-recorded variables often result in missing data owing to low compliance. Heart rate monitoring during home exercise would have been a viable option. Such information could be collected directly through the app, but it requires the subject to learn about wearing a monitor and to wear the monitor for each session. This may pose an added barrier to complying with the intervention. Importantly, the findings of this study indicate that such equipment or monitoring is not necessary to induce similar effects as that of supervised HIIT. Another possible limitation in this investigation is the missing data of 5 subjects in the AG for the secondary outcome (HRQoL). The reasons for not responding are unknown. Supervising self-reported questionnaire administration and requiring subjects to answer questions they do not want to or to give reasons for not answering some questions may raise ethical concerns. Thus, controlling for such missing data is a challenge. Providing sufficient information and instructions prior to handing out questionnaires was emphasized, and further emphasis on the importance of submitting complete forms and ensuring that subjects are satisfied with their anonymity should be considered.

Conclusion

Similar increases in VO\textsubscript{2max} were observed after HIIT in IRD patients who were individually supervised or guided by oral and written instructions in the app in combination with an email reminder. The VO\textsubscript{2max} improvements likely contributed to reduced risk of CVD and were accompanied by improvements in HRQoL, again with similar results between the AG and SG. Digital rehabilitation, at least in a short-term perspective, appears to be an excellent cost-effective strategy to improve the health and performance of IRD patients, and should be considered in clinical practice in the future.
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Abstract

Background: A high-salt diet is a risk factor for hypertension and cardiovascular disease; therefore, reducing dietary salt intake is a key part of prevention strategies. There are few effective salt reduction interventions suitable for delivery in the primary care setting, where the majority of the management and diagnosis of hypertension occurs.

Objective: The aim of this study is to assess the feasibility of a complex behavioral intervention to lower salt intake in people with elevated blood pressure and test the trial procedures for a randomized controlled trial to investigate the intervention’s effectiveness.

Methods: This feasibility study was an unblinded, randomized controlled trial of a mobile health intervention for salt reduction versus an advice leaflet (control). The intervention was developed using the Behavior Change Wheel and comprised individualized, brief advice from a health care professional with the use of the SaltSwap app. Participants with an elevated blood pressure recorded in the clinic were recruited through primary care practices in the United Kingdom. Primary outcomes assessed the feasibility of progression to a larger trial, including follow-up attendance, fidelity of intervention delivery, and app use. Secondary outcomes were objectively assessed using changes in salt intake (measured via 24-hour urine collection), salt content of purchased foods, and blood pressure. Qualitative outcomes were assessed using the think-aloud method, and the process outcomes were evaluated.

Results: A total of 47 participants were randomized. All progression criteria were met: follow-up attendance (45/47, 96%), intervention fidelity (25/31, 81%), and app use (27/31, 87%). There was no evidence that the intervention significantly reduced the salt content of purchased foods, salt intake, or blood pressure; however, this feasibility study was not powered to detect changes in secondary outcomes. Process and qualitative outcomes demonstrated that the trial design was feasible and the intervention was acceptable to both individuals and practitioners and positively influenced salt intake behaviors.

Conclusions: The intervention was acceptable and feasible to deliver within primary care; the trial procedures were practicable, and there was sufficient signal of potential efficacy to change salt intake. With some improvements to the intervention app, a larger trial to assess intervention effectiveness for reducing salt intake and blood pressure is warranted.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 20910962; https://www.isrctn.com/ISRCTN20910962

(JMIR Mhealth Uhealth 2021;9(10):e26233) doi:10.2196/26233

https://mhealth.jmir.org/2021/10/e26233
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Introduction

Background
Cardiovascular disease (CVD) is the leading cause of premature mortality worldwide [1], and one of the leading risk factors for CVD is hypertension [2-4]. Hypertension affects a quarter of the adult population in the United Kingdom [5]. A high-salt diet increases blood pressure [6-14], and reducing salt intake has consistently been shown to reduce blood pressure in those with hypertension [15]. Recent estimates have identified a high-sodium diet as the largest dietary risk factor for global mortality [16]. Therefore, reducing dietary salt intake is a key factor in CVD prevention. In the United Kingdom, for example, adults consume, on average, 40% more salt than that recommended by the national and international dietary guidelines [17,18], with the majority of salt derived from processed foods rather than salt added during cooking or at the table [19].

A population-level salt reduction strategy was implemented in the United Kingdom in 2003, which achieved some success in reducing the population-level salt intake [20]. However, there has been no significant reduction in average population salt intake since 2009 [17]. Despite good evidence for the effectiveness of individual-level interventions centered on dietary advice and acquisition of skills to achieve and maintain a low-salt diet [7,8,21], effective interventions tend to be intensive or require specialist staff. There are few interventions suitable for delivery in the primary care setting [22], where the majority of the management and diagnosis of hypertension occurs [23]. In the United Kingdom, clinicians are encouraged, through national guidelines, to advise reduced salt intake when managing hypertension, but they have no tools, structured advice, or guidance for doing so effectively [23,24]. Brief interventions are those which can be delivered by clinical staff without specialist nutrition or behavior change knowledge and require minimal health professional contact [25]. Such interventions could offer significant and sustainable impacts with less participant burden and greater reach than more intensive approaches. Behaviorally informed, brief interventions for dietary behavior change have been used successfully for weight loss or maintenance and cholesterol reduction, using techniques such as self-regulation or habit control to drive behavior change [26-30] but not, to our knowledge, for salt reduction in a clinically at-risk population.

Mobile apps have been shown to support dietary changes for weight loss or increased fruit and vegetable consumption [31,32]. Although high-quality evidence for the use of mobile apps in salt reduction is limited, recent studies have shown promising effects. A study investigating a daily diet monitoring app in a university population in the United States showed a significant reduction in salt intake over 4 weeks [33]; a study using an app to encourage the purchase of lower-salt food in New Zealand found a significant reduction in recorded salt purchases but no evidence of reductions in the overall salt intake [34]. A further study in the United States, using geofencing to send targeted messages on salt reduction based on location, demonstrated a reduction in the estimated salt intake from spot urine samples but no significant change in daily urinary sodium excretion [35]. The potential benefits of using apps to deliver health interventions include the low relative cost of delivery, the opportunity to deliver at scale, the low cost compared with face-to-face interventions, the flexibility to allow tailoring to individuals, and the ability to deliver an intervention with consistency. The fact that individuals often have their devices with them when they are undertaking the target behavior could make the intervention more salient. We propose that mobile apps could complement and augment brief interventions for salt reduction delivered in primary care—the principal setting for the diagnosis and management of hypertension in the United Kingdom.

Objectives
We developed a behaviorally informed brief intervention, incorporating a mobile app, to motivate and support individuals to reduce their salt intake by choosing lower-salt foods when grocery shopping. This paper describes the design of the SaltSwap intervention and reports the results of a randomized controlled trial (RCT) that incorporates qualitative and process outcomes. The trial examined whether the intervention is feasible to deliver in primary care and if it has the potential to reduce salt intake and blood pressure and tested the procedures for a future effectiveness trial.

Methods

Study Design and Participants
This feasibility study was an individually randomized, parallel, 2-arm, controlled trial. After providing consent and completing the baseline assessment, participants entered a 2-week run-in period, and those who provided a baseline urine sample and grocery shopping data during this period were randomized. After the 6-week intervention period, the participants attended a single follow-up visit. The study was reviewed and approved on March 17, 2017, by the National Health Service Research Ethics Committee and the Health Research Authority (reference 17/SC/0098). The trial protocol was registered on April 5, 2017. The study methods are published elsewhere [36] and are summarized below.

Recruitment
Participants were recruited through 5 general practitioner (GP) surgeries in Oxfordshire, United Kingdom. GP surgery electronic health records were searched for adults with a recent blood pressure reading (systolic blood pressure in the past 2 years above 130 mm Hg if currently prescribed a stable-dose, antihypertensive medication or above 140 mm Hg if not prescribed medication), and these patients were invited by letter to participate. Letters included a web link to web-based study information. Major exclusion criteria included the following: secondary, previous accelerated or malignant hypertension,
currently being assessed for diagnosis of hypertension; existing or recent cardiovascular conditions; or following a clinician-supervised diet or a restricted diet. The principal investigator screened interested participants by phone according to the full inclusion and exclusion criteria and provided study information. Eligible participants were booked into a baseline study visit, where a study researcher provided written study information and confirmed consent in person.

**Randomization**

Participants were randomly allocated in a 2:1 ratio (intervention:control) using a computer-generated allocation sequence stratified by GP surgery. An independent researcher generated a random number sequence using a web-based random sequence generator and informed the principal investigator of the intervention allocation for each participant. Participants and investigators were unaware of the treatment allocation prior to participant consent. Owing to the nature of the intervention and trial procedures, it was not possible to blind participants, clinicians delivering the intervention, or the outcome assessor to the treatment group.

**Intervention**

The SaltSwap intervention aimed to reduce dietary salt intake by encouraging individuals to swap to lower-salt alternatives when grocery shopping, buy fewer high-salt foods, and use less salt when cooking or at the table. We designed the intervention using the Behavior Change Wheel, a theoretical framework widely used to develop health behavior change interventions [37] (Multimedia Appendix 1 [38]). We used a co-design approach, recruiting a panel of individuals diagnosed with hypertension via a preexisting database of volunteers and advertisements in GP surgeries in Oxford. This panel informed the behavioral analysis, intervention content, mode of delivery, and key questions for intervention evaluation. Panel members also reviewed the final intervention design and conducted the initial pilot testing. The intervention comprised behavioral advice and support, provided by a health care professional (typically a nurse or health care assistant), in a 20-minute face-to-face intervention visit. This visit aimed to educate and persuade individuals about the importance of salt reduction and how they can reduce their salt intake and provide the motivation to do this using established behavior change techniques (BCTs; Figure 1) [38]. These BCTs were largely drawn from the BCT taxonomy groups goals and planning and feedback and monitoring, which have significant evidence to support their effectiveness in dietary behavior change [38-40]. The intervention visit also introduced the SaltSwap app to help individuals identify lower-salt options when grocery shopping, provide feedback on swaps made, and enable users to share successful swaps with their social network (Figure 2; Multimedia Appendix 2 [41,42]). The app enabled users to record their purchased products and any swaps made. Health care professionals were trained in a 1-hour face-to-face session covering the intervention content, theoretical background, and familiarity with the app and were provided training videos for future reference. All other clinical care was continued as usual.

**Figure 1.** The SaltSwap intervention and included behavior change techniques. BCT: behavior change technique.
Comparator

Participants randomized to the control arm received usual care in the form of a postal copy of the publicly available British Heart Foundation Cut Down on Salt [43] or its successor Taking Control of Salt [44]. On completion of their follow-up visit, control participants were given the SaltSwap booklet and were shown how to download the SaltSwap app. Control participants were not aware that they would receive the intervention materials until the end of the follow-up visit. All other clinical care was continued as usual in both arms.

Procedures

Participants attended a baseline study visit where demographic information, medical history (including medications), and clinical measures (height, weight, and blood pressure) were collected. Participants completed a questionnaire on their shopping behaviors and were asked to collect a single 24-hour urine sample for urinary sodium assessment (written instructions provided). They were also asked to collect household grocery shopping receipts and record all grocery purchases using a purchase scanning app for a 2-week baseline run-in period (Multimedia Appendix 3). Only participants who returned baseline data were randomized. Participants were informed of their baseline blood pressure readings but no other baseline measures.

Participants randomized to the intervention group were booked an intervention appointment with a health care professional; control participants were sent a copy of the control booklet by post. The intervention appointment was audio recorded to assess the intervention fidelity. All participants were asked to record their grocery shopping purchases and collect grocery shopping receipts over a 6-week intervention period. SMS text messaging prompts were sent to remind participants to collect their shopping data if the app was not accessed within 7 days and when the app was not used for 10 days after the first use. Participants were scheduled for a follow-up visit with a researcher 6 weeks post randomization, where blood pressure was measured. Participants were asked to collect a second 24-hour urine sample, on any week or weekend day, within 7 days of this appointment. At this follow-up visit, participants completed a questionnaire about changes in their dietary salt knowledge and behaviors.

A convenience sample of intervention participants was invited to participate in an accompanied shopping trip whereby the lead author observed them doing their usual supermarket shopping, using the think-aloud method that attempts to access and record participants’ inner speech, the transformation of thought processes into words [45]. The think-aloud method has been widely used in the design and evaluation of digital interventions [46,47] and to explore consumers’ food choice behaviors [48-51]. The accompanied shopping trip was followed by a one-on-one interview about the participants’ experiences of the intervention. Data were captured through audio recordings, which were transcribed by an external transcriber and supplemented by field notes.

Outcome Measures

Primary Outcomes

The primary outcomes were prespecified progression criteria:

1. Follow-up rate: At least 65% of the randomized participants attend the single follow-up visit.
2. Fidelity of intervention delivery: Health care professionals deliver at least 4 of the 6 prespecified essential intervention elements during the advice session.
3. Use of the SaltSwap app: At least 50% of the randomized participants use the SaltSwap app to scan products on at least 1 occasion in the first month.
The principal investigator and a second researcher coassessed fidelity of delivery of the first 5 intervention sessions using audio recordings of the intervention delivery. The assessment involved determining whether 6 prespecified essential elements were delivered: (1) provided advice on the health consequences of a high-salt diet, including recommended daily intake; (2) discussed the main sources of salt; (3) discussed and set goals to reduce salt intake; (4) discussed and set an action plan to achieve these goals; (5) delivered the SaltSwap leaflet; and (6) introduced and helped download the SaltSwap app. Following a discussion of discrepancies in the interpretation of the assessment framework, the remaining audio recordings were assessed by the principal investigator using the refined framework.

Secondary Outcomes

Secondary outcomes were the salt content of household food purchases recorded in the app (g/100 g), salt intake (g/day) estimated from 24-hour urinary sodium excretion, and blood pressure at 6-week follow-up. Although the nutrient of interest is sodium, nutrient labeling in the United Kingdom and public health messaging use the term salt. Therefore, the aim of this intervention was to encourage participants to reduce their salt intake, and the intervention highlighted the differences in the salt content of products not sodium content. Therefore, we measured the salt content, which was converted from urinary sodium excretion. For consistency, we referred to salt instead of sodium in this paper, unless referring to a study that has explicitly investigated sodium or when referring to urinary sodium excretion.

Process Outcomes

Process outcomes included recruitment rates; use and acceptability of the SaltSwap app; acceptability of the intervention by health care professionals, assessed through semistructured interviews; feasibility of outcome data collection; changes in participants’ knowledge about the effects of salt on health, use of nutrition labels for salt, and dietary salt behaviors, including the use of salt in cooking or at the table as well as consumption of high-salt foods; and contamination.

Qualitative Outcomes

Accompanied shopping and interview data were used in a qualitative analysis to explore the impact of the SaltSwap intervention on grocery shopping behavior, the use and acceptability of the SaltSwap app, and experiences of attempting to reduce salt intake.

Statistical Analysis and Sample Size

Baseline characteristics were summarized using descriptive statistics by the trial arm. Statistical analyses were conducted using Stata IC 16.0 (StataCorp) [52]. Descriptive statistics were reported with 95% CIs. Progression criteria analysis used data from all available randomized participants. Secondary outcomes were analyzed on an intention-to-treat basis using a complete case analysis. Before calculating the salt content of purchased foods, missing data on product weight or volume or salt content were estimated where possible by cross-referencing web-based retailer websites; otherwise, products were excluded (considered missing data). Items categorized as fresh fruit and vegetables, alcohol, or household nonfood items were excluded from the analysis, as they included no or minimal salt.

We used linear regression models to calculate differences in means at follow-up between the intervention and control groups, with 95% CIs, adjusted for baseline values of the dependent variable and recruitment site. We examined the sensitivity of the results to confounding owing to differences in those baseline characteristics which were plausible confounders and imbalanced between groups. We also examined sensitivity of the results due to outliers. We tested the model fit using likelihood ratio tests. Where the assumptions of linear regression were not met, we applied the Wilcoxon rank-sum test to assess the outcomes. We also described the proportion of participants who showed a reduction in salt intake and purchase and assessed any differences in this proportion by trial group, using 2-tailed t tests for proportions.

Process measures used all data available, regardless of whether participants completed the trial, and were reported using descriptive statistics with 95% CIs. Qualitative data were analyzed using the Braun and Clarke [53] approach to thematic analysis. The lead author, an applied health services researcher specializing in public health interventions, analyzed the data with input from CA, a qualitative researcher with experience in thematic analysis. The coding framework was based on topics purposefully explored in interviews and those that developed from the data. Transcripts were coded line by line and then grouped into broad topics across cases. Interpretation of the data was informed by the COM-B model, the theoretical model of behavior change underpinning the intervention design [37]. Data quality and validity were enhanced by applying the techniques of Lincoln and Guba [54] to establish trustworthiness (Multimedia Appendix 4). Data were stored, coded, and managed using NVivo 12 (QSR International) for PC [55].

This study was a feasibility study and was not powered to detect any significant intervention effects. We calculated that a sample size of 40 would be sufficient to estimate progression outcomes within acceptably narrow CIs to enable robust testing of the trial methods. For the trial to be considered feasible, 80% follow-up attendance and fidelity of intervention delivery would need to be achieved. Therefore, allowing for a 95% CI around this point estimate, we set the minimum criteria for progression at 65%. For app use, a minimum of 70% was required; therefore, we set the minimum progression criteria at 50% based on the CI around this estimate. The think-aloud sample size of 12 was guided by the model of information power by Malterud et al [56], and sample selection was informed by recruitment site, participant gender, timing within the intervention period, and participant availability.

Patient and Public Involvement

Before submission for ethical approval, we involved several members of an existing Patient and Public Involvement panel interested in weight loss and diet to inform and advise on the study objectives, procedures, and patient materials. We also convened a panel of members of the public with diagnosed hypertension to co-design the intervention.
**Adverse Events**

All serious adverse events were reported during the trial. Participants were asked about adverse events at follow-up or at the point of withdrawal from the trial.

**Results**

**Participants**

Participants were recruited between October 2018 and April 2019. A total of 2028 patients were deemed eligible based on blood pressure criteria and major exclusion criteria. Following a letter from the GP inviting participation in the trial, 107 patients registered their interest in taking part and completed phone-based screening with a researcher. Of the 107 patients, 51 (47.7%) did not meet the inclusion criteria. The main reasons for that were the following: not owning a smartphone (29/107, 27.1%), not being responsible for household grocery shopping (7/107, 6.6%), or being away during the study period (6/107, 5.7%). Out of the 56 patients who met the inclusion criteria, 6 (11%) did not attend the baseline assessment visit and 50 (89%) were enrolled (Figure 3). Participants had a mean age of 65 (SD 11) years, and the majority of the participants (35/47, 74%) reported a diagnosis of hypertension (Table 1). Only 13% (6/47) of all the participants had previously been advised by a health care professional to reduce their salt intake, although 48% (15/31) of the intervention group and 69% (11/16) of the controls reported that they had previously attempted to reduce their salt intake.

**Figure 3.** CONSORT (Consolidated Standards of Reporting Trials) diagram. GP: general practitioner; HCP: health care professional.
Table 1. Baseline characteristics of randomized study participants (N=47).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control (n=16)</th>
<th>Intervention (n=31)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>67 (7)</td>
<td>64 (12)</td>
<td>65 (11)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>10 (63)</td>
<td>20 (65)</td>
<td>30 (64)</td>
</tr>
<tr>
<td>BMI (kg/m$^2$), mean (SD)</td>
<td>29 (5)</td>
<td>29 (6)</td>
<td>29 (6)</td>
</tr>
<tr>
<td><strong>Blood pressure (mm Hg), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic</td>
<td>137 (15)</td>
<td>134 (16)</td>
<td>135 (15)</td>
</tr>
<tr>
<td>Diastolic</td>
<td>80 (8)</td>
<td>81 (10)</td>
<td>81 (9)</td>
</tr>
<tr>
<td>Estimated daily salt intake(^a) (grams), mean (SD)</td>
<td>6.8 (2.7)</td>
<td>6.5 (3.9)</td>
<td>6.6 (3.5)</td>
</tr>
<tr>
<td><strong>Smoking, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Ex-smoker</td>
<td>7 (44)</td>
<td>11 (35)</td>
<td>18 (38)</td>
</tr>
<tr>
<td>Never</td>
<td>9 (56)</td>
<td>19 (61)</td>
<td>28 (60)</td>
</tr>
<tr>
<td><strong>Ethnic group, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>15 (94)</td>
<td>29 (94)</td>
<td>44 (94)</td>
</tr>
<tr>
<td>Asian or Asian British</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Black or Black British</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Mixed or other or Chinese</td>
<td>1 (6)</td>
<td>1 (3)</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No formal qualifications</td>
<td>4 (25)</td>
<td>0 (0)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Secondary education</td>
<td>6 (38)</td>
<td>10 (32)</td>
<td>16 (34)</td>
</tr>
<tr>
<td>Higher education</td>
<td>6 (38)</td>
<td>21 (68)</td>
<td>27 (57)</td>
</tr>
<tr>
<td>Household size, median (IQR)</td>
<td>2 (2-2)</td>
<td>2 (1-2)</td>
<td>2 (2-2)</td>
</tr>
<tr>
<td><strong>Weekly grocery shopping &gt; £25 (US $34)/trip, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than once a week</td>
<td>5 (31)</td>
<td>12 (39)</td>
<td>17 (36)</td>
</tr>
<tr>
<td>Once a week</td>
<td>9 (56)</td>
<td>15 (48)</td>
<td>24 (51)</td>
</tr>
<tr>
<td>Once a fortnight</td>
<td>2 (13)</td>
<td>3 (10)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Once a month</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Less than once a month</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Factors influencing grocery shopping decisions, n (%)(^b)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price</td>
<td>6 (38)</td>
<td>20 (65)</td>
<td>26 (55)</td>
</tr>
<tr>
<td>Appearance</td>
<td>0 (0)</td>
<td>5 (16)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Taste</td>
<td>13 (81)</td>
<td>20 (65)</td>
<td>33 (70)</td>
</tr>
<tr>
<td>Habits</td>
<td>5 (31)</td>
<td>7 (23)</td>
<td>12 (26)</td>
</tr>
<tr>
<td>Health</td>
<td>9 (56)</td>
<td>17 (55)</td>
<td>26 (55)</td>
</tr>
<tr>
<td>Convenience</td>
<td>1 (6)</td>
<td>5 (16)</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Special offers</td>
<td>7 (44)</td>
<td>8 (26)</td>
<td>15 (32)</td>
</tr>
<tr>
<td>Organic</td>
<td>2 (13)</td>
<td>3 (10)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Special diet</td>
<td>2 (13)</td>
<td>2 (6)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (25)</td>
<td>6 (19)</td>
<td>10 (21)</td>
</tr>
<tr>
<td><strong>Frequency of using nutrition labels, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salt</td>
<td>10 (63)</td>
<td>14 (45)</td>
<td>24 (51)</td>
</tr>
<tr>
<td>Sugar</td>
<td>14 (88)</td>
<td>20 (65)</td>
<td>34 (72)</td>
</tr>
</tbody>
</table>
Primary Outcomes

All 3 progression criteria were met well above the set thresholds (Table 2). The total attendance at follow-up was 96% (45/47; 29/31, 94% in the intervention group and 16/16, 100% in the control group). There were 2 participants who did not attend follow-up; 1 withdrew because of difficulty using the study app and 1 because of an unrelated health problem. Of the intervention sessions that were adequately recorded (25/31, 81%), all included at least 4 of the 6 essential elements. All 6 elements were delivered in 21 (84%) recorded sessions; the element most commonly not delivered was action planning (3/25). A total of 27 out of 31 (87%) intervention participants used the SaltSwap app to scan products on at least 1 occasion by the end of month 1, above the progression threshold of 50%.

Table 2. Participant follow-up rate, fidelity of intervention delivery, and use of the SaltSwap app (n=47).

<table>
<thead>
<tr>
<th>Progression criteria</th>
<th>Total n (%)</th>
<th>Control (n=16)</th>
<th>Intervention (n=31)</th>
<th>Total n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follow-up rate</td>
<td>45 (96)</td>
<td>16 (100)</td>
<td>29 (94)</td>
<td>79-99</td>
</tr>
<tr>
<td>Fidelity of the intervention (advice) session&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>25 (81)</td>
</tr>
<tr>
<td>Use of the SaltSwap app</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>27 (87)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Audio recordings for the assessment of intervention fidelity were available for 25 of the 31 advice sessions delivered.  
<sup>b</sup>N/A: not applicable.

Secondary Outcomes

Baseline and follow-up data on the salt content of the purchased products were available for 78% (37/47) of participants. The analysis included all the purchased items recorded in the app. The number of products purchased was slightly lower at follow-up in both groups, and missing data were comparable between groups (Multimedia Appendix 5).
There was no evidence that the intervention significantly reduced the salt content of purchased foods, salt intake, or blood pressure, and there was no significant between-group difference (Table 3; Figure 4). In the intervention group, 72% (18/25) of the participants reduced the salt content of purchased foods (mean $-0.15$ g/100 g, SD 0.13 g/100 g) compared with 66% (8/12) of the control group (mean $-0.4$ g/100 g, SD 0.27 g/100 g). Similarly, 50% (14/28) of intervention participants reduced their salt intake from baseline to follow-up (mean reduction $-2.44$ g/day; 95% CI $-8.71$ to $0.20$ g/day) compared with 66% (10/15) of the control group (mean reduction $-2.42$ g/day; 95% CI $-6.76$ to $0.08$ g/day). The differences in these percentages were not statistically significant. There were nonsignificant reductions in expenditure on food at follow-up for both groups, with no significant between-group differences.

Table 3. Changes in the mean salt intake, blood pressure, and purchased salt from baseline and estimates of differences between the intervention and control groups.

<table>
<thead>
<tr>
<th></th>
<th>Baseline values, mean (SD)</th>
<th>Follow-up values, mean (SD)</th>
<th>Change, mean (95% CI)</th>
<th>Group difference$^a$, mean (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Salt intake (g/day)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>6.8 (2.7)</td>
<td>6.5 (3.9)</td>
<td>6.0 (2.1)</td>
<td>6.2 (3.7)</td>
<td></td>
</tr>
<tr>
<td>SaltSwap</td>
<td>15</td>
<td>28</td>
<td>15</td>
<td>28</td>
<td>43</td>
</tr>
<tr>
<td>Number of participants, n</td>
<td>16</td>
<td>15</td>
<td>15</td>
<td>28</td>
<td>N/A$^c$</td>
</tr>
<tr>
<td><strong>BP</strong> (mm Hg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic BP</td>
<td>137.3 (14.8)</td>
<td>134.2 (15.8)</td>
<td>136.2 (15.9)</td>
<td>133.2 (16.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Diastolic BP</td>
<td>79.7 (8.0)</td>
<td>81.2 (10.2)</td>
<td>82.0 (10.5)</td>
<td>80.2 (10.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Number of participants, n</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>45</td>
</tr>
<tr>
<td><strong>Purchased salt (g/100g)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.16$^d$</td>
</tr>
<tr>
<td>Control</td>
<td>0.8 (0.5)</td>
<td>0.5 (0.2)</td>
<td>0.6 (0.4)</td>
<td>0.5 (0.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>SaltSwap</td>
<td>12</td>
<td>25</td>
<td>12</td>
<td>25</td>
<td>N/A</td>
</tr>
<tr>
<td>Number of participants, n</td>
<td>12</td>
<td>25</td>
<td>12</td>
<td>25</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$Model 2. Regression analysis adjusted for baseline values, general practitioner surgery, and level of education.

$^b$BP: blood pressure.

$^c$N/A: not applicable.

$^d$P value for the Wilcoxon rank-sum test for between-group differences. Assumptions of linear regression were not met for systolic blood pressure and salt content of purchased foods; therefore, we analyzed these outcomes using the Wilcoxon rank-sum test.

Figure 4. Changes in blood pressure from baseline to follow-up. BP: blood pressure.
Process Outcomes
The intervention was acceptable to both individuals and practitioners, and outcome data were successfully collected via trial methods. The SaltSwap app was used (ie, at least one product scanned) in 75% of all shopping trips by intervention participants, and 79% (23/29) of intervention participants who used the app recorded at least one swap to a lower-salt product in the app. The average salt reduction per swap recorded in the app was −0.6 g/100 g. Participants in both groups reported eating high-salt foods less frequently and swapping to lower-salt foods (Multimedia Appendix 5).

Qualitative Outcomes
A total of 11 intervention participants attended an accompanied shopping trip and postshopping interview, and 1 participant attended only a postshopping interview (Multimedia Appendix 4). Overall, the qualitative study sample reflected the demographic profile of the total sample. The average age of the participants in this substudy was 67 (SD 7) years compared with 65 (SD 11) years in the total sample, representative of the age of the population with hypertension. The qualitative study comprised 58% (7/12) female participants compared with 64% (30/47) in the total sample, and all but 2 of the qualitative participants were of White British ethnicity, reflecting the lack of ethnic diversity in the overall study sample. Shopping trips varied in duration from 10 to 44 minutes and interviews from 17 to 40 minutes, with an average combined duration of 48 minutes per person. Key themes were developed around 3 main areas: SaltSwap intervention, salt consumption and purchase behaviors, and the wider environment. Detailed theme descriptions and example quotes are presented in the Multimedia Appendix 4.

Participants reported improved knowledge about the major sources of salt and heightened awareness of the importance of salt intake in relation to blood pressure. They described greater attention to the salt content of foods than before the study, showing surprise at the high salt content of some foods they routinely buy and at the availability of lower-salt options. All these aspects were explicitly targeted by the intervention:

...doing this it's heightened my awareness of salt in the diet...I was horrified at the levels of salt in crisps and things, so have gone for the no adding salt to that. Sauces, I've been surprised how much salt is in those. [ID0205; female, 68 years]

The advice session helped participants identify specific high-salt foods to swap and successfully encouraged them to set goals to make changes to their purchases. There was little evidence of action planning during the intervention session or mention of doing this afterward. Interview data suggested that the intervention did not sufficiently generate motivation to reduce salt intake. Some participants indicated that they would be more motivated if they received feedback on their salt intake from baseline 24-hour urine measurement:

I guess I'd like to know where I am on the spectrum. So, as a result of the urine tests. Where do I sit...in terms of a male of my age? Because that may provide something...motivation. [ID0309; male, 71 years]

All intervention participants were observed or described using the SaltSwap app to identify lower-salt alternatives with the app. Most participants found the app usable and acceptable and noted that it helped focus their attention on the salt content of foods. Few participants reported using the feedback function in the app, showing a reduction in the salt content of selected items through making swaps.

Barriers to successfully identifying lower-salt products and continued use of the app were the lack of comprehensive coverage of products within the app database, unsuitable suggestions for lower-salt alternatives, and lack of availability of suitable lower-salt options in some stores or for specific food groups:

This is...tomato paste. See, I think being [store] they only do one. [ID0206; male, 64 years]

Participants reported changing their shopping behaviors, for example, swapping to lower-salt foods, avoiding buying high-salt foods entirely, and changing their cooking practices to reduce their salt intake (Table 4). This sometimes resulted in participants avoiding or reducing the frequency of purchasing foods, which were also higher in other nutrients associated with poor diet quality, such as saturated fat. Participants reported increasing their use of nutrition labels for salt following the intervention, often in conjunction with the SaltSwap app, although some participants still reported challenges interpreting nutrition labels:

I would say since I've started the salt study, I've looked at those labels more than in the past. In the past I used to only look at the sugar content. [ID0403; male, 70 years]
Table 4. Examples of participants-reported behavior change and the related COM-B components (intervention participants).

<table>
<thead>
<tr>
<th>Behaviors</th>
<th>Example quotes</th>
<th>COM-B components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swapping to a lower-salt product</td>
<td>• “Now we used to buy the deals here of different sorts of ham – but when I tried to do a salt swap on them it was quite difficult to find an alternative. So, what we do now is we buy sliced turkey” [ID0403; male, 70 years]</td>
<td>• Psychological capability—knowledge</td>
</tr>
<tr>
<td></td>
<td>• “I used to buy crisps without thinking about salt. And then I started the salt file, I just switched to these.” [ID0313; female, 57 years]</td>
<td>• Reflective motivation</td>
</tr>
<tr>
<td></td>
<td>• “I used to buy a tomato sort of sauce. And in fact, because that was quite high in salt, I started using Passata little boxes. Because you get the sort of intense tomato flavour, but you don’t get the salt.” [ID0410; female, 74 years]</td>
<td>• Automatic motivation—disrupting habit</td>
</tr>
<tr>
<td></td>
<td>• “Like I haven’t been buying so much ham. I have bought chicken instead.” [ID0415; female, 71 years]</td>
<td>• Environmental opportunity—making it easy to identify lower-salt options</td>
</tr>
<tr>
<td>Avoiding high-salt foods</td>
<td>• “They were like a ripple type crisp, and I was surprised how much salt was in that. And in fact, I don’t think I bought them in the end. Because I thought, ‘Wow, I thought these were supposed to be, you know, healthy.’” [ID0206; male, 64 years]</td>
<td>• Psychological capability—knowledge</td>
</tr>
<tr>
<td></td>
<td>• “Anyway, I used to buy those particularly when it was the two for one type offers. Just stopped buying those completely, yeh” [ID0408; male, 65 years]</td>
<td>• Reflective motivation—intentions or persuasion</td>
</tr>
<tr>
<td></td>
<td>• “I do like salted peanuts and I haven’t been able to find anything that’s low in salt… I probably would have bought them most weeks. Whereas now I think, ‘No, it is a treat.’… I won’t have those.” [ID0205; female, 68 years]</td>
<td>• Automatic motivation—disrupting habit</td>
</tr>
<tr>
<td>Changing cooking practices to reduce salt intake</td>
<td>• “And I’ve also…we’ve also this last week haven’t cooked with salt either. Yeh, previously if we used in cooking potatoes; boiling potatoes up for mashed potatoes; always put a bit of salt in there. Even with your, you know, vegetables, put a bit of salt in there, but we haven’t this time.” [ID0207; male, 58 years]</td>
<td>• Psychological capability—knowledge and skills</td>
</tr>
<tr>
<td></td>
<td>• “So, instead of using stock cubes. Which we know are high in salt, I tend to use Bouillon because I can use just a tiny bit of that. I will sometimes use that. Or what I do is I add that after I’ve taken my portion. And that, because it’s not a stock cube has to be whatever, and what have you. With that I can stir that in… So, that works quite well.” [ID0319; female, 69 years]</td>
<td>• Automatic motivation—disrupting habit</td>
</tr>
<tr>
<td>Swapping from a store-bought product to homemade, with no added salt</td>
<td>• “After I’d seen those things and how high they were in salt, when I went and did my own, I didn’t put any salt whatsoever in it at all; and I just used the Indian spices” [ID0218; female, 76 years]</td>
<td>• Psychological capability—knowledge and skills</td>
</tr>
<tr>
<td>Reducing frequency of consumption or portion size</td>
<td>• “I probably would have bought them most weeks. Whereas now I think, ‘No, it is a treat.’ And I would also not sit and eat the whole packet.” [ID0205; female, 68 years]</td>
<td>• Reflective motivation—persuasion</td>
</tr>
</tbody>
</table>

The time and effort required to find lower-salt alternatives was commonly mentioned as a barrier to changing their purchasing behavior, but others described making new habits and planning their shopping as ways to help make and stick to lower-salt choices.

Some participants found it challenging to balance salt reduction with other nutritional concerns, such as saturated fat or sugar. They also expressed a desire for feedback on the outcome of their behavioral change, that is, explicit measurement of their salt intake, highlighting the potentially important role of feedback in increasing motivation.

Participants commented on the choice of products available, both that there was too much choice to make it easy to choose low-salt options and that some stores do not offer lower-salt options. They generally felt that there was a lack of support in making dietary changes to reduce their salt intake but that their GP surgery would be a good place to provide support of this nature.

**Adverse Events**

One serious adverse event was reported during the study. The lead GP for the surgery concluded that this adverse event was unrelated to the study. The participant did not continue in the study or attend the follow-up, but no further action was taken.

**Discussion**

**Principal Findings**

This trial intended to assess the feasibility of the SaltSwap intervention and trial procedures to determine if a larger trial to assess the effectiveness of the intervention for reducing blood pressure is warranted. The results showed high levels of follow-up, fidelity of intervention delivery, and use of the...
intervention app, demonstrating that progression criteria were met. Health care professionals were positive about the intervention and confident in delivering it, indicating that the SaltSwap intervention can be delivered by nonspecialist staff in primary care without intensive training. Furthermore, intervention participants used the app in store in most shopping trips, and the majority used the app to identify and select lower-salt alternatives, demonstrating high acceptability among individuals with high blood pressure. The app product database provided insufficient coverage of in-store products, and product categorization resulted in some unsuitable lower-salt suggestions, hindering effective use.

Although there were no significant effects on purchased salt, salt intake, or blood pressure, CIs around each point estimate included clinically meaningful reductions, and the intervention was successful in changing key salt reduction behaviors, suggesting that the intervention could be potentially successful if tested in a larger trial. The trial procedures to evaluate the effect of the intervention on salt intake and blood pressure were shown to be robust.

Strengths and Limitations

A key strength of this study is the in-depth qualitative analysis and process evaluation to assess the proposed mechanisms of impact of this novel intervention, providing insight into context-specific use of the app and barriers to the intervention’s potential effectiveness. Participants described increased knowledge, intention to reduce salt intake, and ability to identify lower-salt options—key targets of the intervention based on our COM-B behavioral analysis. Process outcomes demonstrated that participants swapped to lower-salt items predominantly in the food categories of bread, cheese, and processed meats, foods that contribute most to total daily salt intake (accounting for 34%) among those aged 65-74 years [57], suggesting that the intervention successfully targeted the main sources of dietary salt.

Another strength is the development and proven feasibility of a behaviorally informed smartphone app tailored to the UK grocery market, which can support individuals to make lower-salt choices when grocery shopping and provide feedback on salt reduction. Smartphone use in the United Kingdom is ubiquitous and has grown dramatically; a 2019 report found that most adults in the United Kingdom use a smartphone phone (84%), and this is true for all age groups, including 93% of 35- to 54-year-olds and 64% of those aged ≥55 years [58]. However, the use of mobile health apps is not as widespread among older adults [59], and app-based interventions may still present specific age-related barriers to the effective use of smartphone apps [60]. This is an important concern when addressing a population with hypertension, including many older adults [61]. This trial successfully engaged a population of adults with an average age of 64 years with a mobile app—based intervention with few usability issues, demonstrating the feasibility of delivering app-based health behavior change interventions to older adults. A previous study investigating barriers to app use in older adults (aged >60 years) found the main barriers to be concerns about data privacy, lack of trust, and fear of misdiagnosis [59]. The support of a trusted health care professional in the use of the app could potentially overcome barriers of this nature. Moreover, as the app does not require any personal data or any health care data and does not communicate information about any individual to any third party, these common barriers are unlikely to be significant concerns for SaltSwap. Health care professionals successfully delivered the intervention advice session. Although audio recording of the intervention may have acted as a prompt to deliver the advice elements, introducing a Hawthorne effect [62], the audio recordings provided evidence that the intervention content was within their expertise and skill set to deliver competently.

The trial response rate of only 5% was a limitation. Although comparable with other trials of a similar nature [35,63], it is lower than that for other dietary intervention trials, such as those targeting weight loss [64]. The low response rate raises two issues. First, it may indicate less interest in reducing salt intake than other dietary goals, presenting a challenge for the implementation of the intervention. In clinical practice, brief interventions are likely to be given in consultation, regardless of patients’ inclination to reduce salt intake or interest in using an app. Such respondents may differ from those we enrolled, meaning that the results here, indicating the acceptability of the intervention and potential for changing salt intake behaviors, may not generalize to the wider population of people with hypertension.

Second, the low response rate may indicate that this trial engaged a group of individuals with high agency and motivation to address their diet. This intrinsic motivation could lead to participants actively engaging with the control intervention (self-help booklet) and may explain why salt intake reduced in both arms, although not significantly, reducing the apparent impact of the SaltSwap intervention. Indeed, salt intake at baseline was lower than the age-adjusted national average, and many participants reported previous attempts to eat less salt. In addition, measurement reactivity may have resulted in participants being particularly careful to reduce salt intake on measurement days, biasing results toward the null. A larger effectiveness trial would do well to exclude people with low baseline salt intake and to consider multiple measurements at both baseline and follow-up, including both weekdays and weekends, to ensure a more representative salt intake assessment. Furthermore, urine samples could be used to assess potassium levels in a future trial to explore any salt substitution effects.

The study population was self-selected—for reasons of convenience, drawn solely from Oxfordshire, an area with lower deprivation than the national average [65]. Socioeconomic status is known to influence salt intake and adherence to wider dietary guidelines [66-68], and the impact in this group may not be representative of the wider population. Moreover, the study participants were predominantly of White ethnicity. Salt intake varies across ethnic groups [69,70], and culture is a major determinant of food choice and consumption [70,71]. However, the database includes a wide range of foods available in supermarkets and should cover most dietary preferences, making the app universally applicable. The literature on the differential impacts of salt reduction interventions across ethnic groups is...
sparse, and there is a lack of evidence on specific barriers and facilitators for food purchasing and dietary behavior change among minority ethnic groups to adequately inform intervention adaption [72]. An important consideration for any future trial of the SaltSwap intervention is the recruitment of a study sample with greater ethnic and socioeconomic diversity.

A further limitation was the lack of comprehensive product coverage within the SaltSwap app, despite it containing more than 95,000 unique products. Participants noted this as a key barrier to successfully identifying lower-salt options in stores, which may have affected the resulting salt reduction. This also resulted in a high level of missing data on the salt content of purchased foods, thus limiting the interpretation of this secondary outcome; however, this is unlikely to have biased the outcome differently by arm [73]. Participants used the app as asked; therefore, an improved database would reduce missing purchase data in future trials. Data on other important dietary components that may be affected by this intervention were also not captured through the SaltSwap app; however, with improvements to the app database, these could be included as secondary outcomes in a larger trial.

**Comparison With Other Literature**

There are few RCTs of the impact of apps alone or combined with other interventions to reduce salt intake [74], but the available evidence suggests that this is a promising strategy. One trial showed that a standalone app to encourage the purchase of lower-salt foods reduced salt purchasing but not salt intake or blood pressure [34]. Another RCT in a small sample of healthy adults showed short-term reductions in sodium consumption in participants using an app to record and monitor their daily sodium intake [33]. A recent pilot study of an app using geolocation to prompt users to choose lower-sodium options when shopping or eating out or at home showed no significant reduction in 24-hour sodium compared with usual care and no change in confidence adhering to a low-sodium diet (including reading food labels, shopping at grocery stores, or choosing low-sodium options at restaurants) but did show a significant reduction in spot urine as an estimate of sodium intake and sodium intake measured by a food frequency questionnaire [35]. These trials all investigated standalone app interventions as compared with the multicomponent nature of SaltSwap. A review of behavior change apps for dietary change highlighted that multicomponent interventions had, on average, larger effect sizes than single-component interventions [32]. Furthermore, existing evidence shows that brief behavioral support from a health care professional can generate the necessary capability and motivation to make dietary changes [28-30], which could be supported by an app at the point of choice. The theoretical approach to intervention development highlighted the need for a salient and persuasive message to motivate individuals to change their diet, and SaltSwap aimed to deliver this via in-person advice from a credible source. We found no other studies in the literature of a multicomponent intervention using an app to enhance a brief intervention for salt reduction; therefore, this feasibility study provides valuable insight into the feasibility and acceptability of such an approach.

For the SaltSwap intervention to have a meaningful effect on blood pressure, it would need to generate a reduction in salt intake of at least 1 to 2 g/day. A meta-analysis of RCTs investigating the effect of salt reduction on blood pressure reported an average reduction in salt intake of ~4.6 g/day, which led to reductions in systolic (5.0 mm Hg) and diastolic blood pressure (2.7 mm Hg) [75]. However, a later RCT showed that a low-salt diet resulted in a modest salt reduction of 1.7 g/day, with a corresponding reduction in systolic blood pressure of 3.7 mm Hg, among participants with high blood pressure [76], indicating the potential for clinically meaningful benefit from a more modest salt reduction. In fact, individual counseling interventions for salt reduction, delivered by specialist dieticians, have been shown to be cost-effective based on expected reductions in salt intake of 0.5 g/day [77]. A reduction of 1 to 2 g/day falls within the CI for the salt reduction achieved here, in a sample of individuals with comparatively low baseline salt intake, who may have a limited capacity for further reduction. The magnitude of change in objectively measured salt intake and blood pressure, along with the behavioral changes identified in our qualitative evaluation, provides a sufficient signal of efficacy to warrant progression to a full trial.

In the United Kingdom, as with many other high-income countries, where most of the salt consumed is already in the food chain and the food environment promotes high-salt, highly processed foods, providing advice, knowledge, and motivation is unlikely to be enough on its own to provide sufficient reduction in salt intake to achieve national recommendations. Concurrent structural interventions, such as product reformulation and nutrition labeling, are important salt reduction strategies, creating an environment conducive to individual-level behavior change [78]. For people to habitually choose lower-salt options, these need to be readily available, acceptable, and identifiable without undue effort. There is a synergistic relationship between individual-level and structural, population-level interventions. In the United Kingdom, a voluntary reformulation strategy has resulted in significant reductions in the mean salt content of many food categories that contribute substantially to salt intake (eg, cereals, breads, and snack foods) [79]. However, one result of this approach is that some manufacturers have made ambitious progress, whereas others have lagged behind, leading to a wide variation in salt content across some food categories [80,81]. With such a variation in salt content across foods, the full benefit of the reformulation strategy can only be achieved when individuals are motivated and enabled to choose available lower-salt options, reinforcing the need for individual-level interventions that can support people to do this. This, in turn, could give companies that reduce salt in their products a competitive edge, stimulating a virtuous cycle of salt reduction.

**Conclusions**

A behaviorally informed, brief intervention to reduce salt intake in people with hypertension, delivered in primary care and supported by an app to inform purchasing decisions, was acceptable to those delivering and those receiving it, and the trial approaches are considered feasible. A full trial to assess the effectiveness of the SaltSwap intervention for reducing salt intake and blood pressure is warranted following improvements...
to the SaltSwap app highlighted as important during this feasibility study.
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Abstract

Background: Psoriasis has a negative impact on patients’ physical and mental health and can lead to anxiety and depression. Disease management strategies, including educational programs and eHealth devices, have been shown to improve health care for several chronic diseases. However, such disease management strategies are lacking in the routine care of patients with psoriasis.

Objective: This study aims to study the impact of a novel intervention that combines an educational program with a disease management smartphone app on the mental health of patients with psoriasis.

Methods: Patients with psoriasis in the intervention group received an educational program; attended visits on weeks 0, 12, 24, 36, and 60; and had access to the study app. Patients in the control group only attended the visits. The primary endpoint was a significant reduction of scores on the Hospital Anxiety and Depression Scale (HADS). Secondary endpoints were reductions in Dermatology Life Quality Index score, Psoriasis Area and Severity Index score, pruritus, and pain, as well as improvements in mood and daily activities. In addition, modulating effects of sex, age, disease duration, and app use frequency were evaluated.

Results: A total of 107 patients were included in the study and randomized into the control group (53/107, 49.5%) or intervention group (54/107, 50.5%). Approximately 71.9% (77/107) of the patients completed the study. A significant reduction in HADS-Depression (HADS-D) in the intervention group was found at weeks 12 (P=.04) and 24 (P=.005) but not at weeks 36 (P=.12) and 60 (P=.32). Patient stratification according to app use frequency showed a significant improvement in HADS-D score at weeks 36 (P=.004) and 60 (P=.04) and in HADS-Anxiety (HADS-A) score at weeks 36 (P=.04) and 60 (P=.05) in the group using the app less than once every 5 weeks. However, in patients using the app more than once every 5 weeks, no significant reduction in HADS-D (P=.84) or HADS-A (P=.20) score was observed over the 60-week study period compared with that observed in patients in the control group. All findings were independent of sex, age, and disease duration.

Conclusions: These findings support the use of a disease management smartphone app as a valid tool to achieve long-term improvement in the mental health of patients with psoriasis if it is not used too frequently. Further studies are needed to analyze the newly observed influence of app use frequency.

Trial Registration: Deutsches Register Klinischer Studien DRKS00020755; https://tinyurl.com/nyzjyvvk

(JMIR Mhealth Uhealth 2021;9(10):e28149) doi:10.2196/28149
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Introduction

Background
Psoriasis is a common, chronic inflammatory skin disease that affects approximately 2.53% of the German population and has a significant impact on physical and mental health [1-3]. In addition to physical symptoms such as pain and itching, patients with psoriasis report stigmatization, shame, lack of self-confidence, depression, and anxiety as major impairments [4-6]. Moreover, low therapy adherence in patients and consequent poor disease control results from a lack of knowledge regarding the disease [7].

For several different chronic diseases, educational programs are part of routine care because they improve patients’ self-management skills and reduce disease activity [8]. A routine educational program is not in place to cater to patients who wish to be better informed about their illness and more involved in therapy decisions [7-9]. The pilot study conducted by Bubak et al [10] showed that an educational program for patients with psoriasis alone leads to a significant improvement in the knowledge of their disease and to an amelioration of general health, but not to an improvement in mental health. Several other studies have reported educational programs as valid tools to improve self-expertise, therapy adherence, and quality of life in patients with psoriasis; encourage lifestyle changes; and reduce disease severity [11-14].

Another possibility to improve patient care is using eHealth devices. Since 2019, Germany has allowed the prescription of scientifically validated digital health apps. In several studies, eHealth devices have shown positive effects on common chronic diseases such as diabetes, hypertension, chronic heart failure, and asthma [15-18]. For psoriasis, the data are still limited; however, digital care seems to be as safe and effective as regular in-person care [19-21]. So far, no studies that evaluate smartphone apps for long-term disease management in psoriasis exist.

Objectives
In this study, we combined the educational program already presented by Bubak et al [10] with a disease management smartphone app, generating a new possibility to strengthen patients’ self-management, reduce disease burden, and build a more trusting doctor-patient relationship. In a first interim analysis of this study, after 6 months, a significant improvement in depressive symptoms was found in the intervention group receiving the educational program and the study app. In addition, a clear impact of the app use frequency was assessed. Patients using the app <20% (ie, less than once every 5 weeks) had a significantly stronger reduction in depressive and anxiety symptoms [22]. This study investigates the long-term effects over 60 weeks of a patient educational program combined with a psoriasis app on the mental health of patients with psoriasis and examines the mediating effect of app use frequency more closely.

Methods

Study Design and Patients
This intervention study was undertaken at the Department of Dermatology, Venereology, and Allergology at the University Medical Center Mannheim, Germany, between January 2018 and June 2020. Patients were recruited at the outpatient clinic, where they were asked to participate in the study while attending their regular doctors’ appointments. Eligible patients were aged 18 to 75 years, able to provide written informed consent, had a physician-confirmed diagnosis of moderate-to-severe psoriasis (defined as Psoriasis Area and Severity Index [PASI] score >10; body surface area >10; Dermatology Life Quality Index [DLQI] score >10; psoriatic involvement of the scalp, palms, soles, and genital area; or psoriatic nail involvement of at least 2 nails). The exclusion criteria were the inability to provide written informed consent and no access to a smartphone.

The study was conducted in accordance with the Declaration of Helsinki and approved by the Medical Ethics Committee of the Medical Faculty Mannheim, Heidelberg University (ethics approval 2017-655N-MA). The trial is registered at Deutsches Register Klinische Studien (registration number: DRKS00020755). Written informed consent was provided by each patient before their participation in the study. Eligible participants were randomized into an intervention or control group in a 1:1 ratio. For this purpose, sealed envelopes labeled intervention group or control group were randomly assigned to each patient during the baseline visit.

The control group (n=53) started the 60-week study period with their baseline visit in week 0, when they indicated sociodemographic and psoriasis-related data. In addition, the PASI (range 0-72), DLQI (range 0-30), Hospital Anxiety and Depression Scale–Anxiety/Depression (HADS-A/D; range 0-21 for anxiety and depression each), and numeric rating scales for skin pain and pruritus (range 0-10 each) were assessed. Furthermore, the patients indicated how much psoriasis negatively affected their mood and daily activity levels during the past weeks on a Likert scale (range 0-3 each; 0=not at all, 1=a little, 2=fairly, and 3=very). In-person follow-up visits with the same assessments took place at weeks 12, 24, and 36 and the final visit at week 60 (Figure 1).
The intervention group (n=54) participated in the same baseline and follow-up visits as the control group. In addition, they attended a 2-hour-long educational program on the topic of psoriasis, which was held by specialists in dermatology (AS and JB) after the baseline visit (Figure 1). The educational program was held in a group setting and included information on psoriasis pathogenesis, therapy options, and comorbidities (Multimedia Appendix 1) [10]. Each participant received a personal anonymized access code and an introduction to our psoriasis monitoring app DermaScope Mobile (Multimedia Appendices 2 and 3). For 60 weeks, the patients were able to document their psoriasis regularly by photodocumentation of their skin and answering health questionnaires regarding their quality of life, mood, activity, pain, and pruritus via the app. App use frequency for adding new data was limited to once a week. Furthermore, the patients could contact specialized dermatologists unrestrictedly (AS and JB) via a chat feature within the app. Consort eHealth checklist can be found in the Multimedia Appendix 4.

Outcomes
The primary end point was a significant reduction in the HADS-D/-A in the intervention group at the follow-up visits compared with the control group. Secondary endpoints were the reduction in the PASI and numeric rating scale for pruritus and pain and an improvement in the DLQI and mood and daily activity Likert Scales at the follow-up. Modulating effects of sex, age, disease duration, and app use frequency were evaluated for each time point.

Statistical Analysis
Linear panel data regression analyses estimated the trajectories of the outcomes. Random-effect regressions determined the main and interaction effects of group membership (intervention vs control group; interaction week x group in Multimedia Appendix 5) and visit time point (interaction week in Multimedia Appendix 5) on HADS-D, HADS-A, DLQI, mood, daily activity, PASI, pruritus, and pain (Multimedia Appendix 5). Two models of adjustment were calculated. One was unadjusted, whereas the other was adjusted for sex, age, and disease duration. In additional analyses, the effects of the app use frequency over 60 weeks were included (group membership: control vs <20% vs ≥20% use; interaction week x group in Multimedia Appendix 6). The chosen cutoff of 20% equals one-time use every 5 weeks. Variables were transformed to approach normal distribution (power transform square root of HADS-D and HADS-A, log10 of DLQI, and square of mood; no transformation of daily activity, pruritus, and pain). All statistical analyses were performed using STATA SE 14 (StataCorp LLC). A statistically significant difference was assumed at $P \leq 0.05$.

Results
Study Cohort
This study was conducted between January 2018 and June 2020. Of the 538 patients assessed, 431 (80.1%) were found to be ineligible because of lack of time, distance to our outpatient clinic.
clinic, and no access to a smartphone. Of the 538 patients, 107 (19.9%) patients joined the study. After randomization to the control (53/107, 49.5%) or intervention (54/107, 50.5%) groups, all patients participated in the baseline visit. After the baseline visit, 10.3% (11/107) of patients discontinued the study (control group: 4/11, 36%; intervention group: 7/11, 64%). The remaining 87% (47/54) of patients in the intervention group attended the educational program. Until week 60, 20% (10/49) of patients from the control group and 19% (9/47) of patients from the intervention group discontinued the study (Figure 1). The most common reasons for withdrawal were lack of time (12/107, 11.2%) and unavailability or nonappearance (10/107, 9.3%). Other reasons included distance to our outpatient clinic or relocating (4/107, 3.7%), poor health status (2/107, 1.9%), and other reasons (3/107, 2.8%). Of the 107 patients, 77 (72.0%) completed the study; 74% (39/53) from the control group and 70.4% (38/54) from the intervention group completed the study. Over the entire study period, the demographic, socioeconomic, and psoriasis-related characteristics were well balanced between the control and intervention groups (Tables 1 and 2), except for a slightly older control group ($P=0.04$). At week 60, 9% (7/77) of patients were treated with disease-modifying antirheumatic drugs, and 64% (49/77) were treated with biologics. Of the 77 patients, 16 (21%) received topical or phototherapy, 2 (3%) received other systemic drugs, and 3 (4%) were not treated with any antipsoriatic therapy.
<table>
<thead>
<tr>
<th>Characteristic at week 0</th>
<th>Overall</th>
<th>Control group (n=53)</th>
<th>Intervention group (n=54)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>42 (39.3)</td>
<td>23 (43)</td>
<td>19 (35)</td>
<td>.38 b</td>
</tr>
<tr>
<td>Male</td>
<td>65 (60.7)</td>
<td>30 (57)</td>
<td>35 (65)</td>
<td>.38 b</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>49.1 (12.1)</td>
<td>51.7 (11.8)</td>
<td>46.5 (11.9)</td>
<td>.03 c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>51.0 (42-57)</td>
<td>53.0 (49-59)</td>
<td>48.0 (36-54)</td>
<td>.03 c</td>
</tr>
<tr>
<td><strong>BMI (kg/m^2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>29.1 (5.7)</td>
<td>29.3 (6.1)</td>
<td>28.9 (5.3)</td>
<td>.72 b</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>28.3 (24.8-32.5)</td>
<td>28.3 (24.7-32.2)</td>
<td>28.2 (24.9-32.5)</td>
<td>.72 b</td>
</tr>
<tr>
<td><strong>Alcohol (days/week)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.1 (1.5)</td>
<td>1.1 (1.5)</td>
<td>1.2 (1.5)</td>
<td>.68 c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1.0 (0-2)</td>
<td>0.0 (0-2)</td>
<td>1.0 (0-1.5)</td>
<td>.68 c</td>
</tr>
<tr>
<td>Smoker, n (%)</td>
<td>35 (32.7)</td>
<td>20 (38)</td>
<td>15 (28)</td>
<td>.27 b</td>
</tr>
<tr>
<td><strong>Duration of psoriasis (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>18.9 (14.6)</td>
<td>20.4 (15.5)</td>
<td>17.5 (13.7)</td>
<td>.31 c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>15.0 (6-28)</td>
<td>18.0 (7-34)</td>
<td>13.0 (6-26)</td>
<td>.31 c</td>
</tr>
<tr>
<td><strong>Psoriatic arthritis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P=6 (43.0)</td>
<td>24 (45)</td>
<td>22 (42)</td>
<td></td>
<td>.76 b</td>
</tr>
<tr>
<td><strong>Antipsoriatic therapy, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topical or UV therapy</td>
<td>31 (29.0)</td>
<td>14 (26)</td>
<td>17 (31)</td>
<td>.43 b</td>
</tr>
<tr>
<td>DMARDSd</td>
<td>17 (15.9)</td>
<td>6 (11)</td>
<td>11 (20)</td>
<td>.43 b</td>
</tr>
<tr>
<td>Others</td>
<td>1 (0.9)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>.43 b</td>
</tr>
<tr>
<td>Biologicals</td>
<td>51 (47.7)</td>
<td>29 (55)</td>
<td>22 (41)</td>
<td>.43 b</td>
</tr>
<tr>
<td>No therapy</td>
<td>7 (6.5)</td>
<td>3 (6)</td>
<td>4 (7)</td>
<td>.43 b</td>
</tr>
<tr>
<td><strong>HADS-D^9 (range 0-21)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>5.3 (4.7)</td>
<td>5.2 (5.0)</td>
<td>5.3 (4.3)</td>
<td>.94 c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>4.0 (1-8)</td>
<td>3.0 (1-8)</td>
<td>4.5 (2-8)</td>
<td>.94 c</td>
</tr>
<tr>
<td><strong>HADS-A^10 (range 0-21)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>6.9 (4.4)</td>
<td>7.0 (4.9)</td>
<td>6.7 (3.8)</td>
<td>.66 c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>6.0 (3-10)</td>
<td>6.0 (3-10)</td>
<td>6.0 (4-9)</td>
<td>.66 c</td>
</tr>
<tr>
<td><strong>DLQI^11 (range 0-30)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>8.2 (8.0)</td>
<td>8.5 (8.5)</td>
<td>7.9 (7.6)</td>
<td>.69 c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>5.0 (2-13)</td>
<td>5.0 (3-12)</td>
<td>5.0 (2-13)</td>
<td>.69 c</td>
</tr>
<tr>
<td><strong>Mood (range 0-3)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.2 (1.2)</td>
<td>1.2 (1.2)</td>
<td>1.2 (1.2)</td>
<td>.92 c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1.0 (0-2)</td>
<td>1.0 (0-2)</td>
<td>1.0 (0-2)</td>
<td>.92 c</td>
</tr>
<tr>
<td><strong>Daily activity (range 0-3)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Characteristic at week 0</th>
<th>Overall</th>
<th>Control group (n=53)</th>
<th>Intervention group (n=54)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>1.3 (1.1)</td>
<td>1.4 (1.1)</td>
<td>1.1 (1.1)</td>
<td>.30&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1.0 (0-2)</td>
<td>1.0 (0-2)</td>
<td>1.0 (0-2)</td>
<td>.30&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>PASI</strong>&lt;sup&gt;b&lt;/sup&gt; (range 0-72)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>5.1 (5.2)</td>
<td>5.1 (5.1)</td>
<td>5.0 (5.4)</td>
<td>.98&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>3.0 (1.4-7.6)</td>
<td>3.6 (1.4-7.2)</td>
<td>3.0 (1.5-7.6)</td>
<td>.98&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Pain</strong>&lt;sup&gt;i&lt;/sup&gt; (range 0-10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.0 (2.4)</td>
<td>2.2 (2.7)</td>
<td>1.9 (2.2)</td>
<td>.53&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1.0 (0-4)</td>
<td>1.0 (0-3)</td>
<td>1.0 (0-4)</td>
<td>.53&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Pruritus</strong>&lt;sup&gt;i&lt;/sup&gt; (range 0-10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.0 (2.7)</td>
<td>3.2 (3.1)</td>
<td>2.8 (2.2)</td>
<td>.35&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>2.0 (1-5)</td>
<td>2.0 (1-5)</td>
<td>2.0 (1-4)</td>
<td>.35&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>App use frequency, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20%</td>
<td>20 (18.7)</td>
<td>0 (0)</td>
<td>20 (37)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>≥20%</td>
<td>20 (18.7)</td>
<td>0 (0)</td>
<td>20 (37)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>No app use</td>
<td>67 (62.6)</td>
<td>53 (100)</td>
<td>14 (26)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Data for sex, age, BMI, smoking, alcohol consumption, psoriasis duration, psoriasis arthritis, and therapy were collected at week 0 only.

<sup>b</sup>Categorical variables were analyzed using the chi-square test.

<sup>c</sup>Continuous variables were analyzed using the t test.

<sup>d</sup>DMARDs: disease-modifying antirheumatic drugs.

<sup>e</sup>HADS-D: Hospital Anxiety and Depression Scale–Depression.

<sup>f</sup>HADS-A: Hospital Anxiety and Depression Scale–Anxiety.

<sup>g</sup>DLQI: Dermatology Life Quality Index.

<sup>h</sup>PASI: Psoriasis Area and Severity Index.

<sup>i</sup>For 1 patient, data for weight and height were missing.

<sup>j</sup>App use frequency for week 0 was identified retrospectively in weeks 0 to 12. From the intervention group, 14 patients did not download the app at all or dropped out of the study. Therefore, they could not be divided into app use frequency subgroups.
Table 2. Characteristics of the study cohort at weeks 60 (N=77).

<table>
<thead>
<tr>
<th>Characteristics week 60</th>
<th>Overall (n=77)</th>
<th>Control group (n=39)</th>
<th>Intervention group (n=38)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>28 (36)</td>
<td>13 (33)</td>
<td>15 (39)</td>
<td>.58a</td>
</tr>
<tr>
<td>Male</td>
<td>49 (64)</td>
<td>26 (67)</td>
<td>23 (61)</td>
<td>.58a</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>49.6 (11.7)</td>
<td>52.3 (10.5)</td>
<td>46.9 (12.3)</td>
<td>.04b</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>52.0 (45-57.0)</td>
<td>54.0 (50-59)</td>
<td>48.0 (39-54)</td>
<td>.04b</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>28.3 (5.6)</td>
<td>28.9 (6.3)</td>
<td>27.6 (4.7)</td>
<td>.33b</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>26.6 (24.5-31.7)</td>
<td>26.6 (24.5-31.2)</td>
<td>26.0 (24.2-32.5)</td>
<td>.33b</td>
</tr>
<tr>
<td>Alcohol (days/week)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.3 (1.6)</td>
<td>1.3 (1.6)</td>
<td>1.3 (1.7)</td>
<td>.99b</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1.0 (0-2.5)</td>
<td>1.0 (0-3)</td>
<td>1.0 (0-2)</td>
<td>.99b</td>
</tr>
<tr>
<td>Smoker n (%)</td>
<td>26 (34)</td>
<td>16 (41)</td>
<td>10 (27)</td>
<td>.17a</td>
</tr>
<tr>
<td>Duration of psoriasis (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>19.2 (14.8)</td>
<td>21.2 (16.1)</td>
<td>17.1 (13.1)</td>
<td>.22b</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>15.0 (6-28)</td>
<td>18.0 (7-37)</td>
<td>13.5 (6-24)</td>
<td>.22b</td>
</tr>
<tr>
<td>Psoriatic arthritis, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.35a</td>
</tr>
<tr>
<td>Antipsoriatic therapy, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topical or UV therapy</td>
<td>16 (21)</td>
<td>5 (13)</td>
<td>11 (29)</td>
<td>.07a</td>
</tr>
<tr>
<td>DMARDSc</td>
<td>7 (9)</td>
<td>3 (8)</td>
<td>4 (11)</td>
<td>.07a</td>
</tr>
<tr>
<td>Others</td>
<td>2 (3)</td>
<td>0 (0)</td>
<td>2 (5)</td>
<td>.07a</td>
</tr>
<tr>
<td>Biologicals</td>
<td>49 (64)</td>
<td>28 (72)</td>
<td>21 (55)</td>
<td>.07a</td>
</tr>
<tr>
<td>No therapy</td>
<td>3 (4)</td>
<td>3 (8)</td>
<td>0 (0)</td>
<td>.07a</td>
</tr>
<tr>
<td>HADS-D (range 0-21)d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.0 (4.4)</td>
<td>4.1 (4.2)</td>
<td>4.0 (4.5)</td>
<td>.94b</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>2.0 (0-7)</td>
<td>3.0 (0-7)</td>
<td>2.0 (0-7)</td>
<td>.94b</td>
</tr>
<tr>
<td>HADS-A (range 0-21)f</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>5.5 (3.8)</td>
<td>6.0 (4.0)</td>
<td>4.9 (3.5)</td>
<td>.22b</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>5.0 (2-8)</td>
<td>6.0 (2-8)</td>
<td>4.0 (2-7)</td>
<td>.22b</td>
</tr>
<tr>
<td>DLQI (range 0-30)f</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.1 (5.5)</td>
<td>3.7 (4.1)</td>
<td>4.4 (5.5)</td>
<td>.56b</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1.0 (1-7)</td>
<td>1.0 (1-7)</td>
<td>1.0 (1-8)</td>
<td>.56b</td>
</tr>
<tr>
<td>Mood (range 0-3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>0.7 (0.7)</td>
<td>0.7 (0.7)</td>
<td>0.6 (0.8)</td>
<td>.71b</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1.0 (0-1)</td>
<td>1.0 (0-1)</td>
<td>0.5 (0-1)</td>
<td>.71b</td>
</tr>
<tr>
<td>Daily activity (range 0-3)</td>
<td></td>
<td></td>
<td></td>
<td>.59b</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>0.6 (0.7)</td>
<td>0.6 (0.7)</td>
<td>0.5 (0.7)</td>
<td>.59b</td>
</tr>
</tbody>
</table>
Characteristics week 60 | Overall (n=77) | Control group (n=39) | Intervention group (n=38) | P value
--- | --- | --- | --- | ---
Median (IQR) | 0.0 (0-1) | 0.0 (0-1) | 0.0 (0-1) | .59b

**PASI (range 0-72)**
Mean (SD) | 2.6 (3.0) | 2.6 (2.9) | 2.7 (3.3) | .90b
Median (IQR) | 1.5 (0-3.4) | 1.7 (0-3.4) | 1.4 (0-3.4) | .90b

**Pain (range 0-10)**
Mean (SD) | 1.5 (2.5) | 2.0 (2.8) | 1.0 (2.0) | .10b
Median (IQR) | 0.0 (0-2.5) | 0.0 (0-3) | 0.0 (0-1) | .10b

**Pruritus (range 0-10)**
Mean (SD) | 1.8 (2.1) | 1.8 (2.1) | 1.8 (2.2) | .95b
Median (IQR) | 1.0 (0-3) | 1.0 (0-3) | 1.0 (0-3) | .95b

**App use frequency, n (%)**
<20% | 15 (20) | 0 (0) | 15 (39) | <.001a
≥20% | 18 (23) | 0 (0) | 18 (47) | <.001a
No app use | 44 (57) | 39 (100) | 5 (13) | <.001a

aCategorical variables were analyzed using the chi-square test.
bContinuous variables were analyzed using the t test.
cDMARDs: disease-modifying antirheumatic drugs.
dHADS-D: Hospital Anxiety and Depression Scale–Depression.
eHADS-A: Hospital Anxiety and Depression Scale–Anxiety.
fDLQI: Dermatology Life Quality Index.
gPASI: Psoriasis Area and Severity Index.
hFor 1 patient, data for pain were missing at week 60.

**Outcomes**
The significant reduction in the HADS-D in the intervention group compared with that in the control group found at weeks 12 and 24 did not persist in weeks 36 and 60 (interaction week x intervention: week 12: coefficient=−0.289, P=.04; week 24: coefficient=−0.397, P=.005; week 36: coefficient=0.231, P=.12; week 60: coefficient=0.15, P=.32; Model 0 in Multimedia Appendix 5 and Figure 2). The HADS-D score was significantly lower in both groups at week 60 compared with the score at the baseline visit (interaction week 60: coefficient=0.23, P=.03; Model 0 in Multimedia Appendix 5).

Figure 2. Significant improvement of the HADS-D score in patients with psoriasis by combining an educational program with a psoriasis app over 24 weeks. HADS-D: Hospital Anxiety and Depression Scale–Depression. *P≤.05, **P≤.01.
The improvement found in the HADS-A in all patients until week 24 also did not persist in weeks 36 and 60 (interaction week: week 12: coefficient=−0.194, \( P = .02 \); week 24: coefficient=−0.221, \( P = .01 \); week 36: coefficient=−0.16, \( P = .08 \); week 60: coefficient=−0.17, \( P = .06 \); Model 0 in Multimedia Appendix 5). A tendency for a stronger reduction of the HADS-A in the intervention group compared with the control group was assessed at week 60 (interaction week x intervention: week 60: coefficient=−0.24, \( P = .06 \); Model 0 in Multimedia Appendix 5; Figure 3).

Figure 3. Effects of an educational program combined with a disease management psoriasis app on the HADS-D score over 60 weeks. HADS-D: Hospital Anxiety and Depression Scale–Depression.

A significant reduction in the DLQI was observed at weeks 24 and 60 in all patients but not in weeks 12 and 36 (interaction week: week 12: coefficient=−0.24, \( P = .08 \); week 24: coefficient=−0.37, \( P = .007 \); week 36: coefficient=−0.26, \( P = .07 \); week 60: coefficient=−0.56, \( P < .001 \); Model 0 in Multimedia Appendix 5). There were no significant differences assessed between the study groups (Model 0 in Multimedia Appendix 5). However, group membership had no significant effect (Model 0 in Table 3).

In both study groups, the mood of the patients with psoriasis was ameliorated. Compared with scores in the baseline visit, significantly lower scores on the Likert scale were found in all the following visits in all patients (interaction week: week 12: coefficient=−1.80, \( P = .006 \); week 24: coefficient=−2.12, \( P = .001 \); week 36: coefficient=−1.83, \( P = .009 \); week 60: coefficient=−2.64, \( P < .001 \); Model 0 in Table 3). However, group membership had no significant effect (Model 0 in Table 3).
Table 3. Characteristics of the study cohort divided by app use frequency of more or less than 20% at week 60 (N=38).a

<table>
<thead>
<tr>
<th>Characteristics week 60</th>
<th>Overall</th>
<th>App use frequency &lt;20% (n=15)</th>
<th>App use frequency ≥20% (n=18)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>15 (39)</td>
<td>5 (33)</td>
<td>9 (50)</td>
<td>.50b</td>
</tr>
<tr>
<td>Male</td>
<td>23 (61)</td>
<td>10 (67)</td>
<td>9 (50)</td>
<td>.50b</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>46.9 (12.3)</td>
<td>45.0 (14.1)</td>
<td>47.7 (10.8)</td>
<td>.99c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>48.0 (39-54)</td>
<td>47.0 (28-53)</td>
<td>49.0 (40-54)</td>
<td>.99c</td>
</tr>
<tr>
<td>BMIb (kg/m²)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>27.6 (4.7)</td>
<td>27.5 (5.1)</td>
<td>27.7 (4.4)</td>
<td>.99c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>26.0 (24.2-32.5)</td>
<td>27.5 (22.5-32.5)</td>
<td>26.0 (24.8-32.7)</td>
<td>.99c</td>
</tr>
<tr>
<td>Alcohol (days/week)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.3 (1.7)</td>
<td>1.5 (1.3)</td>
<td>1.2 (1.8)</td>
<td>.99c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1.0 (0-2.0)</td>
<td>1.0 (1-2.0)</td>
<td>1.0 (0-1)</td>
<td>.99c</td>
</tr>
<tr>
<td>Smoker, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.13b</td>
</tr>
<tr>
<td>Yes</td>
<td>34 (89)</td>
<td>13 (87)</td>
<td>17 (94)</td>
<td>.15b</td>
</tr>
<tr>
<td>No</td>
<td>3 (8)</td>
<td>1 (7)</td>
<td>1 (6)</td>
<td>.15b</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (3)</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>.15b</td>
</tr>
<tr>
<td>Graduation level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No final school examination</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>.23b</td>
</tr>
<tr>
<td>Final school examination after 9 years</td>
<td>5 (13)</td>
<td>1 (7)</td>
<td>3 (17)</td>
<td>.23b</td>
</tr>
<tr>
<td>Final school examination after 10 years</td>
<td>9 (24)</td>
<td>4 (27)</td>
<td>4 (22)</td>
<td>.23b</td>
</tr>
<tr>
<td>Vocational diploma</td>
<td>4 (11)</td>
<td>1 (7)</td>
<td>2 (11)</td>
<td>.23b</td>
</tr>
<tr>
<td>General qualification for university entrance</td>
<td>5 (13)</td>
<td>2 (13)</td>
<td>2 (11)</td>
<td>.23b</td>
</tr>
<tr>
<td>University degree</td>
<td>14 (37)</td>
<td>7 (47)</td>
<td>6 (33)</td>
<td>.23b</td>
</tr>
<tr>
<td>Duration of psoriasis (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>17.1 (13.1)</td>
<td>19.7 (14.3)</td>
<td>14.3 (12.1)</td>
<td>.91c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>13.5 (6-24)</td>
<td>23.0 (6-28)</td>
<td>9.0 (6-20)</td>
<td>.91c</td>
</tr>
<tr>
<td>Psoriatic arthritis, n (%)</td>
<td>15 (39.5)</td>
<td>8 (53.3)</td>
<td>6 (35.3)</td>
<td>.49b</td>
</tr>
<tr>
<td>Antipsoriatic therapy, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topical or UV therapy</td>
<td>11 (29)</td>
<td>2 (13)</td>
<td>7 (39)</td>
<td>.12b</td>
</tr>
<tr>
<td>DMARDS</td>
<td>4 (11)</td>
<td>2 (13)</td>
<td>0 (0)</td>
<td>.12b</td>
</tr>
<tr>
<td>Others</td>
<td>2 (5)</td>
<td>1 (7)</td>
<td>1 (6)</td>
<td>.12b</td>
</tr>
<tr>
<td>Biologics</td>
<td>21 (55)</td>
<td>10 (67)</td>
<td>10 (56)</td>
<td>.12b</td>
</tr>
<tr>
<td>No therapy</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>.12b</td>
</tr>
<tr>
<td>HADS-D (range 0-21)</td>
<td></td>
<td></td>
<td></td>
<td>.15c</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.0 (4.5)</td>
<td>2.3 (3.4)</td>
<td>5.4 (5.2)</td>
<td></td>
</tr>
</tbody>
</table>
Likewise, a significant reduction in the impairment of daily activities on the Likert scale was found in all follow-up visits compared with baseline visits in both groups, with no significant difference between the study groups (interaction week: week 12: coefficient=−0.51, \(<0.001\); week 24: coefficient=−0.53, \(<0.001\); week 36: coefficient=−0.55, \(<0.001\); week 60: coefficient=−0.68, \(P<0.001\); Model 0 in Table 3).

There was also a significant reduction in the PASI scores observed over the 60 weeks compared with those at week 0 in all patients (interaction week: week 12: coefficient=−0.24, \(P=0.04\); week 24: coefficient=−0.29, \(P=0.008\); week 26: coefficient=−0.23, \(P=0.04\); week 60: coefficient=−0.38, \(P=0.001\); Model 0 in Table 3). Group membership had no significant effect (Model 0 in Table 3; Figure 4).

<table>
<thead>
<tr>
<th>Characteristics week 60</th>
<th>Overall</th>
<th>App use frequency ≤20% (n=15)</th>
<th>App use frequency ≥20% (n=18)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median (IQR)</td>
<td>2.0 (0-7)</td>
<td>1.0 (0-3)</td>
<td>4.0 (1-9)</td>
<td>.15c</td>
</tr>
<tr>
<td><strong>HADS-A</strong> (range 0-21)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.9 (3.5)</td>
<td>4.2 (3.1)</td>
<td>5.6 (3.5)</td>
<td>.83c</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>4.0 (2-7)</td>
<td>4.0 (1-6)</td>
<td>5.0 (3-7)</td>
<td>.83c</td>
</tr>
<tr>
<td><strong>DLQI</strong> (range 0-30)</td>
<td></td>
<td></td>
<td></td>
<td>.70c</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.4 (5.5)</td>
<td>3.4 (4.9)</td>
<td>5.4 (6.2)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1.0 (1-8)</td>
<td>1.0 (1-6)</td>
<td>3.0 (1-9)</td>
<td></td>
</tr>
<tr>
<td><strong>Mood</strong> (range 0-3)</td>
<td></td>
<td></td>
<td></td>
<td>.61c</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>0.6 (0.8)</td>
<td>0.5 (0.6)</td>
<td>0.8 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.5 (0-1)</td>
<td>0.0 (0-1)</td>
<td>1.0 (0-1)</td>
<td></td>
</tr>
<tr>
<td><strong>Daily activity</strong> (range 0-30)</td>
<td></td>
<td></td>
<td></td>
<td>.63c</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>0.5 (0.7)</td>
<td>0.4 (0.6)</td>
<td>0.7 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.0 (0-1)</td>
<td>0.0 (0-1)</td>
<td>1.0 (0-1)</td>
<td></td>
</tr>
<tr>
<td><strong>PASI</strong> (range 0-72)</td>
<td></td>
<td></td>
<td></td>
<td>.99c</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.7 (3.3)</td>
<td>2.3 (3.7)</td>
<td>2.5 (2.6)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1.4 (0.6-3.4)</td>
<td>1.2 (0.2-1.5)</td>
<td>1.85 (0.6-3.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Pain</strong> (range 0-10)</td>
<td></td>
<td></td>
<td></td>
<td>.99c</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.0 (2.0)</td>
<td>0.8 (1.2)</td>
<td>1.6 (2.6)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0.0 (0-1)</td>
<td>0.0 (0-2)</td>
<td>0.5 (0-2)</td>
<td></td>
</tr>
<tr>
<td><strong>Pruritus</strong> (range 0-10)</td>
<td></td>
<td></td>
<td></td>
<td>.99c</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.8 (2.2)</td>
<td>2.1 (2.7)</td>
<td>1.9 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>1.0 (0-3)</td>
<td>1.0 (0-3)</td>
<td>1.5 (0-3)</td>
<td></td>
</tr>
</tbody>
</table>

\(a\) Data for sex, age, BMI, smoking, alcohol consumption, employment status, graduation level, psoriasis duration, psoriasis arthritis, and therapy were collected at week 0 only.

\(b\) Categorical variables were analyzed using the chi-square test.

\(c\) Continuous variables were analyzed using the Bonferroni-test.

\(d\) For 1 patient, data for weight and height were missing, and for 1 patient, data for pain was missing at week 60. In the intervention group, 5 patients did not download the app at all. Therefore, they could not be divided into the app use frequency subgroups.

\(e\) Lowest Certificate of Secondary Education in Germany.

\(f\) Roughly equal to the General Certificate of Secondary Education (no university entrance qualification).

\(g\) Final school examination after 12 years in combination with vocational education (university entrance qualification for specific degrees only).

\(h\) Final school examination after 13 years.

\(i\) DMARD: disease-modifying antirheumatic drug.

\(j\) HADS-D: Hospital Anxiety and Depression Scale–Depression.

\(k\) HADS-A: Hospital Anxiety and Depression Scale–Anxiety.

\(l\) DLQI: Dermatology Life Quality Index.

\(m\) PASI: Psoriasis Area and Severity Index.
A significant reduction in pruritus was assessed in the control and intervention groups at week 60 compared with that at baseline, with no significant difference between the 2 groups (interaction week: week 60: coefficient=−0.97, P=.02; Model 0 in Table 3).

No effects were found on the numerical rating scale for skin pain (Model 0 in Table 3).

These findings did not differ if adjusted for sex, age, and disease duration (matching coefficients and P values under Model 1 in Table 3).

**App Use Frequency Subgroup Analysis**

The intervention group was divided into 2 groups, with patients using the app more or less frequently than 20% (equals one-time use every 5 weeks). Both groups showed similar characteristics (Table 3). Neither demographic nor socioeconomic or disease-related characteristics had any influence on app use frequency.

The significant reduction in the HADS-D at weeks 12 and 24 persisted until week 60 in patients, with an app use frequency <20% compared with that of the control group (interaction week x <20%: week 12: coefficient=−0.39, P=.03; week 24: coefficient=−0.53, P=.004; week 36: coefficient=−0.56, P=.004; week 60: coefficient=−0.39, P=.04; Model 0 in Multimedia Appendix 6; Figure 5).

**Figure 5.** Significant improvement of the HADS-D score in patients with psoriasis using the psoriasis app less than once every 5 weeks (<20%) compared with the control group over 60 weeks. HADS-D: Hospital Anxiety and Depression Scale–Depression. *P≤.05, **P≤.01.

Furthermore, patients with an app use frequency of <20% showed a significant reduction in the HADS-A at weeks 36 and 60 (interaction week x <20%: week 36: coefficient=−0.34; P=.04; week 60: coefficient=−0.33; P=.05; Model 0 in Multimedia Appendix 6; Figure 6).
Figure 6. Significant improvement of the HADS-D score in patients with psoriasis using the psoriasis app less than once every 5 weeks (<20%) compared with the control group over 60 weeks. HADS-D: Hospital Anxiety and Depression Scale–Depression. *P≤.05.

Figure 7. Effects of an educational program combined with a disease management psoriasis app on the PASI score of the subgroups using the psoriasis app more (≥20%) or less (<20%) than once every 5 weeks. PASI: Psoriasis Area and Severity Index.

In patients using the app >20%, no significant reduction in the HADS-D/-A was observed over the 60-week study period (Model 0 in Multimedia Appendix 6; Figures 5 and 6).

For the DLQI, mood, daily activity, PASI, and skin pruritus and pain, no differences in the subgroup analysis were found compared with the analysis of the whole group (Model 0 in Multimedia Appendix 6; PASI in Figure 7). These results were independent of sex, age, and disease duration (matching coefficients and *P* values in Model in Multimedia Appendix 6).

**Discussion**

**Principal Findings**

In this study, we analyzed the effects of an educational program combined with an eHealth smartphone app on the clinical outcomes of patients with psoriasis. We were able to show that this intervention can significantly assist in improving depression and anxiety in patients with psoriasis. Educational programs have proven to be effective in increasing knowledge, quality of life, and self-efficacy in patients with psoriasis in the past [11-14]. To analyze the additional benefits of a disease management app, we tested the educational program applied in this study in a pilot trial first. The trial showed that the educational program per se could lead to a significant improvement in knowledge and self-expertise about the disease and to an amelioration of general health but not to an improvement in patients’ mental health [10]. Therefore, we are convinced that the smartphone app used in this study provides an additional psychological benefit. Improvements in quality of life were also reported by Armstrong et al [23] in an American randomized controlled equivalency trial, in which 296 patients were randomly assigned to either a web-based or in-person care group. eHealth devices such as the one used in this study can probably increase the sense of security in patients by giving them the opportunity to always contact the treating physician using the chat function. In addition, the app might have assisted in building a long-term trusting relationship with the doctor, allowing patients to feel more comfortable with the questions, concerns, and fears about their disease. Furthermore, the combined intervention might have led to a better self-perception of patients’ mental health and disease status by the regular self-report of life quality and mood as well as photodocumentation of the skin. This could have given patients...
a more structured overview of their disease and thus a greater sense of control. A study by Blome et al [24] showed that greater control is stated as a relevant treatment goal by 92.3% of patients with psoriasis. The fulfillment of this goal can lead to a higher level of satisfaction, which has the potential to reduce depression.

Others have noted that some effects achieved by educational programs vanish after about 6 months [11,13]. In accordance with this, we also observed a significant reduction in the HADS-D score in the intervention group only in the first 6 months. Further studies are needed to determine whether it is possible to lengthen this effect with another educational program after 6 months or by providing regular educational information via the app. Interestingly, a stronger reduction in depression and anxiety levels persisting over the entire 60-week study period was seen in patients using the app less than once every 5 weeks. More frequent app use did not worsen mental health, and there was no further benefit compared with the control group. In accordance with the findings of Ancker et al [25] and Seppen et al [26], we assume that chronically ill patients such as patients with psoriasis do not want to be reminded about their disease too often. New and highly efficient psoriasis treatments such as biologics often lead to lesion-free skin, helping patients feel that they are not sick anymore. Too frequent app use could counteract this effect. We are convinced that an optimal app use frequency needs to be identified for patients. Our data indicate that an app use frequency of approximately once every 5 weeks could be the most beneficial; however, more scientific data are needed.

Web-based care models reduce health care system–related costs and can improve patients’ lives by decreasing the number of clinic visits [23,27,28]. On the patients’ side, this means less absence at work and saved time. Therefore, the implementation of scientifically validated eHealth devices for chronic diseases such as psoriasis seems to be favorable. It will be important to determine how to encourage patients to engage in continuous app use over a long period and whether telemedicine can replace in-person visits or simply support patients’ care [19-21,24].

Limitations
The major limitations of our study are the monocentric design, small study cohort, and limited generalizability of the results. In particular, the number of patients in the subgroups divided by app use frequency was quite low, which could have led to missed or overinterpreted differences between the groups. In addition, the age of our patients was slightly higher than that in other psoriasis studies and differed between the control and intervention groups. The initial PASI score was lower than in other studies, and the percentage of patients treated with systemic therapy was quite high, which could have led to undetected effects. Further studies are necessary to verify our findings on a broader scale and in a multicenter setting.

Conclusions
In conclusion, the educational program combined with the psoriasis app had a positive impact on the mental health of patients with psoriasis if not used too frequently. The provision of valid and comprehensible knowledge about their own disease and web-based support has the potential to improve health care for patients with psoriasis. Therefore, educating and supporting patients with psoriasis using digital health devices seems to be a promising additional component in the disease management of psoriasis in the long run.
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Abstract

Background: Recent falls prevention guidelines recommend early routine fall risk assessment among older persons.

Objective: The purpose of this study was to develop a Falls Screening Mobile App (FallSA), determine its acceptance, concurrent validity, test-retest reliability, discriminative ability, and predictive validity as a self-screening tool to identify fall risk among Malaysian older persons.

Methods: FallSA acceptance was tested among 15 participants (mean age 65.93 [SD 7.42] years); its validity and reliability among 91 participants (mean age 67.34 [SD 5.97] years); discriminative ability and predictive validity among 610 participants (mean age 71.78 [SD 4.70] years). Acceptance of FallSA was assessed using a questionnaire, and it was validated against a comprehensive fall risk assessment tool, the Physiological Profile Assessment (PPA). Participants used FallSA to test their fall risk repeatedly twice within an hour. Its discriminative ability and predictive validity were determined by comparing participant fall risk scores between fallers and nonfallers and prospectively through a 6-month follow-up, respectively.

Results: The findings of our study showed that FallSA had a high acceptance level with 80% (12/15) of older persons agreeing on its suitability as a falls self-screening tool. Concurrent validity test demonstrated a significant moderate correlation ($r=.518$, $P<.001$) and agreement ($k=.516$, $P<.001$) with acceptable sensitivity (80.4%) and specificity (71.1%). FallSA also had good reliability (intraclass correlation .948; 95% CI .921-.966) and an internal consistency ($\alpha=.948$, $P<.001$). FallSA score demonstrated a moderate to strong discriminative ability in classifying fallers and nonfallers. FallSA had a predictive validity of falls with positive likelihood ratio of 2.27, pooled sensitivity of 82% and specificity of 64%, and area under the curve of 0.802.

Conclusions: These results suggest that FallSA is a valid and reliable fall risk self-screening tool. Further studies are required to empower and engage older persons or care givers in the use of FallSA to self-screen for falls and thereafter to seek early prevention intervention.

(JMIR Mhealth Uhealth 2021;9(10):e23663) doi:10.2196/23663
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Introduction

Falls among older persons are a major health and socioeconomic concern globally [1]. Fall prevalence ranged from 4.2% to 61% in Malaysian older persons in 2018 [2]. This range is similar to other older Asians in Japan and United Arab Emirates (18% to 57%) [3,4]. This could possibly stem from the similar research methodology in which history of falls in the past 12 months is commonly used in studies. In our earlier large-scale population-based longitudinal study Long-Term Research Grant Scheme—Toward Useful Ageing (LRGS TUA), we reported a retrospective and prospective fall prevalence of 15% to 18% and 27%, respectively, among Malaysian community-dwelling older persons [5-7]. Single and repeated fall incidence rates were 8.47 and 3.21 per 100 person-years, respectively [8]. In our local context, community-dwelling older persons are defined as older adults aged 60 years and above who are living independently in the community [9]. Identified risk factors associated with falls were arthritis, diabetes, urinary incontinence, decreased handgrip strength, higher BMI, and poor self-rated health [7], while the predictors consisted of a history of falls and decreased muscle strength for both occasional and recurrent falls [8].

Falls comprise multifactorial etiology, and they occur as a result of interactions between multiple intrinsic and extrinsic factors. Current evidence-based practice guidelines recommend early falls screening using a multifactorial fall risk assessment tool [1]. The combination of sociodemographic factors (gender, joint pain and cataract/glaucoma), self-rated multifactorial questionnaire (previous fall history and worrying about falls), and a physical performance test (Timed Up and Go [TUG]) in a fall risk model was proposed to identify fall risk among Malaysian community-dwelling older persons [6]. The combination of multifactorial evidence-based assessments is expected to be more robust compared to a single test [10]. There may be a potential to use an app-based fall risk multifactorial assessment.

Currently, there are several app-based fall risk assessment tools, including Lindera, Steady, and Aachen fall prevention apps. Lindera is a smartphone-based app designed to facilitate the health care professional (nursing staff) to perform a structured multifactorial fall risk assessment among older adults [11]. Lindera consists of a mobility test (TUG test) and fall risk–related questionnaire. It was found to have a pooled sensitivity of 93% and specificity of 58%, with an overall accuracy of 73% [11]. In Steady, 5 progressively more challenging mobility tests (30s balance and sit to stand tests) and a medical history questionnaire were used to assess individual fall risk [12]. Steady was found to be valid and reliable in facilitating fall risk self-screening among older persons in home settings [13]. The Aachen fall prevention app has a combination of a balance test with simple questionnaire to improve fall risk awareness among older persons [14]. It has a sensitivity and specificity of 57% and 76.7%, respectively [14]. While Aachen and Steady were developed as fall self-screening tools, Lindera is used to assist health care professionals (nursing staff) in conducting multifactorial fall risk assessment among older persons.

Although multifactorial app-based fall risk assessment tools are currently available, they lack comprehensive information regarding their reliability and validity as self-assessment tools. Prior to the use of fall risk apps, their diagnostic accuracy in discriminating between fallers and nonfallers and predicting actual falls among at-risk older persons must be demonstrated. Existing fall risk assessment tools in clinical settings were found to have only moderate diagnostic accuracy [15]. Moreover, there is a need to develop a culturally specific fall risk assessment tool for the multiethnic Malaysian older population. Therefore, in this study, we aimed to develop the Fall Risk Screening App (FallSA) as a self-screening tool for assessing fall risk among Malaysian older persons using the combination of questionnaires and physical tests. Thereafter, we determined its acceptance, validity, reliability, discriminative ability, and predictive validity. We hope that with the early self-screening tool FallSA we are able to empower and engage older persons or their caregivers to be aware of falls and adopt fall prevention behavior.

Methods

Study Design

This study regarding FallSA was divided into 4 phases comprising (1) development, (2) acceptance among older persons, (3) concurrent validity and test-retest reliability, and (4) discriminative ability and predictive validity.

Ethical approval was obtained from the secretariat for research of ethics of Universiti Kebangsaan Malaysia (UKM 1.5.3.5/244/NN-060-2013 and UKM PPI/111/8/JEP-2018-559). Prior to all studies, participants were given information about the study and were required to provide informed verbal consent.

Phase 1: Development

Prior to the development of FallSA, a literature review was conducted to identify current gaps in the literature regarding fall risk mobile screening apps. Next, several group discussions and meetings were conducted to identify the intended features, interface, and design to meet the functional needs of older persons. After which, preparation of the proposed product features and design using international guidelines for ease of use and usability of graphic user interface for older persons (ISO/IEC 2001) was done.

FallSA was developed based on a model established from our team’s large-scale study report (Neuroprotective Model for Healthy Longevity), which was designed to evaluate the magnitude of cognitive decline and its risk factors through comprehensive multifactorial assessment [16]. The significant predictive fall risk factors were used for the fall risk calculations in FallSA [5]. This fall risk model included the combination of sociodemographic information (gender, joint pain, and cataract/glaucoma), self-rated multifactorial questionnaire (previous fall history and worrying about falls), and physical performance test (TUG test) [5]. TUG normative values from the study by Ibrahim et al [5] were used to generate graphs in comparing user TUG test with 50th population norms-based age groups and gender. An instructional video for TUG test performance was provided within the FallSA app. The

https://mhealth.jmir.org/2021/10/e23663
step-by-step procedure to perform the TUG self-test was based on the original version by Podsiadlo and Richardson [17]. Several modifications were done later to fulfill the self-screening feature of a mobile app. The designs of the icons were obtained from the readily available Google Advanced Image Search. While the icons were derived from an online source of free icons [18] and made readily available under the terms of the end user license agreement, their selection and modification were based on international guidelines (ISO/IEC Guide 71:2001 [E]). The icons were modified using Microsoft Paint, Microsoft Photos, and the Microsoft Snipping Tool. With respect to the guidelines, all text was written in black on a white-colored background to achieve maximum contrast. An adequate icon size was ensured for easy system navigation and indication of the current interface.

The input button, navigation, and arrangements were developed following the same guidelines. The navigation buttons of FallSA were structured in a rectangle with some simple instruction text at the bottom of the interface; it is displayed as an icon shape on the current user section. In addition, colored navigation buttons were employed in questions sections with a selection of yes in green and no in red. In order to increase ease of use among older persons, a simple navigation system flow was used by having only 2 main selections: new user and current user. The app features for wording, questions, and instructions were bilingual in English and Malay languages, which are commonly used among Malaysian population.

Prior to the use of FallSA, participants were shown an informed consent on data protection policy at the beginning of the app interface. Personal information or data were only saved in the user’s device and could only be assessed by the user and researcher. It is also noteworthy that the information stored in FallSA will be handled in a similar way to hard copies of medical records, as declared in the Data Protection Disclaimer and Laws of Malaysia Act 709 and Personal Data Protection Act 2010. Since FallSA is a self-screening mobile app for identifying fall risk and it does not provide any diagnosis or suggestion to change current medical dosages, it is not categorized as a medical device, which would require an approval from health authorities.

FallSA was developed by a freelance mobile software developer with more than 3 years’ experience in a related field, based on the proposed product features and design of the researcher team. The development of FallSA was conducted according to the waterfall software development process using agile principles for better quality, time, and cost-effective mobile app development.

Phase 2: User Acceptance Testing

FallSA user acceptance testing was tested in the real world by 15 older persons.

Participants

A convenience sampling method was used to recruit the participants from 2 senior citizen clubs via letters of invitation. Participants were community-dwelling older persons aged 60 years and over and were from the main ethnicities in Malaysia (Malay, Chinese, and Indian). Inclusion criteria included being 60 years and above, able to comprehend the Malay or English language, able to use a smartphone, and able to ambulate with or without assistive devices with minimal supervision. Older persons with acute illnesses (unstable heart diseases and vestibular disorders) were excluded.

Procedure and Instrumentation

Participants were given information regarding the procedures and consent to participate in this study. Participant level of smartphone proficiency was determined verbally before conducting the study. Participants were presented with FallSA on a researcher’s mobile, and they were asked to open the app and follow its instructions with minimal guidance from the researcher. They then needed to complete both levels of navigation (new user and return user) in order to finish a real-life environment response of the software system. The FallSA test took approximately 15 minutes to complete. Upon completion, participants were required to provide feedback using a series of closed- and open-ended questions regarding their understanding of FallSA in relation to its features and design: (1) color contrast, (2) graphics or illustration, (3) font size, (4) presentation of instructional video, and (5) overall FallSA suitability. A modified version of a technology acceptance model survey was also used. The technology acceptance model is rated on 7-point Likert scale and has a high internal reliability (Cronbach =.96) and positive correlation between each determinant (perceived usefulness, perceived ease of use, intention and attitude toward use of mobile technology) [19].

Phase 3: Concurrent Validity And Test-Retest Reliability

Phase 3 was a cross-sectional study to determine the concurrent validity and test-retest reliability of FallSA among community-dwelling older persons.

Participants

Participants were recruited among community-dwelling older persons at two other senior citizen clubs. A total of 91 community-dwelling older persons participated in this study. The sampling method and its inclusion and exclusion criteria were similar to the phase 2 study.

Procedure and Instrumentation

In order to identify the concurrent validity of FallSA, the researcher validated FallSA with an existing fall risk assessment tool. To date, there is no gold standard assessment for fall risk [17]. Thus, the Physiological Profile Assessment (PPA) was selected because of its robustness in identifying fall risk among older persons by assessing their impairments in main physiological measurements irrespective of health conditions. Despite this, studies found that the PPA had 75% accuracy and moderate reliability of ≥0.50 in identifying risk of falls among older persons [20]. A short-form PPA comprising 5 questions was used to assess fall risk and was based on the composite (2) score calculated using online software. Fall risk in the PPA is categorized as follows: (1) very low, (2) low, (3) mild, (4) moderate, (5) marked, and (6) very marked [20].

Upon screening based on inclusion and exclusion criteria, participants were briefed on the assessments and informed...
A total of 610 community-dwelling older persons from Peninsular Malaysia (Johor, Selangor, Perak, and Kelantan) participated in this cross-sectional validation study. Participants were selected using a multistage random sampling method. Participants aged 60 years and over able to ambulate independently with or without assistive devices were included in this study, whereas those unable to comprehend and follow instructions, having severe medical conditions, having severe vision or hearing impairments, or having cognitive impairments (dementia or depression) were excluded from this study.

Procedure and Instrumentation

Participant sociodemographic data, fall history, and medical condition were obtained. FallSA assessment was performed after a demo and trial session to assess their risk of fall. In the discriminative study, FallSA scores were compared among fallers and nonfallers according to their past 1-year fall history data. A faller was defined as someone who had one or more falls in the past year and nonfaller as someone without any falls [21].

Next, the validation study was conducted whereby participants were provided with a fall diary to document fall incidence monthly for a period of 6 months. In addition, participants were contacted via phone monthly to obtain their fall incidence and any other feedback and to remind participants about documenting their falls if any occur. The diaries were collected after 6 months to determine the predictive validity of FallSA. At the end of the 6-month follow-up, participants who had a risk of falls were advised verbally to seek further fall risk assessment and management at their primary health care settings.

Statistical Analysis

The data were analyzed using SPSS (version 22.0, IBM Corp). Researchers performed the normality test for continuous variables in advance by using a Shapiro-Wilk test, Kolmogorov-Smirnov test, kurtosis, skewness ratio, histogram, stem and leaf, or box plot.

Descriptive analysis was performed on the sociodemographic profile. In phase 2, a Pearson correlation analysis was conducted to determine the acceptance level of FallSA among Malaysian community-dwelling older persons. In phase 3, the concurrent validity of FallSA was analyzed using Spearman correlation, kappa for agreement, sensitivity, and specificity. The test-retest reliability was conducted to identify internal consistency (Cronbach alpha), and the intraclass correlation (ICC) and Bland-Altman agreement were determined between 2 trials of the physical performance test. In the final phase, the discriminative ability of FallSA was analyzed using an independent t test, and the receiver operating characteristic (ROC) curve was used to identify the predictive validity of FallSA, with its sensitivity, specificity value, and cutoff point.

Results

Phase 1: FallSA Final Version

The figures below depict the screen shots of FallSA (final version): selection of the Malay or English language, which are commonly used in the Malaysian population (Figure 1), TUG self-conduct test results (Figure 2), items from the sociodemographic and multifactorial questionnaire (Figure 3), and fall risk report (Figure 4).
**Figure 1.** User initial navigation and language selection.

**Figure 2.** Physical Performance Test (TUG) results.
Phase 2: User Acceptance Testing Results

Table 1 depicts the sociodemographic data and user acceptance survey of FallSA based on gender. The results of our study found that more than 90% (14/15) of participants were able to comprehend the contents of FallSA and the instructional video provided in the app and agreed with its suitability of graphics and color combinations. However, approximately 30% (3/15) of participants reported that the font size used in FallSA was not suitable for older persons. Overall, 80% (12/15) of participants found that FallSA is suitable as a self-screening mobile app to identify fall risk among Malaysian community-dwelling older persons.

Participants listed 4 aspects in the FallSA app that were found to be not suitable. First was the physical performance test as the users were required to learn and understand how to perform the TUG test independently. However, most of the participants agreed that the TUG test was easy to use after minimal guidance. Second, participants found the font, especially in the disclaimer interface section, to be small for them. Participants stated that they had difficulty reading the instructions and information when using the app. Third, the system hanged occasionally, probably due to an unstable server and nonsynchronization between the apps and online database. Last, 15% (3/15) of participants requested more interesting graphics or illustrations. Technology Acceptance Model (TAM) survey results showed...
the presence of a high correlation (0.70 and above) between all determinants (perceived usefulness, perceived ease of use, intention and attitude towards usage of mobile technology).

Table 1. Sociodemographic information and user evaluation of different aspects of FallSA based on gender.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Males (n=6), n (%)</th>
<th>Females (n=9), n (%)</th>
<th>Total (n=15), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>4 (36)</td>
<td>7 (64)</td>
<td>11 (73)</td>
</tr>
<tr>
<td>≥70</td>
<td>2 (50)</td>
<td>2 (50)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malay</td>
<td>2 (29)</td>
<td>5 (71)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Chinese</td>
<td>3 (60)</td>
<td>2 (40)</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Indian</td>
<td>1 (33)</td>
<td>2 (67)</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>3 (75)</td>
<td>1 (25)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Primary</td>
<td>2 (33)</td>
<td>4 (67)</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Secondary</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>—a</td>
<td>3 (100)</td>
<td>3 (100)</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Tertiary</td>
<td>1 (50)</td>
<td>1 (50)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>2 (25)</td>
<td>6 (75)</td>
<td>8 (53)</td>
</tr>
<tr>
<td>Widowed</td>
<td>2 (50)</td>
<td>2 (50)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (50)</td>
<td>1 (50)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Single</td>
<td>1 (100)</td>
<td>—</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>User evaluation of the different aspects of FallSA</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contents</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Understand</td>
<td>5 (36)</td>
<td>9 (64)</td>
<td>14 (93)</td>
</tr>
<tr>
<td>Did not understand</td>
<td>1 (100)</td>
<td>—</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Suitability of graphics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suitable</td>
<td>5 (36)</td>
<td>9 (64)</td>
<td>14 (93)</td>
</tr>
<tr>
<td>Not suitable</td>
<td>1 (100)</td>
<td>—</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Color combination</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suitable</td>
<td>6 (43)</td>
<td>8 (57)</td>
<td>14 (93)</td>
</tr>
<tr>
<td>Not suitable</td>
<td>—</td>
<td>1 (100)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Font size</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy to read</td>
<td>4 (40)</td>
<td>6 (60)</td>
<td>10 (67)</td>
</tr>
<tr>
<td>Hard to read</td>
<td>2 (40)</td>
<td>3 (60)</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Instructional video</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy to understand</td>
<td>6 (40)</td>
<td>9 (60)</td>
<td>15 (100)</td>
</tr>
<tr>
<td>Hard to understand</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Overall suitability of FallSA</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suitable</td>
<td>5 (42)</td>
<td>7 (58)</td>
<td>12 (80)</td>
</tr>
<tr>
<td>Not suitable</td>
<td>1 (33)</td>
<td>2 (67)</td>
<td>3 (20)</td>
</tr>
</tbody>
</table>

*Not applicable.*
Phase 3: Concurrent Validity (Against PPA) and Test-Retest Reliability Results

Participant characteristics are shown in Table 2.

The concurrent validity results between FallSA and PPA are shown in Table 3. PPA results were categorized in dichotomous data using cutoff points (high and low risk of fall). There was a significant moderate correlation ($r=.518, P<.001$) found between FallSA and PPA. All test parameters area under the ROC curve and Cohen kappa were statistically acceptable with sensitivity and specificity at 80.4% and 71.1%, respectively. There was a stronger correlation between FallSA and PPA in males ($r=.538, P<.001$) compared to females ($r=.502, P<.001$), with a higher sensitivity value of 88.9%. In addition, older persons with higher (secondary and tertiary) education ($r=.427, P<.001$) had a lower correlation between FallSA and PPA compared to those with lower (none and primary) education level ($r=.511, P<.001$).

As for test-retest reliability, there was a significant high reliability between repeated FallSA tests ($P<.001; ICC .948, 95\% CI .921-.966$) as shown in Table 4. There was high agreement with small mean differences and narrow limits of agreement between repeated FallSA scores (Figure 5).

### Table 2. Sociodemographic data of the participants based on gender.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Males (n=40), n (%)</th>
<th>Females (n=51), n (%)</th>
<th>Total (n=91), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>19 (32)</td>
<td>41 (68)</td>
<td>60 (66)</td>
</tr>
<tr>
<td>≥70</td>
<td>21 (68)</td>
<td>10 (32)</td>
<td>31 (34)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malay</td>
<td>29 (47)</td>
<td>33 (53)</td>
<td>62 (68)</td>
</tr>
<tr>
<td>Chinese</td>
<td>9 (36)</td>
<td>16 (64)</td>
<td>25 (28)</td>
</tr>
<tr>
<td>Indian</td>
<td>2 (50)</td>
<td>2 (50)</td>
<td>4 (4)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>_a</td>
<td>2 (100)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Primary</td>
<td>8 (53)</td>
<td>7 (47)</td>
<td>15 (17)</td>
</tr>
<tr>
<td>Secondary</td>
<td>19 (41)</td>
<td>27 (59)</td>
<td>46 (51)</td>
</tr>
<tr>
<td>Tertiary</td>
<td>13 (46)</td>
<td>15 (54)</td>
<td>28 (31)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>37 (56)</td>
<td>29 (44)</td>
<td>66 (73)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (6)</td>
<td>17 (94)</td>
<td>18 (20)</td>
</tr>
<tr>
<td>Divorced</td>
<td>_</td>
<td>2 (100)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Single</td>
<td>2 (40)</td>
<td>3 (60)</td>
<td>5 (6)</td>
</tr>
</tbody>
</table>

*aNot applicable.*

### Table 3. Concurrent validity of FallSA against Physiological Profile Assessment (PPA).

<table>
<thead>
<tr>
<th>Variables</th>
<th>$r$ value</th>
<th>Kappa</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>ROC$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>.538</td>
<td>.494</td>
<td>88.9</td>
<td>74.2</td>
<td>.749</td>
</tr>
<tr>
<td>Females</td>
<td>.502</td>
<td>.429</td>
<td>70.7</td>
<td>90.0</td>
<td>.790</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>.511</td>
<td>.628</td>
<td>81.8</td>
<td>83.3</td>
<td>.902</td>
</tr>
<tr>
<td>High</td>
<td>.427</td>
<td>.489</td>
<td>80.0</td>
<td>69.2</td>
<td>.776</td>
</tr>
<tr>
<td>Total score</td>
<td>.518</td>
<td>.516</td>
<td>80.4</td>
<td>71.1</td>
<td>.794</td>
</tr>
</tbody>
</table>

*ROC: receiver operating characteristic.*
Table 4. Reliability of the FallSA total score.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Cronbach alpha</th>
<th>ICC(^a)</th>
<th>95% CI</th>
<th>SEM(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total score FallSA</td>
<td>.948</td>
<td>.948</td>
<td>.921-.966</td>
<td>1.11</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>.920</td>
<td>.920</td>
<td>.849-.958</td>
<td>0.98</td>
</tr>
<tr>
<td>Female</td>
<td>.929</td>
<td>.929</td>
<td>.875-.959</td>
<td>1.21</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>.974</td>
<td>.974</td>
<td>.929-.991</td>
<td>0.88</td>
</tr>
<tr>
<td>High</td>
<td>.942</td>
<td>.942</td>
<td>.908-.963</td>
<td>1.15</td>
</tr>
</tbody>
</table>

\(^a\)ICC: intraclass correlation.
\(^b\)SEM: standard error of the mean.

Figure 5. Limit of agreement.

Phase 4: Discriminative Ability and Predictive Validity Results

A total of 1005 community-dwelling older persons aged 60 years and above within Peninsular Malaysia (Selangor, Perak, Johor, and Kelantan states) were screened for the inclusion criteria; 395 were excluded due to having a score ≥5 on the Geriatric Depression Scale, a score ≤21 on the Mini Mental State Examination, or failing to complete the FallSA test. The sociodemographic data of the participants is shown in Table 5. Participants with a past history of falls had significantly higher FallSA scores (7.33 [SD 1.77]) at baseline as compared to those without any falls (4.55 [SD 1.86]; \(P<.001\)). This indicates the discriminative ability of FallSA.

After 6 months, 74.4% (454/610) of participants were successfully followed up via fall diary and monthly phone calls. The 26.6% (156/610) who were dropouts were excluded from the follow-up analysis. About 14.5% (66/454) of the community-dwelling older persons had a fall after the 6-month follow-up. FallSA scores were compared with actual falls reported after the 6-month follow-up; 3% (3/66) of participants categorized as low risk and 18% (63/66) of participants categorized as at-risk experienced a fall.

The cutoff, sensitivity and specificity values, and positive and negative likelihood ratios of FallSA are presented in Table 6. The fall risk score of FallSA ranges from 0 to 11. The results of this study suggest a FallSA cutoff score of >5 is the best predicted cutoff point of fall among older persons. With this cutoff, the sensitivity and specificity values of the FallSA score were 81.82% (95% CI 70.4-90.2) and 63.92% (95% CI 58.9-68.7), respectively, with a positive likelihood ratio of 2.27, meaning those community-dwelling older persons were 2.27 times more likely to fall compared to those who scored ≤5.0. The Youden index shown in analysis was 0.47.

The ROC of FallSA is shown in Figure 6. With an average area under the curve (AUC) of 0.802, FallSA is demonstrated to have a good discriminative ability. An excellent result for AUC is indicated if close to 1 (0.8-0.9) [22].
Table 5. Baseline sociodemographic data classified based on fallers and nonfallers.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total (n=610)</th>
<th>Fallers (n=111; 18.2%)</th>
<th>Nonfallers (n=499; 81.8%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>71.78 (4.7)</td>
<td>72.01 (4.6)</td>
<td>71.73 (4.8)</td>
<td>.58</td>
</tr>
<tr>
<td>MMSE(^a), mean (SD)</td>
<td>26.48 (2.4)</td>
<td>26.43 (2.4)</td>
<td>26.49 (2.4)</td>
<td>.82</td>
</tr>
<tr>
<td>GDS(^b), mean (SD)</td>
<td>1.85 (1.3)</td>
<td>1.96 (1.3)</td>
<td>1.83 (1.3)</td>
<td>.32</td>
</tr>
<tr>
<td>PASE(^c), mean (SD)</td>
<td>125.76 (54.4)</td>
<td>125.49 (50.8)</td>
<td>125.82 (55.3)</td>
<td>.95</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Male</td>
<td>332 (54.4)</td>
<td>45 (13.6)</td>
<td>287 (86.4)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>278 (45.6)</td>
<td>66 (23.7)</td>
<td>212 (76.3)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td>Malay</td>
<td>361 (59.2)</td>
<td>65 (18.0)</td>
<td>296 (82.0)</td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>218 (35.7)</td>
<td>40 (18.3)</td>
<td>178 (81.7)</td>
<td></td>
</tr>
<tr>
<td>Indian</td>
<td>31 (5.1)</td>
<td>6 (19.4)</td>
<td>25 (80.6)</td>
<td></td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>None</td>
<td>63 (10.3)</td>
<td>10 (15.9)</td>
<td>53 (84.1)</td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>306 (50.2)</td>
<td>60 (19.6)</td>
<td>246 (80.4)</td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>199 (32.6)</td>
<td>34 (17.1)</td>
<td>165 (82.9)</td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>31 (5.1)</td>
<td>7 (22.6)</td>
<td>24 (77.4)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>11 (1.8)</td>
<td>0</td>
<td>11 (100)</td>
<td></td>
</tr>
<tr>
<td>Chronic illness, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>83 (13.6)</td>
<td>18 (21.7)</td>
<td>65 (78.3)</td>
<td>.83</td>
</tr>
<tr>
<td>Diabetes</td>
<td>163 (26.7)</td>
<td>34 (20.9)</td>
<td>129 (79.1)</td>
<td>.84</td>
</tr>
<tr>
<td>Heart disease</td>
<td>62 (10.2)</td>
<td>15 (24.2)</td>
<td>47 (75.8)</td>
<td>.55</td>
</tr>
<tr>
<td>Arthritis</td>
<td>209 (34.3)</td>
<td>44 (21.1)</td>
<td>165 (78.9)</td>
<td>.15</td>
</tr>
<tr>
<td>Falls history in past 12 months, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>No falls</td>
<td>499 (81.8)</td>
<td>0</td>
<td>499 (100)</td>
<td></td>
</tr>
<tr>
<td>1 fall</td>
<td>68 (11.1)</td>
<td>68 (100)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>≥2 falls</td>
<td>43 (7.1)</td>
<td>43 (100)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Medication, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>&lt; meds</td>
<td>440 (72.1)</td>
<td>75 (17.0)</td>
<td>365 (83.0)</td>
<td></td>
</tr>
<tr>
<td>≥ meds</td>
<td>170 (27.9)</td>
<td>36 (21.2)</td>
<td>134 (78.8)</td>
<td></td>
</tr>
<tr>
<td>Eye problems, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.56</td>
</tr>
<tr>
<td>Yes</td>
<td>105 (17.2)</td>
<td>17 (16.2)</td>
<td>88 (83.8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>505 (82.8)</td>
<td>94 (18.6)</td>
<td>411 (81.4)</td>
<td></td>
</tr>
<tr>
<td>Use of assistive devices, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>Yes</td>
<td>31 (5.1)</td>
<td>11 (35.5)</td>
<td>20 (64.5)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>579 (94.9)</td>
<td>100 (17.3)</td>
<td>479 (82.7)</td>
<td></td>
</tr>
<tr>
<td>FallSA score, mean (SD)</td>
<td>5.05 (2.15)</td>
<td>7.33 (1.77)</td>
<td>4.55 (1.86)</td>
<td>.001</td>
</tr>
<tr>
<td>FallSA Fall Risk, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Low risk</td>
<td>132 (21.6)</td>
<td>1 (0.8)</td>
<td>131 (99.2)</td>
<td></td>
</tr>
<tr>
<td>At risk</td>
<td>478 (78.4)</td>
<td>110 (23.0)</td>
<td>368 (77.0)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)MMSE: Mini Mental State Examination.  
\(^b\)GDS: Geriatric Depression Scale.
PASE: Physical Activity Scale for Elderly.

Not applicable.

Table 6. Criterion values and coordinates of the receiver operating characteristic curve in the FallSA fall risk score.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Sn (^a)</th>
<th>Sp (^b)</th>
<th>+LR (^c)</th>
<th>–LR (^d)</th>
<th>PPV (^e)</th>
<th>NPV (^f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥2</td>
<td>100</td>
<td>0</td>
<td>1</td>
<td>–</td>
<td>14.5</td>
<td>–</td>
</tr>
<tr>
<td>&gt;2</td>
<td>95.45</td>
<td>20.36</td>
<td>1.20</td>
<td>0.22</td>
<td>16.9</td>
<td>96.3</td>
</tr>
<tr>
<td>&gt;3</td>
<td>95.45</td>
<td>25.26</td>
<td>1.28</td>
<td>0.18</td>
<td>17.8</td>
<td>97.0</td>
</tr>
<tr>
<td>&gt;4</td>
<td>82.35</td>
<td>54.90</td>
<td>1.91</td>
<td>0.25</td>
<td>24.6</td>
<td>95.9</td>
</tr>
<tr>
<td>&gt;5(^b)</td>
<td>81.82</td>
<td>63.92</td>
<td>2.27</td>
<td>0.28</td>
<td>27.8</td>
<td>95.4</td>
</tr>
<tr>
<td>&gt;6</td>
<td>65.15</td>
<td>81.70</td>
<td>3.56</td>
<td>0.43</td>
<td>37.7</td>
<td>93.2</td>
</tr>
<tr>
<td>&gt;7</td>
<td>48.48</td>
<td>91.75</td>
<td>5.88</td>
<td>0.56</td>
<td>50.0</td>
<td>91.3</td>
</tr>
<tr>
<td>&gt;8</td>
<td>33.33</td>
<td>95.62</td>
<td>7.61</td>
<td>0.70</td>
<td>56.4</td>
<td>89.4</td>
</tr>
<tr>
<td>&gt;9</td>
<td>6.06</td>
<td>99.23</td>
<td>7.84</td>
<td>0.95</td>
<td>57.1</td>
<td>86.1</td>
</tr>
<tr>
<td>&gt;10</td>
<td>4.55</td>
<td>99.48</td>
<td>8.82</td>
<td>0.96</td>
<td>60.0</td>
<td>86.0</td>
</tr>
<tr>
<td>&gt;11</td>
<td>0</td>
<td>100</td>
<td>—</td>
<td>1</td>
<td>—</td>
<td>85.5</td>
</tr>
</tbody>
</table>

\(^a\)Sn: sensitivity.
\(^b\)Sp: specificity.
\(^c\)LR+: positive likelihood ratio.
\(^d\)LR–: negative likelihood ratio.
\(^e\)PPV: positive predictive value.
\(^f\)NPV: negative predictive value.
\(^g\)Not applicable.

Cutoff score.

Figure 6. Receiver operating characteristic of FallSA based on the 6-month follow-up.

Discussion

Principal Findings

In our study, we successfully developed an accepted and validated mobile app, FallSA, that has the potential to identify a risk of falls among a multiethnic Malaysian older population. The FallSA score manifested a moderate to high discriminative ability and predictive validity in classifying fallers and nonfallers and predicting falls among older persons. A cutoff score of >5.0 is recommended in our FallSA predictive results. With this cutoff, FallSA had a positive likelihood ratio of 2.27, pooled sensitivity of 82%, and specificity of 64% with an average AUC of 0.802. However, only 4.5% of older persons screened to have a low fall risk using FallSA had experienced falls in the previous 6 months in our study. This suggests that the present sensitivity
and specificity of the FallSA test would be more useful for nonfallers.

Our findings showed that 80% of the participants agreed that FallSA is suitable for use as a self-screening tool among Malaysian community-dwelling older persons. Similarly, the Aachen fall prevention app [14] was found to be well accepted and useful when offered in the mobile stores. These results suggest it is possible to facilitate the use of a fall risk mobile app among older persons and their caregivers to self-screen for fall risk. FallSA as a mobile health technology with automated reports would be useful as a self-administered fall risk assessment tool. Such tools can be administered at home or in community settings and save time [23].

There were several rounds of adjustments in the development stages (requirement design, implementation, and verification) of the FallSA app that included changes in concept, design, graphics, contents, navigation flow, and technical and language corrections. In the user acceptance stage, the design of FallSA was well accepted and older persons had a positive attitude toward FallSA's adoption with some minor use issues. We addressed all the highlighted issues in the acceptance test before proceeding to conduct reliability and validity tests. For example, font size in FallSA was increased within the limitations of smartphone display size. In addition, we provided bilingual and simplified video instructions for the TUG test. Increasing the number of icons used in the graphic user interface and rectifying problems in the coding system that caused the system to hang during use were also addressed.

Upon addressing participant feedback regarding FallSA, we examined the concurrent validity of FallSA against PPA among 91 community-dwelling older persons. To date, there is no gold standard assessment tool to measure fall risk. However, PPA was identified as the most comprehensive evidence-based practice fall risk assessment tool available. Our study results showed that there is a significant moderate correlation between FallSA and PPA fall risk measurements (r = .518, k = 0.875) with good sensitivity (80.4%) and specificity (71.1%) association. The plausible explanation of this moderate correlation could be because PPA assessed different aspects of fall risk factors (proprioception, contrast sensitivity, postural sway, reaction time, and lower limb strength) objectively. Besides the TUG test in FallSA, the rest are based on questionnaires and are subjective. However, these findings support the concurrent validity of FallSA against PPA, suggesting that FallSA is able to identify fall risk in Malaysian community-dwelling older persons. Although only a moderate correlation was found between FallSA and PPA, it is sufficient and in line with the use of FallSA as an early fall risk self-screening tool.

Compared to the concurrent validity of other screening tools such as the Fall Risk Questionnaire [24] and Austin Health Falls Risk Screening Tool [25], FallSA’s concurrent validity is slightly lower. This can be speculated as we only included 4 significant predictor variables to keep FallSA simple for self-use in older persons. It is also noteworthy that we tested its concurrent validity using comprehensive fall risk assessment tool rather than against another questionnaire. Furthermore, FallSA was designed to support an early screening that can be preceded upon inquiring for further comprehensive clinical assessments by trained health care professionals.

Test-retest analysis of first and second FallSA score results showed that all parameters had an excellent test-retest reliability with Cronbach’s α = .948 (ICC .948, 95% CI .921-.966; SEM 1.11), suggesting FallSA is consistent in assessing fall risk among older persons. In addition, a good agreement was demonstrated with Bland-Altman analysis, having a small mean difference and narrow limits of agreement between the first and second FallSA assessments.

The fall prevalence demonstrated in our phase 4 study was 18.2%, which corresponded to earlier local studies conducted among community-dwelling older persons in Malaysia (15% to 18%) [5,6]. However, this value is much lower compared to prevalence rates on a global scale, which are found to be 12% to 63% [26]. This variation could be possibly due to having active and younger older persons in the local studies. Further, this study was conducted among older persons in the community, of which the prevalence is expected to be lower than clinical settings or in residential homes [27].

There was a moderate to high discriminative ability and predictive validity in discriminating fallers and nonfallers and predicting falls among older persons using FallSA. The pooled predictive sensitivity (82.2%) and specificity (64.8%) of FallSA are comparable to the Aachen fall prevention app (sensitivity 57.0%; specificity 76.7%) in discriminating between fallers and nonfallers. It is noteworthy that the FallSA predictive validity was conducted prospectively based on actual falls, while the Aachen fall prevention app used its primary outcome in a cross-sectional manner. Using a FallSA cutoff score of >5.0, 95.5% of falls after the 6-month follow-up among community-dwelling older persons were predicted. The number of false negative results can be reduced along with a lower negative likelihood ratio and further reinforced with a higher sensitivity value [28]. Only 4.5% of older persons screened to have low fall risk using FallSA had experienced falls in the previous 6 months in our study.

Comparably, the AUC (0.84) and sensitivity value (93%) of Lindera were much higher than FallSA. This discrepancy is possibly due to the variation in study methodology whereby the discriminative ability of Lindera was based on retrospective fall information, whereas for FallSA it was conducted prospectively. Moreover, FallSA is developed as a self-screening fall risk assessment tool to support the older persons as an early fall screening tool, while Lindera is specifically designed to assist health care professionals in clinical settings to identify fall risk among the older people. FallSA having a higher average sensitivity compared to specificity value is more suitable for early fall screening and prevention. This will allow a greater proportion of older persons to be screened and participate in fall prevention programs. This is in line to support the call for routine fall risk assessment and early management in the updated National Institute for Health and Care Excellence (NICE) fall prevention statements [1]. In terms of advanced diagnostic testing in clinical settings, a high specificity value is needed to
avoid the unnecessary, costly, and tiring management among the nonfallers.

Limitations and Strengths

FallSA has a higher sensitivity value when compared to traditional fall risk assessment using the TUG test. TUG test sensitivity as a fall risk assessment was reported to range from 30.5% to 67.5% [29,30]. As a stand-alone fall risk assessment tool, the sensitivity of TUG is lower as fall risk is multifactorial in nature. Moreover, although mobility and balance status could be assessed using TUG [31,32], it may not be comprehensive enough to determine the multiple interacting fall risk factors. This deficiency has been addressed in FallSA as the TUG test is combined with fall-related multifactorial questions in the fall risk calculation model.

The model used in FallSA was derived from both urban and rural community-dwelling older populations. Hence FallSA’s use among older persons living in institutions and with frailty will require adaptations to the present model used. Another limitation of FallSA is that it does not provide information for specific impairment areas for tailored interventions as PPA does. However, FallSA is meant for preliminary fall risk self-screening. Last, the duration of follow-up for FallSA may be relatively short in this study, and the changes of health status among older persons may not have been accounted for.

The main strength of FallSA is that it was developed systematically and followed by testing its acceptance concurrent validity, reliability, and discriminative and predictive validity. In addition, we used prospective fall monitoring to identify the predictive validity of FallSA. Note that our study comprised older persons from Peninsula Malaysia and all 3 main ethnicities (Malays, Chinese and Indians) and the results can be generalized to the entire community-dwelling older population.

Clinically, FallSA has the potential to be used as a self-screening, caregiver administered, or at primary health care settings as an early fall risk screening tool. This will assist in the annual fall risk screening among older adults as outlined in the NICE updated fall prevention guidelines [1]. packaged as a mobile app, FallSA is accessible anywhere anytime and is simple, fast, and easy to administer. Hence, it is also suitable to be used for large-scale community-based fall screenings. Early fall detection can assist in targeting for early fall prevention interventions in older persons at risk of falls. However, FallSA could be improved by enhancing the information in the instructional video for the TUG test, upgrading it with an educational video of fall risk, and adding a sit to stand test with its normative values.

Conclusions

In this study, we successfully developed a mobile app (FallSA) to identify fall risk among community-dwelling older persons that was accepted, valid, and reliable. FallSA is a short multifactorial assessment tool as it integrates sociodemographic, clinical, and physical fall risk factors. Although NICE updated fall prevention guidelines have recommended an annual fall risk screening, community-dwelling older persons in our local setting tend to visit primary health care settings more often. Since this test is self-administered, we suggest at least a biannual fall risk screening among older persons. To the best of our knowledge, FallSA is one of the most comprehensively tested fall risk self-assessment tools. FallSA has the potential to be used as one of the fall prevention strategies with the ultimate aim of maintaining independence and improving quality of life as long as possible among older persons. Future studies are required to empower and engage older persons or care givers in the use of FallSA to self-screen for falls and thereafter seek early prevention intervention.
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Abstract

Background: The prevalence of daily or occasional smoking among high school students in Sweden was approximately 20% in 2019, which is problematic since lifestyle behaviors are established in adolescence and track into adulthood. The Nicotine Exit (NEXit) Junior trial was conducted in response to a lack of evidence for the effects of text message smoking cessation interventions among high school students in Sweden.

Objective: The aim of this study was to estimate the 3- and 6-month effects of a text messaging intervention among high school students in Sweden on smoking cessation outcomes.

Methods: A 2-arm, single-blind randomized controlled trial was employed to estimate the effects of the intervention on smoking cessation in comparison to treatment as usual. Participants were recruited from high schools in Sweden using advertising and promotion by school staff from January 10, 2018, to January 10, 2019. Weekly or daily smokers who were willing to make a quit attempt were eligible for inclusion. Prolonged abstinence and point prevalence of smoking cessation were measured at 3 and 6 months after randomization.

Results: Complete case analysis was possible on 57.9% (310/535) of the participants at 6 months, with no observed statistically significant effect on 5-month prolonged abstinence (odds ratio [OR] 1.27, 95% CI 0.73-2.20; P=.39) or 4-week smoking cessation (OR 1.42; 95% CI 0.83-2.46; P=.20). Sensitivity analyses using imputation yielded similar findings. Unplanned Bayesian analyses showed that the effects of the intervention were in the anticipated direction. The findings were limited by the risk of bias induced by high attrition (42.1%). The trial recruited high school students in a pragmatic setting and included both weekly and daily smokers; thus, generalization to the target population is more direct compared with findings obtained under more strict study procedures.

Conclusions: Higher than expected attrition rates to follow-up 6 months after randomization led to null hypothesis tests being underpowered; however, unplanned Bayesian analyses found that the effects of the intervention were in the anticipated direction. Future trials of smoking cessation interventions targeting high school students should aim to prepare strategies for increasing retention to mid- and long-term follow-up.

Trial Registration: IRCTN Registry ISRCTN15396225; https://www.isrctn.com/ISRCTN15396225

International Registered Report Identifier (IRRID): RR2-10.1186/s13063-018-3028-2

(JMIR Mhealth Uhealth 2021;9(10):e29913) doi:10.2196/29913
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Introduction

A steady decline in smoking prevalence has been observed in Sweden over the past decade, with the most recent data indicating that 7% of the general population were daily smokers in 2018 [1]. Although this decline is promising, the prevalence of daily smoking among individuals aged 16 to 29 years was 5% in 2018, and this rate increased to 16% when including occasional smokers. Among Swedish high school students specifically, approximately 5% self-reported being everyday smokers in 2019, and this rate increased to 20% when including occasional smokers [2]. Thus, young individuals in Sweden still start smoking. This is problematic since unhealthy lifestyle behaviors, including smoking, are established in adolescence and track into adulthood [3-5]. Effective smoking cessation interventions that target adolescents are therefore important for the declining trend in smoking prevalence to continue in Sweden.

Mobile phone–based interventions could potentially have far reach among adolescents, as mobile phone ownership in this group is almost universal in Sweden. Of particular interest are text message interventions, as they rely on standard technology that is ubiquitous in all mobile phones, and they have shown promise in other populations. Three meta-analyses have concluded that text messaging interventions have a positive effect on smoking cessation: one reported a summary effect size of 0.25 (95% CI 0.13-0.38) [6], the second meta-analysis reported an overall summary odds ratio (OR) of 1.37 (95% CI 1.25-1.51) of smoking cessation in favor of text messaging interventions [7], and the third analysis similarly found that quit rates were higher among those who had access to text messaging interventions (OR 1.36, 95% CI 1.23-1.51) [8]. Thus, there exists a relatively strong body of evidence for the effects of text messaging interventions. In addition, text messaging interventions may increase access to education and support services that promote smoking cessation [7].

However, only three trials have investigated the effects of smoking cessation text messaging interventions in adolescent populations exclusively [9-11], and only two of these have been conducted in high school student populations [10,11]. Two out of the three were small-scale trials including 179 [11] and 72 [9] participants, respectively, whereas the third was a large-scale cluster randomized trial including 2638 participants [10]. Findings from the large-scale trial suggested that although the number of cigarettes smoked per day was lower among those with access to the intervention, there were no marked differences with respect to smoking abstinence.

In 2018, we conducted the Nicotine Exit Junior (NEXIT Junior) trial in response to the lack of evidence for the effects of text message smoking cessation interventions among high school students. We found that a 12-week text message smoking cessation intervention had a positive effect on the 4-week point prevalence of smoking cessation 3 months after randomization among weekly and daily smoking students (OR 1.87, 95% CI 1.12-3.17, P=.02) [12]. This report presents the results from the 6-month follow-up of the trial. Analyses prespecified in the study protocol are presented [13], as are unplanned Bayesian analyses of primary outcomes for both the 3- and 6-month follow-ups.

Methods

Design

A 2-arm, single-blind, parallel-groups randomized controlled trial was employed to estimate the effects of the NEXIT Junior intervention on smoking cessation. The trial was prospectively registered (ISRCTN15396225) and a trial protocol was published in advance of trial recruitment [13]. This report adheres to CONSORT guidelines, and a CONSORT-EHEALTH checklist has been made available with this report. The trial received ethical approval by the Regional Ethical Committee in Linköping, Sweden (Dnr 2017/388-31).

Participants

Participants were simultaneously recruited from 630 high school units in Sweden. Students were recruited through paper advertising (poster and leaflets) and digital advertising (email, school website, app), and by promotion by school staff (teachers, mentors, school health centers). Recruitment began on January 10, 2018, and ended 1 year later (January 10, 2019).

Students interested in participating in the trial sent a text message to a dedicated telephone number. An automatic response was sent back with a hyperlink to a webpage where information about the trial was presented and students were asked to leave informed consent by pressing a button. Students who consented to participate were taken to a web-based questionnaire including items for both eligibility screening and baseline assessment.

High school students who reported being weekly or daily smokers, and were willing to make a quit attempt, were eligible for the trial. We included weekly smokers for two reasons: (1) this was the criterion for our previous trial of a text messaging smoking intervention among university students [14,15], and (2) weekly smoking in adolescents is cause for concern as it may escalate to daily smoking and long-term dependence. In addition, it was expected that participants have access to a mobile phone throughout the trial period. Individuals reporting not smoking, or doing so on a monthly basis only, were excluded from the trial.

Interventions

The text message intervention was a 12-week automatic, and unguided, program consisting of a total of 121 messages. During the first 2 weeks of the program, participants received 2 to 4 messages per day, which reduced to 2 messages per day during week 3, 1 message per day during weeks 4 to 7, and on average 5 messages per week during weeks 8 to 12.
The content of the messages was based on a similar intervention targeting university students in Sweden [14,15], which was based on existing evidence-based practice [10,16-22]. The content was further developed and refined for high school students using formative methods and behavior change technique analysis [23-27]. The content of the messages focused on the health risks of smoking and behavior change advice. In particular, participants were asked to make a public declaration about their intention to quit, encouraged to ask for support, taught distraction techniques, given tips on how to cope with cravings, and given advice on how to avoid smoking triggers.

Individuals allocated to the control group were advised that they would not obtain access to the novel intervention and that they instead could use the website of the national quit line [28] or contact their high school’s health service for more help. This was considered treatment as usual at the time of the trial, as this was in general what high school students who wanted help quitting were advised to do.

Outcomes
At 3 and 6 months after randomization, all participants were sent a text message with a hyperlink to a web-based follow-up questionnaire. Participants were sent two reminders 2 days apart, after which they were called by phone for follow-up (maximum of 10 attempts). The questionnaire contained items for the two primary outcomes: prolonged abstinence and point prevalence of smoking cessation.

Prolonged abstinence, following the Russel standard [29], was defined at the 3-month follow-up as not smoking more than 5 cigarettes in the past 8 weeks. At 6 months, the definition was altered to not smoking more than 5 cigarettes in the past 5 months. This outcome thus measures abstinence from the start of the 12-week smoking cessation program, allowing for a 4-week grace period.

Point prevalence of smoking cessation, a recommended outcome by the Society for Research on Nicotine and Tobacco [30], was defined as not having smoked a single cigarette in the past 4 weeks. This question measures current behavior, and thus was the same at both the 3- and 6-month follow-ups.

Sample Size
Sample size was determined by assuming that differences in cessation rates between the two groups would be similar to what was observed in a previous study of a text messaging smoking cessation intervention targeting Swedish university students [14,15]. We therefore expected a difference of approximately 10 percentage points between the two groups, which would require 195 individuals in each group to be detected with 80% power at the .05 (two-sided) significance threshold. We assumed that we would have 30% attrition at follow-up, resulting in a required total sample size of 558.

It should be noted that the expected 10 percentage point difference is much higher than what has been synthesized in meta-analyses of text messaging smoking cessation support versus minimal smoking cessation advice. The meta-analyses suggested that the differences may be in the range of 3-4 percentage points [31], which may be a more conservative choice for other trials to adopt. We used a greater difference in consideration of our previous research among university students in Sweden that yielded this difference using a similar intervention and trial design [14,15].

Randomization
After baseline assessment, eligible students were randomly allocated to the intervention or control group with equal probability. This was done on the backend computer server using Java’s built-in random number generator; thus, the sequence generation was computerized and fully automatic. Allocation was thereby also fully concealed until interventions were assigned.

Research personnel were blind to allocation at the time of randomization; however, participants were informed of which group they were allocated to. Follow-up assessments were completed using online questionnaires by participants on their phones; thus, group allocation was not revealed at the time of follow-up. However, there was a potential risk of group disclosure among those who did not respond to text message prompts and subsequently were called by research personnel to collect follow-up data (see Limitations).

Statistical Methods
The analyses conformed with the prespecified analyses in the trial protocol [13]. Specifically, logistic regression models were used to compare groups at the different follow-up intervals, adjusting for baseline variables: gender, number of years smoking, average number of cigarettes smoked weekly, severity of dependence (Fagerström Test for Nicotine Dependence), and the use of snuff. Participants were analyzed in the groups to which they were randomized.

Attrition analyses were planned to investigate potential differences between those who did and did not respond to follow-up. A penalized logistic regression model (lasso) was used to identify the baseline characteristics that were potentially predictive of nonresponse. This allowed us to explore departures from the missing completely at random (MCAR) assumption underlying the primary complete case analyses. Sensitivity analyses using multiple imputation with chained equations [32] were performed to assess robustness of the findings (using predictive mean matching, with 500 imputations and 30 iterations).

In addition to the prespecified analyses, unplanned Bayesian analyses were performed. The higher than anticipated attrition rate underpowered the planned null hypothesis tests, and the Bayesian analyses were included to calculate the probability that the intervention had an effect on smoking outcomes. Using a Bayesian approach also removes the emphasis on null hypothesis testing and prespecified significance thresholds, which can be sensitive to single data points and can create counterintuitive results [33-38]. Normal priors with mean 0 and SD 1 were used for all regression coefficients to encode an a priori skepticism of effect. Inference was carried out using the Hamiltonian Monte Carlo procedure (50,000 samples, using the first half as burn-in).
All analyses were performed in R (version 3.6.1); Bayesian inference was performed using the probabilistic programming language Stan (RStan version 2.19.1).

**Results**

**Participant Characteristics**
The CONSORT flow diagram in Figure 1 describes the progress of the two groups in the NEXit Junior trial, and Table 1 presents the baseline characteristics of the two groups. A total of 621 high school students were screened for eligibility between January 10, 2018, and January 10, 2019. Among these, 86 students were excluded due to either reporting that they did not smoke on a daily or weekly basis or that they did not want to make a quit attempt, resulting in 535 randomized students. Of those randomized, 276 students were allocated to the intervention group and 259 were allocated to the control group.

**Figure 1.** CONSORT flow diagram of the progress through the phases of the Nicotine Exit (NEXit) Junior trial of two groups.

![CONSORT flow diagram](image-url)
Table 1. Baseline characteristics of trial participants in the Nicotine Exit (NEXit) Junior trial.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Intervention (n=276)</th>
<th>Control (n=259)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>164 (59.4)</td>
<td>162 (62.5)</td>
<td>.91a</td>
</tr>
<tr>
<td>Male</td>
<td>102 (37.0)</td>
<td>90 (34.7)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (1.1)</td>
<td>2 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Decline to answer</td>
<td>4 (1.4)</td>
<td>2 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Do not know</td>
<td>3 (1.1)</td>
<td>3 (1.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), median (IQR)</strong></td>
<td></td>
<td></td>
<td>.69b</td>
</tr>
<tr>
<td></td>
<td>17 (16-18)</td>
<td>17 (16-18)</td>
<td></td>
</tr>
<tr>
<td><strong>Years smoking, median (IQR)</strong></td>
<td></td>
<td></td>
<td>.22b</td>
</tr>
<tr>
<td></td>
<td>3 (2-5)</td>
<td>3 (2-5)</td>
<td></td>
</tr>
<tr>
<td><strong>Cigarettes smoked per week, median (IQR)</strong></td>
<td></td>
<td></td>
<td>.06b</td>
</tr>
<tr>
<td></td>
<td>60 (35-84)</td>
<td>70 (42-105)</td>
<td></td>
</tr>
<tr>
<td><strong>Regularly using snuff, n (%)</strong></td>
<td></td>
<td></td>
<td>.71c</td>
</tr>
<tr>
<td></td>
<td>84 (30.4)</td>
<td>74 (28.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Fagerström Nicotine Dependence Scale, median (IQR)</strong></td>
<td></td>
<td></td>
<td>.26b</td>
</tr>
<tr>
<td></td>
<td>4 (2-6)</td>
<td>4 (3-5.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Quit attempts, median (IQR)</strong></td>
<td></td>
<td></td>
<td>.85b</td>
</tr>
<tr>
<td></td>
<td>2 (1-4)</td>
<td>2 (1-4)</td>
<td></td>
</tr>
<tr>
<td><strong>Use of nicotine replacement therapies, median (IQR)</strong></td>
<td></td>
<td></td>
<td>.96b</td>
</tr>
<tr>
<td></td>
<td>0 (0-1)</td>
<td>0 (0-1)</td>
<td></td>
</tr>
<tr>
<td><strong>Cessation counseling experience, n (%)</strong></td>
<td></td>
<td></td>
<td>.21c</td>
</tr>
<tr>
<td>No</td>
<td>250 (90.6)</td>
<td>226 (87.3)</td>
<td></td>
</tr>
<tr>
<td>Yes, previously</td>
<td>13 (4.7)</td>
<td>22 (8.5)</td>
<td></td>
</tr>
<tr>
<td>Yes, currently</td>
<td>13 (4.7)</td>
<td>11 (4.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Recruitment strategy, n (%)</strong></td>
<td></td>
<td></td>
<td>.46a</td>
</tr>
<tr>
<td>Poster</td>
<td>71 (25.7)</td>
<td>80 (30.9)</td>
<td></td>
</tr>
<tr>
<td>Homepage</td>
<td>49 (17.8)</td>
<td>37 (14.3)</td>
<td></td>
</tr>
<tr>
<td>Student health center</td>
<td>45 (16.3)</td>
<td>44 (17.0)</td>
<td></td>
</tr>
<tr>
<td>Staff</td>
<td>34 (12.3)</td>
<td>34 (13.1)</td>
<td></td>
</tr>
<tr>
<td>School’s mobile app</td>
<td>33 (12.0)</td>
<td>32 (12.4)</td>
<td></td>
</tr>
<tr>
<td>Friend</td>
<td>21 (7.6)</td>
<td>10 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Flyer</td>
<td>10 (3.6)</td>
<td>5 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>4 (1.4)</td>
<td>5 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>9 (3.3)</td>
<td>12 (4.6)</td>
<td></td>
</tr>
</tbody>
</table>

*a* Fisher exact test.  
*b* Wilcoxon rank-sum test.  
*c* χ² test.

**Primary Analysis**

Complete case analysis was possible on 57.9% (310/535) of participants at 6 months and on 77.2% (413/535) of participants at 3 months. Sample estimates of prolonged abstinence and smoking cessation (primary outcomes), along with ORs, 95% CIs, and P values, are presented in Table 2. Results are presented for both 3- and 6-month outcomes for completeness.

The OR for 4-week point prevalence of smoking cessation, which was statistically significant at the 3-month follow-up, was no longer distinguishable from 1 at the 6-month follow-up at the conventional P<.05 threshold; thus, a null finding could not be ruled out. None of the other ORs was statistically significant.
Table 2. Primary outcome intention-to-treat analyses with complete cases at 3- and 6-month follow-ups.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Interventiona n (%)</th>
<th>Controlb n (%)</th>
<th>ORc (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>3-month outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-week prolonged abstinence</td>
<td>49 (23.1)</td>
<td>39 (19.4)</td>
<td>1.21 (0.73-2.01)</td>
<td>.46</td>
</tr>
<tr>
<td>4-week smoking cessation</td>
<td>53 (25.0)</td>
<td>31 (15.4)</td>
<td>1.87 (1.12-3.17)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>6-month outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-month prolonged abstinence</td>
<td>41 (26.5)</td>
<td>32 (20.6)</td>
<td>1.27 (0.73-2.20)</td>
<td>.39</td>
</tr>
<tr>
<td>4-week smoking cessation</td>
<td>44 (28.4)</td>
<td>31 (20.0)</td>
<td>1.42 (0.83-2.46)</td>
<td>.20</td>
</tr>
</tbody>
</table>

a\text{n}=212 at 3-month follow-up, n=155 at 6-month follow-up.

b\text{n}=201 at 3-month follow-up, n=155 at 6-month follow-up.

cOR: odds ratio based on logistic regression, adjusted for gender, number of years smoking, average number of cigarettes smoked weekly, severity of dependence (Fagerström Test for Nicotine Dependence), and the use of snuff.

**Sensitivity Analysis**

We explored potential deviations from the MCAR assumption underlying the primary analyses in Table 1. Penalized logistic regression (lasso) did not reveal any baseline characteristics that were predictive of nonresponse to 6-month outcomes, offering no evidence against the MCAR assumption.

The analyses of 6-month primary outcomes with imputed data found similar effect estimates of the intervention as the complete case analysis for 5-month prolonged abstinence (OR 1.34, 95% CI 0.81-2.20, \( P=.25 \)) and 4-week point prevalence of smoking cessation (OR 1.51, 95% CI 0.93-2.46, \( P=.09 \)). This suggests that the findings in Table 1 are robust to the missing data. Despite no evidence against the MCAR assumption, interpretation of the findings from the imputed values should be made with caution as the rate of attrition (42.1%) was higher than is generally advised when using multiple imputation [32].

**Bayesian Analysis**

Figure 2 shows histograms of the samples drawn during the Hamiltonian Monte Carlo simulations. These histograms are representative of the marginal posterior probability of the ORs contrasting the intervention and control groups. The histograms indicate which ORs are more likely than others with respect to the number of samples above or below a specific value. For instance, in the top right histogram, a strong majority of samples lie above 1, indicating a high probability that the intervention had an effect on the 4-week point prevalence of smoking cessation at the 3-month follow-up.
Figure 2. Samples from Hamiltonian Monte Carlo simulations for calculating the odds ratio of intervention vs control.

Table 3 presents the probabilities for three different OR thresholds (1, 1.25, and 1.5) for the primary outcomes. The probability that the text message intervention had an effect on prolonged abstinence (ie, OR>1) was 73.8% at 3 months and was 76.9% at 6 months. The probability that the intervention had an effect on 4-week smoking cessation was 98.4% at 3 months and was 87.5% at 6 months. In addition, the probability that the OR was greater than 1.25 for 4-week smoking cessation at 3 months was 89.6% and was 61.7% at 6 months.

Table 3. Primary outcome intention-to-treat analyses using Bayesian inference for complete cases at 3- and 6-month follow-ups.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Intervention, a n (%)</th>
<th>Control, b n (%)</th>
<th>Marginal posterior probability (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR&gt;1</td>
<td>OR&gt;1.25</td>
<td>OR&gt;1.5</td>
</tr>
<tr>
<td>3-month outcomes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-week prolonged abstinence</td>
<td>49 (23.1)</td>
<td>39 (19.4)</td>
<td>73.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>38.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15.0</td>
</tr>
<tr>
<td>4-week smoking cessation</td>
<td>53 (25.0)</td>
<td>31 (15.4)</td>
<td>98.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>89.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>69.8</td>
</tr>
<tr>
<td>6-month outcomes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-month prolonged abstinence</td>
<td>41 (26.5)</td>
<td>32 (20.6)</td>
<td>76.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>45.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>21.2</td>
</tr>
<tr>
<td>4-week smoking cessation</td>
<td>44 (28.4)</td>
<td>31 (20.0)</td>
<td>87.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>61.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>34.8</td>
</tr>
</tbody>
</table>

a n=212 at 3-month follow-up, n=155 at 6-month follow-up.
b n=201 at 3-month follow-up, n=155 at 6-month follow-up.

OR: odds ratio obtained by logistic regression, adjusted for gender, number of years smoking, average number of cigarettes smoked weekly, severity of dependence (Fagerström Test for Nicotine Dependence), and the use of snuff.
Discussion

Principal Findings

The primary analyses indicated that null findings could not be ruled out when estimating the effect of a 12-week text message intervention on prolonged abstinence and point prevalence of smoking cessation among high school students 6 months after randomization. Sensitivity analyses where missing data were imputed indicated that these findings were robust. Unplanned Bayesian analyses of both 3- and 6-month outcomes indicated that the effects of the intervention were in the anticipated direction.

Among the several studies of smoking cessation text message interventions to a wide range of populations carried out over the past decade, a follow-up period of 6 months is not uncommon. A meta-analysis from 2015 summarized the evidence of nine studies at the 6-month follow-up [8], finding an overall standardized OR of 1.35 (95% CI 1.18–1.49), suggesting that there was a small detectable effect. This is in contrast to our findings, which may be severely affected by attrition and targeted a less explored population; however, this also contrasts with the findings of a large pragmatic randomized trial that did not suffer from severe attrition [39]. The pragmatic trial was performed among both treatment and non-treatment seekers in Australia, with a total of 3550 participants being recruited with high retention (86.5% for the 6-month follow-up); nevertheless, no significant effect of a text message program was found on its own or in combination with a tailored online program. Therefore, although the synthesized evidence does suggest that there are persistent effects, there are certainly some questions remaining regarding the size of these effects and their overall generalizability on health for both subpopulations and the general population.

As mentioned in the Introduction, few trials of smoking cessation text messaging interventions have been conducted targeting adolescent populations exclusively [9–11]. The findings have suggested no marked influence of text messages on smoking abstinence, which is corroborated by our findings in this trial. However, our Bayesian analyses do suggest that effect estimates are in the anticipated direction, even after having taken a skeptical a priori view on the magnitude of the effect. Moreover, although compliance is hard to measure when investigating text messaging interventions, as it is not possible to know with any certainty the degree to which participants read and comply with the messages they receive, during this trial, 21% (n=114) of participants decided that they no longer wished to receive any more messages. This number is difficult to interpret without further data, as some may have been displeased about the support received, some may have just been curious about the trial, while others may have quit smoking and not needed any more support. In any case, we believe that retaining 79% of participants to the end of a 12-week intervention should be considered a success in this population; thus, it is feasible to deliver a smoking cessation intervention via text messages to high school students. The question remains if such an intervention can be designed to also be effective in the long term. Future research should therefore carefully consider if text messaging interventions to this population are worth pursuing. If so, factorial trial designs should be employed to assess multiple components simultaneously [40,41], and Bayesian group sequential designs should be used to inform both successful and futile experiments early on [42–44].

Smoking is considered to be the second leading risk factor for disability adjusted life years globally [45]; thus, effective ways to help individuals quit smoking permanently are needed. Synthesized evidence of smoking cessation interventions targeting adolescents suggest that group counseling may be effective in the long term (risk ratio 1.35, 95% CI 1.03–1.77), whereas individual counseling, pharmacological interventions, and digital interventions did not show long-term effectiveness [4]. However, the quality of the body of evidence is low, as there are several concerns regarding risk of bias and heterogeneity. Although an intervention that encourages smoking cessation and promotes abstinence for a period of time may be considered helpful, we should be careful to offer interventions that may take time away from other smoking cessation activities. It is important to develop interventions that utilize digital platforms as an option for young individuals in Sweden, as they are digital natives and nicotine products can only be bought by people 18 years or older. Moreover, text message interventions targeting university students have been found to be more effective among those without a strong nicotine dependence [46], suggesting that acting early by offering text messaging interventions at the high school level may still be an important public health measure.

Generalizability

Recruitment to the trial was performed to closely mimic how the intervention could be disseminated to high schools in a full-scale implementation (ie, through print and digital advertisement managed by each school). There was no additional contact with participants throughout the trial period; thus, the trial closely resembles how the intervention would be used in routine care. In addition, inclusion criteria were broad, excluding only those who smoked on a monthly basis or less. The trial may therefore be seen as measuring effectiveness rather than efficacy, which strengthens the external validity of the findings. However, the limitations of this trial should be taken into account when interpreting the findings and the generalizability of the results, especially the high attrition rates.

Limitations

The most severe limitation of the 6-month findings from the NEXit Junior trial was the risk of bias induced by the high attrition rate (42.1%). Although we found no evidence of systematic missingness, and the findings were robust under imputation, high attrition increases the probability that unobserved factors may predict nonresponse, and thereby bias both the primary and sensitivity analyses. This issue has previously been raised as a concern when studying young adults [47], and future trials on this age group need to implement strategies to retain participants, potentially through incentives. A second limitation was the lack of blinding of trial participants, which may induce performance bias, an issue prevalent in trials of health interventions as participants are often aware that they...
signed up for a trial of a particular intervention. Performance bias may be the source of the measured effects rather than the interventions themselves; thus, future trials should prioritize making study information to participants consonant with allocation to intervention and control groups. Additionally, caution should be taken when assessing the present findings since the outcomes were self-reported. This does not necessarily warrant a concern of bias in and of itself; however, in combination with the nonblinding of participants, the risk of performance bias is exacerbated.

Finally, although all processes were automated and participants were treated equally within trial groups, there was a risk of detection bias due to calling nonresponders to collect follow-up data. Despite the fact that the research personnel responsible for the telephone interviews were experienced and instructed not to prompt participants to disclose allocation, some participants are expected to reveal the group to which they were randomized to, and thereby create a risk of bias. However, we judged this risk to be inferior to the increased risk of attrition bias, which would have been induced by not collecting outcome data from those not responding to initial attempts. Furthermore, the analyses revealed no differences in baseline or outcome data between early and late responders, suggesting that the risk of disclosure bias did not lead to any actual bias [12].

These limitations may all influence effect estimates by introducing bias. One way to address these sources of bias post hoc is to consider accounting for them in analyses using causal models [48]. Toward this end, future research should consider estimating the magnitude of effects induced by these sources of bias so that unbiased effects of interventions may be estimated.

Conclusions
Higher than expected attrition rates to follow-up 6 months after randomization led to null hypothesis tests being underpowered. Although null findings could not be ruled out, unplanned Bayesian analyses suggested that the effects of the intervention were in the anticipated direction both at the 3- and 6-month follow-ups. Future trials of smoking cessation interventions targeting high school students should aim to blind participants to avoid risk of performance bias, and also prepare strategies for increasing retention to mid- and long-term follow-up.

When making policy decisions to implement text messaging interventions for smoking cessation in high schools, consideration should be taken to other alternatives with stronger evidence for long-term effects. However, such decisions should also consider that text messaging interventions are relatively cheap to implement and potentially have great reach among those who may benefit. Moreover, although the effects past the 3-month follow-up period have been difficult to establish due to study limitations, the evidence put forth herein suggests that the intervention was more likely than not to have a positive effect, even in the long run. Considering the health benefits that could come from quitting smoking at such an early age, text messaging interventions could be an important part of a public health campaign in this population.
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Abstract

Background: Smartphone-based apps designed and deployed to mitigate the COVID-19 pandemic may become infrastructure for postpandemic public health surveillance in the United States. Through the lenses of privacy concerns and user expectations of digital pandemic mitigation techniques, we identified possible long-term sociotechnical implications of such an infrastructure.

Objective: We explored how people in the United States perceive the possible routinization of pandemic tracking apps for public health surveillance in general. Our interdisciplinary analysis focused on the interplay between privacy concerns, data practices of surveillance capitalism, and trust in health care providers. We conducted this analysis to achieve a richer understanding of the sociotechnical issues raised by the deployment and use of technology for pandemic mitigation.

Methods: We conducted scenario-based, semistructured interviews (n=19) with adults in the United States. The interviews focused on how people perceive the short- and long-term privacy concerns associated with a fictional smart thermometer app deployed to mitigate the “outbreak of a contagious disease.” In order to elicit future-oriented discussions, the scenario indicated that the app would continue functioning “after the disease outbreak has dissipated.” We analyzed interview transcripts using reflexive thematic analysis.

Results: In the context of pandemic mitigation technology, including app-based tracking, people perceive a core trade-off between public health and personal privacy. People tend to rationalize this trade-off by invoking the concept of “the greater good.” The interplay between the trade-off and rationalization forms the core of sociotechnical issues that pandemic mitigation technologies raise. Participants routinely expected that data collected through apps related to public health would be shared with unknown third parties for the financial gain of the app makers. This expectation suggests a perceived alignment between an app-based infrastructure for public health surveillance and the broader economics of surveillance capitalism. Our results highlight unintended and unexpected sociotechnical impacts of routinizing app-based tracking on postpandemic life, which are rationalized by invoking a nebulous concept of the greater good.

Conclusions: While technologies such as app-based tracking could be useful for pandemic mitigation and preparedness, the routinization of such apps as a form of public health surveillance may have broader, unintentional sociotechnical implications for individuals and the societies in which they live. Although technology has the potential to increase the efficacy of pandemic mitigation, it exists within a broader network of sociotechnical concerns. Therefore, it is necessary to consider the long-term implications of pandemic mitigation technologies beyond the immediate needs of addressing the COVID-19 pandemic. Potential negative consequences include the erosion of patient trust in health care systems and providers, grounded in concerns about privacy violations and overly broad surveillance.

(JMIR Mhealth Uhealth 2021;9(10):e30871) doi:10.2196/30871
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Introduction

Background

The COVID-19 pandemic has raised profound concerns about the potential effects of app-based public health surveillance. On one hand, apps for contact tracing and exposure notification — which we refer to as “pandemic tracking apps” [1] — are potentially useful for pandemic mitigation [2-5] and preparedness for future pandemics [6]. In this regard, such apps are understood to contribute to “the greater good” by helping achieve stable and acceptable levels of public health [6,7]. On the other hand, the same technologies have stoked fears of mass surveillance with an ever-increasing scope [8-12]. In this regard, the relationship between pandemic tracking apps and the long-term greater good is less clear. Even positive assessments of such apps acknowledge their inherently “creepy” nature [13], implicitly underlining a parallel between the restoration of public health and the data-driven economics of surveillance capitalism [14].

Mobile health (mHealth) research is fertile ground for improving quality of life (eg, [15-17]). The relationship between short- and long-term forms of the greater good that may be achieved through the routinization of pandemic tracking apps deserves deeper consideration in terms of the broader quality of life these apps could foster. These considerations include people’s beliefs about the right to privacy in an increasingly technology-mediated world, people’s trust in the health care institutions that provide care to them, and the affective outcomes of such beliefs.

While other work at the intersection of privacy and pandemic mitigation technology has (rightfully) focused on the immediacy of the pandemic [7,18,19], we approach people’s perceptions about pandemic tracking apps with a focus on the long-term implications. Echoing prior work in human-computer interaction (HCI) [1], we adopted a future-oriented lens to analyze how people understand the potential ramifications of app-based public health surveillance after the pandemic. We paid particular attention to the potential effects of such surveillance on everyday sociotechnical conditions (ie, the ways in which social norms and technological capabilities mutually influence each other and thereby shape daily life) [20,21].

We begin by covering salient literature in the sections that follow. Given the disciplinary intersectionality of this work, we discuss related work from several domains.

Health, Surveillance, and Pandemic Tracking Apps

Individual health, public health, and privacy converge within the field of health surveillance. The history of health surveillance (eg, [22,23]) shows a tendency toward general surveillance [24]. Although the ultimate object of health surveillance is a specific disease, such surveillance necessarily includes the person that carries that disease. Recent work has framed the COVID-19 pandemic as an opportunity for heightened general surveillance [8,12,25]. Such framing is appropriate because of 2 characteristics of technology use at the time of the COVID-19 pandemic. First, pandemic mitigation techniques, such as quarantines and shutdowns, have increased people’s daily reliance on technology [26]. Second, technological solutions to the pandemic are entangled with institutions whose survival is predicated on data-driven “dehumanization” of the user [27] and corporate initiatives that foster people’s resignation to accepting privacy violations as inevitable [28]. Both characteristics are broadly aligned with the data-fueled economics of surveillance capitalism [14], in which people are implicitly operationalized as monetizable sources of data that are trafficked and profited upon through practices such as personalized advertising.

For example, in the United States, Google and Apple have worked together to create an exposure notification infrastructure [5]. The infrastructure these parties have developed is privacy-preserving, but in a short-term way. That is, the proposed and implemented privacy protections focus on limiting the identifiability of data, rather than understanding people’s perceptions of the data collection in the long term. Researchers have argued that the short-term measures taken by Google and Apple may limit the value of the data collected through such an infrastructure [2]. Such an argument implies that app-based data should be squeezed for all the information it might provide. Digital pandemic interventions elsewhere in the world have leveraged similarly large-scale corporate or military platforms [25]. Such collaborations between industry, military, and the government highlight the blurry line between health surveillance and the data-driven objectification of the user [8].

Despite the murkiness of the economic, institutional, and social realms in which pandemic tracking apps function, such apps are clearly aligned with the foundational logic of health surveillance (ie, [22,29-31]) and have well-defined benefits in terms of public health. However, they raise concerns about what is termed as “surveillance creep” (ie, the tendency for the surveillance abilities of a technology used in one context to transfer to a similar technology in a different context, thereby achieving subtle forms of social control [32]). For example, in the case of the Google/Apple collaboration, surveillance creep manifests as the extension of platform-specific surveillance capabilities (eg, user tracking, geolocation) into the domain of public health. Surveillance creep in public health may have a profound impact on the postpandemic everyday lives of users [11,24]. This is particularly apparent in light of medical-technical programs that prescribe smartphones as part of mitigation routines (cf. [33]).

Broad concerns about surveillance creep are manifested in short-term concerns about end-user privacy. By short-term concerns, we mean design-oriented concerns intended to increase the use of apps without sufficiently considering the long-term implications of widespread adoption. For example, recent work has shown that mHealth apps do not typically provide sufficient information about the third parties to whom data access might be provided [34]. Similar work has identified widespread insufficiencies in mHealth privacy policies [35]. However, no work to date has focused specifically on the potential routinization of pandemic tracking apps as infrastructure for public health surveillance. Two necessary areas of inquiry regarding the impact of routinization are (1) people’s beliefs about their rights to privacy in an increasingly
technology-mediated world and (2) people’s perceptions of the health care systems that provide care to them.

**Pandemic Tracking Apps as Potential Infrastructure**

Pandemic tracking apps may form future infrastructure for public health surveillance. As such, the concept of the “hopeful monster” is relevant to the potential routinization of pandemic tracking apps. The hopeful monster is a technology that aspires to the functional invisibility of infrastructure [36,37]. In this way, the hopeful monster exists as a precursor to a successful technology, where successful technologies are those that become invisible through routinization [38].

However, the potential success of pandemic tracking apps, and therefore the likelihood of their invisibility, remains uncertain. In the short-term, pandemic tracking apps will be considered successful if they prove to be effective in controlling the current COVID-19 pandemic. In the long-term, however, it is naïve to assume that a successful, population-scale mode of health surveillance will be dismantled after the pandemic or used only for its originally intended purpose (ie, surveillance of the COVID-19 pandemic) [39]. Indeed, research is already underway to examine the applicability of pandemic tracking infrastructure for tracking other diseases including HIV/AIDS in the United States [40], the benefits of routinizing app-based surveillance in the form of smart technologies [41], and the development of international interoperability for pandemic tracking apps [42]. Recent work has further highlighted the likelihood of pandemic tracking apps being routinized as future means of pandemic preparedness and mitigation [6]. The effects that such apps have on their users will likely extend beyond the end of the current pandemic.

Technology adoption models have been employed to understand how and under what conditions individuals may adopt pandemic tracking apps [18,43,44]. Once a technology is adopted for use, the satisfaction that users feel when an adopted technology “does what it is supposed to do” fosters continued use [45], particularly in mHealth apps [44,46]. Moreover, people have been shown to approach apps that serve the greater good with less privacy wariness and greater willingness to overlook privacy concerns [6,47]. Assuming that adoption of pandemic tracking apps is effective for mitigating the spread of the COVID-19 pandemic, such apps are primed for continued use in nonpandemic circumstances and become typical means for public health surveillance [1,6].

Data collected from a sample of Amazon Mechanical Turk workers in the United States indicate a generally favorable expectation to continue using pandemic tracking apps for general health monitoring even after the COVID-19 pandemic has been controlled [1]. People demonstrating a collectivist social orientation are more likely to continue using such apps for general health monitoring. Similarly, younger users expect to continue using such apps after the pandemic [1], aligning with their higher inclination to adopt pandemic tracking apps [48].

At the same time, Seberger and Patil [1] found that privacy concerns regarding mobile apps are negatively correlated with the expectation to use pandemic tracking apps as infrastructure for general health surveillance. People who are more concerned about privacy when using mobile apps are less likely to use pandemic tracking apps for general health monitoring after the pandemic. However, no such relationship was found between privacy concerns and the perceived benefit or expected use of pandemic tracking apps during the pandemic [1]. Given the prevalence of hyperbolic discounting [49] (ie, people’s general inability to judge future impacts of current privacy decisions), it is likely that the relaxation of privacy concerns caused by the immediacy of the pandemic implicitly fosters long-term routinization of pandemic tracking apps.

Apps are designed to be used, and success in meeting user needs fosters their continued use [44,45]. If pandemic tracking apps prove to be successful in the mitigation of COVID-19, then it is possible that they will form the core of a more general, app-based form of public health surveillance. As we begin transitioning beyond the pandemic, it is essential to examine how people understand the sociotechnical implications of such an app-based infrastructure for public health surveillance that extends into the future.

**The Relevance of Privacy to Pandemic Tracking Apps**

We consider people’s privacy concerns as a lens through which we can understand their expectations of postpandemic public health infrastructure. Theoretical approaches to end-user privacy concerns vary widely across scholarly disciplines [50]. Recently, there has been an increased focus on the politics of definitions and theorizations of privacy [51]. Whether privacy is understood to be relational [52,53], normative [54-57], calculative [58-60], or affective [57,61], policies and practices derived from such approaches necessarily shape the daily expectations and practices of the worlds in which they are realized. Such expectations and practices are increasingly characterized by the economies of surveillance capitalism [14].

The pervasiveness of end-user privacy concerns that arise in relation to surveillance capitalism [14] has been demonstrated to contribute to digital resignation [28], learned helplessness [62], and security fatigue [63,64]. Digital resignation refers to a social stance toward technology in which people are resigned to the inevitability of negative effects of technology. Digital resignation is thus a form of learned helplessness, which has been demonstrated to arise in relation to negative user experiences. Similarly, security fatigue refers to the taxing effects of maintaining security and privacy over time. It is possible to extrapolate from security fatigue [63,64] to the longer-term fatigue that may arise in the context of an ever-changing ecology of devices, apps, and protocols. Further, privacy researchers often encounter the so-called privacy paradox [65]: People tend to state that they are concerned about privacy and act as though they are not. Similar to recent work [66], we consider the privacy paradox obliquely through one of its symptoms: fatalistic attitudes toward the inevitability of app-based privacy intrusions.

To frame our work, we drew on research about the experience of creepiness in relation to technology use [62,67]. More specifically, we explored the potential for creepiness in modern platforms (eg, Facebook, Google, Amazon) that are capable of increasing levels of surveillance [20,68,69]. We approached our research in terms of the varied and ad hoc groupings of...
technologies used in a person’s daily life (ie, assemblages [70]). We further consider 2 privacy-related phenomena: the appearance of hyperfunctional infrastructures [71] and hyperbolic scaling [66]. Hyperfunctional infrastructures work according to their intended purpose but do so in ways that render them visible through the affective conditions they bring about [71]. Relatedly, hyperbolic scaling refers to user tendencies to project the negative characteristics of 1 app or category of apps onto the whole app ecology [66].

Research Question

Future public health may well benefit from the routinization of app-based surveillance based on the infrastructure resulting from the deployment of apps to track the COVID-19 pandemic. Given the immediacy of triage and the severe impact of COVID-19 on public health, it is tempting to focus exclusively on the short-term need to stabilize public health to an acceptable level. However, improved or stable public health is only one possible outcome of app-based public health surveillance. Other outcomes play out on a longer temporal scale.

The goal of our research was to understand the interplay between perceived public health benefits of pandemic tracking apps and their potential effects on nonmedical concerns (eg, sociotechnical conditions, surveillance capitalism). To that end, we addressed one core research question: How can people’s privacy concerns about pandemic tracking apps improve our understanding of the sociotechnical ramifications of a potential postpandemic technical infrastructure for public health surveillance?

We identified a need to engage in the present work for 2 reasons. First, prior work has shown that people are interested in continuing to use pandemic tracking apps as infrastructure for public health surveillance [1]. Second, people expect such continued use to occur within a broader economy of surveillance capitalism [14]. Given that technology often “moves fast and breaks things” [10,39], the academic research community should devote energy to understanding these possible outcomes before they are realized. We adopted such a stance with the hope of engaging with the broader health-related research community.

Methods

Overview

To answer the research question posed in the previous section, we conducted semistructured scenario-based interviews (n=19) during the spring and summer of 2020 with adult participants from the United States. All study procedures were approved by the Institutional Review Board of Indiana University (Protocol #1902443119). We present the research according to the Standards for Reporting Qualitative Research guidelines [72].

The pragmatic nature of our research called for bottom-up qualitative analysis [73]. Building on prior human-centered work in HCI, we engaged in inductive analysis to surface beliefs about the possible ramifications of developing infrastructure for public health surveillance on the back of pandemic tracking apps. Recent work has highlighted the value of such inquiries for understanding the user experience of mHealth devices [74]. We analyzed interview transcripts by engaging in the inductive and constructivist process of exploratory pragmatic research using reflexive thematic analysis [75].

Scenario Development

The use of scenarios is common in privacy-related research (eg, [1,66,76-78]). We developed a scenario that describes a fictional pandemic tracking application linked to a smart thermometer:

During the outbreak of a contagious disease, you start using a popular smart thermometer app. Apart from recording your temperature, the app allows you to input additional symptoms you might be experiencing. Based on your symptoms, you receive suggestions for actions you should take to protect yourself and others in the community from the contagious disease. The app uses a combination of Bluetooth and location data to measure exposure to the disease in communities. The app allows the data to be accessed by the authorities, doctors, and scientists so that it can be used to track the spread of the disease and enforce people’s compliance with containment measures, such as quarantines. The app continues to operate in the same manner even after the disease outbreak has dissipated.

We created the scenario in accordance with best practices for scenario-based research, such that it was open to interpretation, realistic, and did not elicit “right or wrong” responses [79]. The semantic content of the scenario was iteratively developed by both authors based on analyses of existing smart health devices (eg, thermometers, glucose monitors) that may be reasonably paired with contact tracing apps. We piloted the scenario with several individuals of diverse backgrounds, including different native languages, professions and education levels, and genders and ages. While changes based on the pilots were minimal, they helped us refine word choices and sentence structure for improved clarity and comprehension of the scenario.

The resulting scenario satisfies Meinert’s [79] best practices for scenario development by being realistic: Several smart thermometer apps are available to end users and are easily discoverable through any search engine. Each of these real-world, smart thermometers is paired with a smartphone-based app that stores and analyzes the data collected using the smart thermometer. We informed participants that the fictional smart thermometer app described in the scenario was “popular.” The provision of such information adheres to Meinert’s [79] best practices for scenario development relative to realism and openness to interpretation.

We added information on the app’s use of Bluetooth and location data to satisfy the openness to interpretation criterion of scenario development [79]. We further described data collected by the app as being available to a vague set of actors including “the authorities, doctors, and scientists.” The inclusion of such information additionally satisfies the realism requirement: It is common to describe pandemic tracking apps as using location data (eg, [80]) that, according to prior work on hyperbolic scaling [66] and digital resignation [28], can be expected to be accessed by unknown third parties. Empirical work has similarly shown that mHealth apps often do not present...
transient or full accounts of third parties to whom data access may be granted [34].

Further, the scenario referenced the continued functionality of pandemic tracking apps after the pandemic has been controlled. The inclusion of this information is in line with current trends in mHealth research that examine the usefulness of pandemic tracking apps for postpandemic monitoring of health conditions (eg, [40]). We included the information in order to engage participants in a discussion of the long-term implications of digital contact tracing.

**Recruitment, Participants, and Interviews**

We recruited participants through ads posted on Craigslist, Reddit, Facebook, and LinkedIn. Recruitment was entirely online due to restrictions on in-person research activities during the COVID-19 pandemic. The advertisements directed interested individuals to a screening questionnaire that asked for basic demographics (eg, age, gender, employment status, duration of residence in the United States). The complete screening questionnaire is available in Multimedia Appendix 1.

We used the responses to the screening questionnaire to compose a diverse sample. Given the exploratory nature of our study, we strove for a diverse pool of interviewees to explore as much of the terrain as possible. The sample diversity helped us collect rich data that include multiple perspectives [73].

We invited the selected individuals to participate in one-on-one interviews for which participants were compensated US $10. We specifically chose the one-on-one format to be sensitive to participant comfort given the likelihood that participants would discuss sensitive information (eg, personal experiences with COVID-19, privacy concerns) [81]. All interviews took place over Zoom and lasted between 45 minutes and 60 minutes. During the interviews, participants discussed several separate scenarios, including the one described in the earlier section. We ensured that participants understood the fictional nature of the scenarios. We included several scenarios to develop an understanding of privacy concerns across a wide range of apps. Participants were free to spend as long as they wanted to answer questions related to each of the scenarios. The portions of the interview guide pertaining to the smart thermometer scenario are available in Multimedia Appendix 2.

Table 1 presents an overview of participant demographics. Of the 19 participants, 9 (48%) identified as female, 8 (42%) as male, and 2 (11%) as nonbinary. The median age of the participants was 30 years. Of the 19 participants, 5 (26%) were university students, while the remaining 12 (74%) were professionals in fields varying from web design to package handling.

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Gender</th>
<th>Age (years)</th>
<th>Occupation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Female</td>
<td>25</td>
<td>Student (law)</td>
</tr>
<tr>
<td>B</td>
<td>Female</td>
<td>26</td>
<td>Web designer</td>
</tr>
<tr>
<td>C</td>
<td>Female</td>
<td>27</td>
<td>Student (human-computer interaction [HCI])</td>
</tr>
<tr>
<td>D</td>
<td>Nonbinary</td>
<td>21</td>
<td>Student (history)</td>
</tr>
<tr>
<td>E</td>
<td>Male</td>
<td>26</td>
<td>Writer</td>
</tr>
<tr>
<td>F</td>
<td>Male</td>
<td>29</td>
<td>Systems analyst</td>
</tr>
<tr>
<td>G</td>
<td>Female</td>
<td>23</td>
<td>Student (pharmacy)</td>
</tr>
<tr>
<td>H</td>
<td>Male</td>
<td>31</td>
<td>Student (informatics)</td>
</tr>
<tr>
<td>I</td>
<td>Female</td>
<td>26</td>
<td>Business analyst</td>
</tr>
<tr>
<td>J</td>
<td>Male</td>
<td>47</td>
<td>Call support</td>
</tr>
<tr>
<td>K</td>
<td>Female</td>
<td>25</td>
<td>Student (HCI)</td>
</tr>
<tr>
<td>L</td>
<td>Male</td>
<td>30</td>
<td>Software quality assurance</td>
</tr>
<tr>
<td>M</td>
<td>Nonbinary</td>
<td>30</td>
<td>Model</td>
</tr>
<tr>
<td>N</td>
<td>Male</td>
<td>36</td>
<td>Database admin</td>
</tr>
<tr>
<td>O</td>
<td>Female</td>
<td>42</td>
<td>Court clerk</td>
</tr>
<tr>
<td>P</td>
<td>Male</td>
<td>37</td>
<td>Sales executive</td>
</tr>
<tr>
<td>Q</td>
<td>Female</td>
<td>36</td>
<td>Homemaker</td>
</tr>
<tr>
<td>R</td>
<td>Male</td>
<td>36</td>
<td>Package handler</td>
</tr>
<tr>
<td>S</td>
<td>Female</td>
<td>46</td>
<td>Admin assistant</td>
</tr>
</tbody>
</table>

**Analysis**

We analyzed the transcripts of the interviews using thematic analysis, adhering to the multistage process described by Braun and Clarke [75]. Initial engagement with the data took the form of repeated and collaborative readings of interview transcripts among 5 members of the research team. This phase culminated...
in open coding of the complete corpus of interview transcripts. The researchers then condensed the codes and identified emergent themes, arriving at a group of 5 initial themes. Upon further analysis, we reduced the initial 5 to the 3 themes we present in detail in the next section.

Results

In this section, we present the results of the thematic analysis. We begin with findings surfaced through the consideration of pandemic tracking apps as part of a broader app-enabled health care system. We proceed to analyze the privacy concerns that emerge from the relationship between pandemic tracking apps and the broader ecology of smartphone apps to which they belong. We build upon this narrative by introducing and analyzing contradictory forms of the greater good that emerge from participant responses. Our findings highlight that perceptions of pandemic tracking apps indicate an expectation that such apps will form another brick in the wall of surveillance that people increasingly experience in their everyday lives.

Public Health Versus Individual Privacy: The Perceived Trade-Off

Participants saw the use of pandemic tracking apps as a potentially effective way of interfacing with the health care system. For example, the fictional smart thermometer app described in the scenario was understood to serve a triage function that indicates when an individual should seek medical attention:

…it’s really important to resolve worries that people might have on a personal level, but then also if their fears are justified and they might have a disease or something like that. I think it’s also important for them to know that so that they can receive medical care or do what they need to do. [Participant D, nonbinary, 21 years old, student (history)]

Participant D’s perception of the relationship between pandemic tracking apps and the broader health care system is generally positive. However, further analysis of this common sentiment expressed by several participants revealed a bigger picture. The entanglement of pandemic tracking app data with institutions, including but not limited to health care systems, implies the presence of unknown third parties who may gain access to user or patient data. Such privacy concerns are inherited from the broader app culture [66] and present users with difficult choices:

I’m feeling a bit conflicted. Part of me is like, “Okay, interesting.” Another part of me is like, “Oh, this is a little bit like Big Brother.” [Participant B, female, 26 years old, web designer]

People routinely expect apps to collect data about them and to share those data with third parties [66] as part of surveillance capitalism [14]. Through Participant B’s invocation of “Big Brother,” it is apparent that pandemic tracking apps are not an exception to this expectation. Participants were concerned about who would have access to the data generated by pandemic tracking apps during, as well as after, the pandemic. They were similarly concerned about what those unknown third parties might do with the data:

I think just being aware of who’s using it, where is it being used, and how they’re using it is one thing. Like, what are their practices, who is using it, and what company is it being used for? Is it being used by just health workers? Is it being used to be able to track and sell information to further recommend products to us? [Participant K, female, 25 years old, student (HCI)]

Indeed, supported by the implicit connectivity of pandemic tracking apps, each participant raised concerns about who would ultimately gain access to any data generated and collected by these apps. Participants raised similar concerns about the kinds of data that might be generated, collected, and stored. Such concerns ultimately frame the deployment of public health surveillance infrastructure built on the back of pandemic tracking apps as a “slippery slope”:

An acceptable purpose to me would be just to gather data on the disease and how it behaves in different communities and stuff. A malicious purpose would be them using this information to figure out where you live or more information about you, such as your age. Just in any way revealing your identity would be, to me, way more on the malicious side, although it’s not necessarily malicious outright. But to me, it’s a slippery slope. [Participant F, male, 29 years old, systems analyst]

Participants further demonstrated the belief that data collected by contact tracing apps could be shared for profit with advertisers or as-yet-unknown third parties:

They could probably give it to advertisers or other people that I probably don’t want it to go into the hands of...I can’t think of a reason why it would be bad, but it just sounds bad, you know? It sounds sketchy. I don’t know what advertisers could use other than for advertising like vitamin C or other get-well things. But either way, it just seems bad. [Participant G, female, 23 years old, student (pharmacy)]

In discussing concerns that public health apps would share user data with unknown third parties, participants referred to a category of unknown third parties that would gain access to data, but rarely identified specific actors who might belong to that category. Instead, participants expressed the belief that public health apps would work “too well,” thus facilitating the trafficking of data to unknown parties:

…it’s just knowing that the application is working and doing its thing, but potentially it’s working too well and that power getting into the hands of individuals that weren’t necessarily designed to have that information to begin with. [Participant G, female, 23 years old, student (pharmacy)]

In considering the routinization of pandemic tracking apps as infrastructure for postpandemic public health surveillance, participants were faced with a difficult and contradictory set of possibilities. In particular, we observed a fundamental perceived trade-off between personal privacy and public health. This core trade-off appeared as an either/or condition: People can expect either personal privacy or better public health. Achieving both...
Participants routinely reported such higher consideration for public health over personal privacy even when expressing deep wariness regarding existing pandemic tracking infrastructure:

Google and Apple have added their tracing APIs to their operating system so that governments and health authorities could start pushing out these apps that do this tracing to track down where you’ve been and who you’ve been around to understand contagious disease, disease control, and all that stuff. I understand the benefit of it. But it’s highly intrusive, right? It’s tracking all your data, it’s tracking who you’re coming in contact with, it’s tracking your location. It’s kind of Big Brother-ish, in a way. [Participant G, female, 23 years old, student (pharmacy)]

This quote from Participant G demonstrates that people are aware of pandemic tracking apps as they exist in the real world but generally hold an inaccurate understanding of their functionality. Participants expected pandemic tracking apps to trade identifiable data, even though the Apple/Google collaboration in the United States goes to great lengths to maintain user anonymity. Such inaccurate understanding likely arises from the pervasiveness of apps that use the sale of access to data as a primary economic motive [14,66]. However, that which is perceived to be real is real in its consequences. As such, when understanding people’s perceptions and expectations of routinized pandemic tracking apps, our focus is the way in which people believe such apps to work, regardless of whether the actual functionality matches these beliefs [82].

The perception of pandemic tracking apps as inherently privacy-intrusive constitutes a core component of the discourse of such apps. Indeed, being wary of the privacy implications of pandemic-tracking apps has real-world consequences:

You said that you saw someone voicing some concerns. What was that concern? [Interviewer]

Oh, this is somebody that I personally know, and she kind of is an outlier in terms of her thinking. But she had something on there. She knew these apps, she had named some, and I did not. I have not heard of the specific names of the apps, but she had some of the apps listed, and she said that if you have any of these apps and you’re thinking about using them too, please delete me from your contacts, because I will not be traced and all this kind of stuff. It was kind of really out there.” [Participant O, female, 42 years old, court clerk]

Despite general wariness and expectations that pandemic tracking apps will violate privacy by virtue of their connectivity with unknown third parties, participants generally justified the necessity and use of pandemic tracking apps by referring to a nebulous concept — the greater good:

I’m fine with [using the app] for this particular reason, just because it’s for the greater good of society to know who’s sick and who could potentially be sick. I think that something that could help a lot of people and save lives kind of outweighs your right to privacy in some ways, so I don’t have a problem. [Participant O, female, 42 years old, court clerk]

As we describe in the next subsection, participants routinely employed “the greater good” as a means of justifying or overlooking the perceived long-term privacy concerns raised by pandemic tracking apps. Yet, we found that this greater good is multifaceted, and the relationship between the different facets of the greater good is contradictory, highlighting pandemic tracking apps as a potential site for surveillance creep: the colonization of health by the economics of surveillance capitalism [14].

Rationalizing the Health/Privacy Trade-Off With the Greater Good

Pandemic tracking apps exist within a wider ecology of apps. Therefore, privacy concerns that emerge from user interactions with this wider ecology color perceptions and expectations of pandemic tracking apps [66]. When pandemic tracking apps are expected to align with the economic practices of surveillance capitalism (ie, monetizing user data by selling it to third parties), privacy concerns about pandemic tracking apps take center stage. Such concerns include wariness regarding unknown third parties who may gain access to the data generated, collected, and stored by pandemic tracking apps and inaccurate, but nonetheless meaningful and deep-seated, perceptions of how such apps function. The greater good is the primary means by which people rationalize and justify engaging in what they perceive as the inherently privacy-affecting decision to use pandemic tracking apps. The use of the greater good to rationalize the adoption or routinization of pandemic tracking apps can be rather sharp, demonstrating frustration with the complexity of issues raised by such apps:

But at the same time, yeah, actually no ... I think it’s fine because it just seems to take small vitals like temperature, and if they’re probably sick, it might be fine. We’ll say it’s fine because it’s for the greater good. [Participant G, female, 23 years old, student (pharmacy)]

This excerpt depicts a trade-off in motion. Participant G quickly reverted to the greater good as a means of rationalization. She vacillated between further expressing her concerns about the fictional smart thermometer app — “but at the same time, yea, actually no” — and finding an easier conversational way out of such expression. Participant G’s use of the phrase, “We’ll say it’s fine,” indicates a clear tension: the implicit recognition of privacy-related problems and the desire to achieve the greater good despite them.

The scenario suggested that pandemic tracking apps may be used as a foundation for postpandemic public health monitoring. Participants generally reacted negatively to this possibility:
It would be most useful for you to share everything or as much as you can during a pandemic, but outside of a pandemic, it starts to be kind of a gray area. [Participant F, male, 29 years old, systems analyst]

Invocation of the greater good is not sufficient to rationalize the long-term implications of pandemic tracking apps should their use be routinized as a means of health surveillance in general. The greater good that pandemic tracking apps serve appears to have a shelf life:

So, during the outbreak of a contagious disease, I would think it’s worth it to give up privacy and data and information. If it’s an app that will really help and literally save lives, I’d be happy to do that. But I don’t like the last part that it continues to operate in this way after the outbreak has dissipated. [Participant A, female, 25 years old, student (law)]

The greater good appears to refer specifically to the mitigation and control of the pandemic, but does not necessarily extend to the routinization of pandemic tracking apps as a form of postpandemic public health surveillance:

Obviously when there’s an outbreak of a contagious disease, everyone’s focus is really just on that. Now, of course, you never know that 100%. Other people can still utilize that data for malicious reasons or their own reasons. But you would think that there’s something bad going on there. Everyone’s trying to help as much as possible. You’re okay with it. You’re okay with exposing yourself in this way. It’s just the app being able to be used in the same manner after disease outbreak has dissipated … that part is more uncomfortable. [Participant L, male, 30 years old, software quality assurance]

It is not, however, Participant L’s expected or experienced discomfort that takes the center stage. Rather, it is what such discomfort implies. While our scenario intentionally primed participants to consider postpandemic routinization of pandemic tracking apps, the phrasing was ambiguous as to postpandemic functionality of such apps. We allowed participants to extrapolate from their contemporary perceptions and expectations of pandemic tracking apps in order to understand what routinization of such apps might mean.

When read in terms of people’s expectation that data collected by pandemic tracking apps will be shared with third parties for financial gain, Participant L’s discomfort signals the expectation that the apps will contribute to a broader culture of surveillance. Yet, participants generally accepted the likelihood of such apps being routinized for public health surveillance after the pandemic, with phrases such as, “We’ll get to that when we get to that.”

It’s just the app being able to be used in the same manner after disease outbreak has dissipated…that part is more uncomfortable because it’s unnecessary information being exposed when it doesn’t really need to be unless the app can sort of justify it, right? If it’s justified and valid, let’s say let’s see. Doctors and scientists and authorities. Who are you? Well, I don’t know who the authorities are, but I guess it is the police. I don’t know. I guess we’ll get to that when we get to that. [Participant L, male, 30 years old, software quality assurance]

Taken together, participant discussion of the greater good and their willingness to forego privacy concerns for that greater good can be troubling. Even though it is defined only implicitly, the greater good becomes a floating signifier used to justify and rationalize the perceived privacy risks of contact-tracing applications:

The app continues to operate in the same manner even after the disease outbreak has disappeared? Doing something for the greater good always gets my vote. So, exposing my information like this, if it’s toward a greater good like this, I will tell you, again, like I sort of mentioned before, I know what’s happening. [Participant L, male, 30 years old, software quality assurance]

People understand and even expect privacy breaches as a result of app-based contact tracing. Further, they see the possibility of “Big Brother” levels of surveillance as real. The invocation of “Big Brother” refers to the expectation that contact tracing apps will result in heightened surveillance. That is, people perceive that the routinization of pandemic tracking apps for public health surveillance will lead to oversurveillance by a heterogeneous set of actors (eg, technology corporations, government bodies, health care organizations, insurance providers, third-party advertisers) variously responsible for app maintenance, data analysis, public health regulation, and health care delivery. This amounts to a future that is not accurately characterized by widespread positive affective experience despite that future’s roots in the greater good:

What do you imagine the enforcement with compliance could mean? [Interviewer]

Nothing that I want to imagine in real life. [Participant M, nonbinary, 30 years old, model]

Participant M implies that public health surveillance achieved through the routinization of pandemic tracking apps would lead to outcomes too negative to even imagine. Such expectations directly call into question the short- and long-term forms of the greater good to which adoption of pandemic tracking apps contributes. On one hand, the adoption of pandemic tracking apps can contribute to the greater good of public health during a pandemic. On the other hand, the long-term adoption of such apps as infrastructure for public health surveillance contributes to widespread concerns of mass surveillance and privacy violations that cannot reasonably be described as a greater good.

In fact, the privacy ramifications could arguably erode the greater good.

Discussion

Two facets of our findings are particularly worthy of discussion. First, we describe the benefits and necessity of taking a long-term, sociotechnical approach to understanding the potential routinization of mobile apps as part of the public health infrastructure. Second, we describe how user privacy concerns
People Expect Privacy-Related Infrastructural Problems in Public Health Surveillance

Direct consideration of people’s privacy concerns about pandemic tracking apps indicates their wariness about the routinization of such apps as infrastructure for postpandemic public health surveillance. Although users are willing to justify the use of apps that raise privacy concerns with the concept of the greater good, such justification has a limited shelf life. By stating expectations that privacy concerns related to pandemic tracking apps extend to mHealth apps in general, participants highlighted the need to decouple or disentangle mHealth infrastructure from the privacy-invasive practices of surveillance capitalism.

People are wary of pandemic tracking apps because they might “work too well” (Participant G) and therefore demonstrate hyperfunctionality as identified by Seberger and Bowker [71]: conditions wherein infrastructures function within the boundaries of their designed functionality but do so in a way that gives rise to unexpected outcomes. In other words, if pandemic tracking apps achieve the form of control over the spread of the pandemic that they are designed to achieve, such success might spill over to other uses. In our scenario, we pointed out the potential for such other uses in the form of postpandemic public health surveillance that uses such apps as its infrastructure.

Participants routinely assumed that data collected via pandemic tracking apps would be shared with an identified-but-unknown category of third parties. We interpret participant concerns over third-party access to data collected by pandemic tracking apps as a form of hyperbolic scaling [66], where concerns regarding privacy violations transfer from known apps to new apps. In this logic, if App A (a known app) demonstrates problematic functions relative to end-user privacy, then all apps are assumed to demonstrate the same characteristics.

Stakeholders Should Take a Long-Term View of Public Health Surveillance

A pandemic often affects people’s daily lives and routines in profound ways. Because the conditions of a pandemic can be all-encompassing, it can be difficult to take a long-term perspective. Yet infrastructure, like surveillance, creeps. It is learned and normalized through use [37]. The misalignment between short- and long-term concerns is compounded by the immediacy of the language used to communicate and frame the threats of the pandemic [83]. With visions of large-scale pandemic tracking already being considered (eg, [6,40-42]), it is poised to become infrastructure for public health surveillance.

We suggest that it is necessary to understand the impact of public health surveillance at a temporal scale aligned more closely with the long-term one of infrastructure [84]. People’s judgments related to trade-offs that unfold at the scale of the short- and long-term are notoriously problematic [85]. The severity of the pandemic and its social effects emphasize the urgency of triage to fix the most immediate problems first by focusing on the greater good of public health. Yet, given the combined power of medicine and technology to achieve social change, it is not entirely appropriate to focus solely on the immediate threats posed by the pandemic. The immediate actions that governments, corporations, and institutions take in service of pandemic mitigation will reverberate in the sociotechnical structures of the postpandemic world [86].

People’s perceptions of a core trade-off between individual privacy and public health highlight a need for long-term thinking about public health surveillance. People are willing to forego privacy concerns for the greater good even though they are uncomfortable with surveillance by the technologies used to achieve that greater good. Our study therefore supports the findings of prior work on the mitigating effects of health concerns on people’s privacy concerns [87]. We provide further support for findings derived from a study with UK participants who saw the greater good as a motivating factor for app use [7].

We extend the work of Williams et al [7] by adding practical nuance to the role that the greater good plays in pandemic mitigation and surfacing the potentially slippery slope toward increased and routinized public health surveillance.

The likely impacts of app-based public health surveillance extend beyond public health itself. This extension includes potential impact on people’s expectations of privacy as well as colonization of mHealth by the economics of surveillance capitalism. Such colonization may lead to diminished trust between patients and health care providers. Given people’s deep-seated privacy concerns, app creators, policy makers, and health institutions should engage in detailed and transparent public relations work to communicate the ways in which user privacy is protected. Such communications should describe exactly which third parties, if any, will be given access to data collected through apps used for public health surveillance and under what circumstances. While privacy concerns raised by pandemic tracking apps are likely as widespread as the pandemic itself, the steps described should be taken within existing local legal frameworks (eg, Health Insurance Portability and Accountability Act [HIPAA], General Data Protection Regulation [GDPR]). Overall, our insight highlights the need for an interdisciplinary approach to the development and deployment of app-based public health surveillance.

It is Necessary to Disentangle Public Health Surveillance From Surveillance Capitalism

People’s perceptions of the alignment between public health apps and the economics of surveillance capitalism may have a detrimental effect on the relationship between patients and health care systems. Trust between patients and health care providers is foundational to effective medical care [88]. As such, the enrollment of patients as users in a sociotechnical system contextualized by potential mistrust serves neither the patient nor health care professionals. In a way, it breaches the core medical credo of “first do no harm.”

Users are inherently vulnerable to the power structures instantiated by the apps that they use [66]. But, when users are also patients, they are doubly vulnerable: vulnerable to the conditional empowerment implicit in app use [66] and vulnerable to the loss of control that comes with the status of
being a patient [89] (perhaps they are also vulnerable to the dehumanization of data-driven representation [27]). If pandemic tracking apps achieve the status of infrastructure — invisibility through successful deployment and adoption [37,38] — they may do so at the risk of solidifying the vulnerability-inducing conditions of surveillance capitalism within a medical context [14]. Such solidification would directly contrast with the notion of care central to medical practice. In this light, a broader, socially oriented approach to the medical credo, “first do no harm,” would benefit end users of pandemic tracking apps.

We contend that people’s expectation of, and resignation to, being used may foreshadow the colonization of public health surveillance by the data-hungry and profit-driven mechanics of surveillance capitalism. We further contend that this is as much a public health issue as the maintenance of more narrowly defined bodily health. We therefore suggest the development of public health policies that account for the long-term sociotechnical effects of public health surveillance. Such policies, developed within the legal frameworks of specific regions, would necessarily view patients not solely with the medical gaze, but through a more sensitive lens that considers end-user empowerment, trust in digital systems, and the emerging broader relationship between health care and surveillance capitalism.

We further suggest that the activation of infrastructure for public health surveillance be legislatively limited to times of scientifically defined public health crises. It would be unwise to discard infrastructure that’s already been built. The Google and Apple collaboration in the United States, for example, likely constitutes a useful resource for pandemic preparedness. However, such infrastructure does not necessarily present an ethical or beneficial means of general public health surveillance, given the profound privacy concerns about pandemic tracking apps. The routinization of pandemic tracking apps as infrastructure for public health surveillance has the potential for profound negative impact on the trust that should characterize the relationship between patients and health care providers. We found that people believe that health surveillance apps will operate according to the economics of surveillance capitalism, wherein access to data is sold for profit, typically without much regard for user privacy concerns. When people believe that health surveillance apps align with surveillance capitalism, it is unreasonable to expect them to trust the system that profits from the sale of their data. Such a dynamic sets up the potential for such apps to diminish patient trust in the health care systems that ostensibly care for them.

Given the dangers present in the perceived alignment between app-based public health surveillance and surveillance capitalism, we suggest that the activation of public health surveillance be limited to populations that meet specific criteria. Such criteria might include population density, smartphone saturation, and rate of disease transmission. In this way, an app for public health surveillance might be utilized to the greatest effect, while minimizing the potential for surveillance creep. Beyond meeting well-defined medical standards, such population-specific deployment should be overseen by multidisciplinary teams capable of assessing the sociotechnical and surveillance-related impact on populations who are already, by virtue of an infectious agent, fundamentally at risk.

**Limitations and Future Work**

We collected data during a specific period from a relatively small group of participants. Since the COVID-19 pandemic is still ongoing, additional studies are needed to investigate how the trajectory of the pandemic might influence these matters. Public health and privacy concerns are inherently cultural. Further studies involving participants from other populations would add greater context to our findings. In particular, it is possible that our findings may be specific only to the United States. Many social norms and expectations in the United States differ from those in other countries. In the United States, perceived economic relationships between government agencies, health care providers, and for-profit corporations (eg, app makers, health insurance companies) create a structure in which people may expect their privacy to be breached. Such relationships qualify people’s trust (or lack thereof) in government that may be different than that in other regions across the world. Nonetheless, our findings highlight the need for further work regarding the role of trust in institutions and the possible success of app-based public health surveillance after the pandemic has ended. Further work is required to understand perceptions and expectations of public health apps in other cultural contexts.

Given the exploratory nature of this work, we did not consider ethnicity as a factor in our sample construction. However, when choosing interviewees from a pool of eligible participants, we did strive for diversity in ages, genders, professions, and educational backgrounds. Prior work [7] has not analyzed the effect of ethnicity either nor can a qualitative study of limited sample size such as ours yield robust findings relative to such a sensitive topic. That said, we recognize the profound importance of ethnicity in matters pertaining to the greater good and identify this as an important area for further research.

**Conclusion**

Given that pandemic tracking apps have been promoted as a useful tool for pandemic mitigation, it is likely that such apps will form the backbone of postpandemic infrastructure for public health surveillance. While it is clearly important to understand the short-term, pandemic-specific privacy concerns that arise from such apps, we contend that it is equally important to understand their long-term sociotechnical implications. People frame the use of pandemic tracking apps in terms of achieving a greater good: acceptable levels of public health. However, such framing is contextualized by a core trade-off with individual privacy. The trade-off reveals a deep-seated tension in the use of the greater good rationalization: the perception that pandemic tracking apps implicitly align with the data-hungry economics of surveillance capitalism. To make matters worse, people are resigned to viewing such alignment as inevitable, which may harm their trust in the institutions that provide health care. We highlight the relevance of analyzing privacy concerns when considering the potential routinization of apps for public health surveillance and call for the multidisciplinary application of medically influenced ethics in
the design, development, deployment, and data use of mHealth apps designated for everyday use.
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Abstract

Background: A range of mobile apps for anxiety have been developed in response to the high prevalence of anxiety disorders. Although the number of publicly available apps for anxiety is increasing, attrition rates among mobile apps are high. These apps must be engaging and relevant to end users to be effective; thus, engagement features and the ability to tailor delivery to the needs of individual users are key. However, our understanding of the functionality of these apps concerning engagement and tailoring features is limited.

Objective: The aim of this study is to review how cognitive behavioral elements are delivered by anxiety apps and their functionalities to support user engagement and tailoring based on user needs.

Methods: A systematic search for anxiety apps described as being based on cognitive behavioral therapy (CBT) was conducted on Android and iPhone marketplaces. Apps were included if they mentioned the use of CBT for anxiety-related disorders. We identified 597 apps, of which 36 met the inclusion criteria and were reviewed through direct use.

Results: Cognitive behavioral apps for anxiety incorporate a variety of functionalities, offer several engagement features, and integrate low-intensity CBT exercises. However, the provision of features to support engagement is highly uneven, and support is provided only for low-intensity CBT treatment. Cognitive behavioral elements combine various modalities to deliver intervention content and support the interactive delivery of these elements. Options for personalization are limited and restricted to goal selection upon beginning use or based on self-monitoring entries. Apps do not appear to provide individualized content to users based on their input.

Conclusions: Engagement and tailoring features can be significantly expanded in existing apps, which make limited use of social features and clinical support and do not use sophisticated features such as personalization based on sensor data. To guide the evolution of these interventions, further research is needed to explore the effectiveness of different types of engagement features and approaches to tailoring therapeutic content.

(JMIR Mhealth Uhealth 2021;9(10):e26712) doi:10.2196/26712
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Introduction

Background

Anxiety disorders are the most common type of mental health problem. Several studies have shown that cognitive behavioral therapy (CBT) is an effective treatment for anxiety disorders [1-4]. CBT focuses on a person’s cognitive processes (thoughts, images, beliefs, and attitudes) and behavior to recognize and address negative thinking patterns and beliefs. Depending on the specific anxiety disorder, different CBT techniques are weighted differently during therapy [3]. Unfortunately, only a minority of individuals with an anxiety disorder have access to treatment [5-7].

Internet adoption and advances in technology have led to an increase in research on internet-delivered CBT to make evidence-based psychotherapy more accessible and cost-effective [8,9]. Internet-delivered CBT is delivered via desktop computers, laptops, or tablets to help patients build core CBT knowledge and skills while reducing reliance on traditional face-to-face sessions [8]. Mobile apps provide a promising avenue for increasing access to mental health interventions. Apps can be used to deliver a range of intervention strategies, provide information about mental health, and enable real-time communication with health care professionals. Several studies have examined the effectiveness of delivering interventions using such apps [10,11]. These apps are likely to become increasingly sophisticated, and advances in technology have opened up possibilities for the delivery of just-in-time adaptive interventions that aim to provide the most beneficial interventions based on data collected from sensors or provided by users [12]. This creates opportunities for the delivery of deeply personalized interventions [13].

Although the number of mental health apps available is increasing, there are high attrition rates among mobile apps [14-16]. High attrition rates may be attributed to a lack of knowledge regarding the translation of treatment elements in CBT into engaging digital elements, the loss of a therapist-client relationship, the lack of individualized treatment, and the omission of important therapeutic components [8,17,18]. Hence, we need to understand the content in mental health apps from the viewpoint of not only evidence-based strategies but also of engagement elements and other features relevant to digital delivery.

Reviewing Mental Health Apps

The increased availability of mental health apps has motivated researchers to create guidelines for assessing such apps [19-22]. In addition, several papers have recently reviewed apps targeting a variety of mental health conditions, including depression [23-26], bipolar disorder [27], and anxiety disorders [28-33]. Previous reviews targeting anxiety disorders have aimed to assess the extent to which mobile apps are grounded in theory [30,31] or evaluate the extent of expert involvement in development [28,29,32]. Several reviews have also categorized different types of mobile apps [25,28] and identified the range and frequency of treatment elements available [34]. The results from these reviews have indicated that mobile apps for anxiety do not provide information on the source of their content [28] and often lack the involvement of health care professionals in their development [29]. Most apps are inconsistent with evidence-based treatment [30-32] and lack published studies on effectiveness [28]. The examination of sensors used to collect data or provide support based on collected data has received little attention among these studies. Only 1 app review that we are aware of has investigated the use of sensors—in a review of apps targeting children and adolescents with anxiety disorders [31].

A review that examined common treatment elements within depression and anxiety apps found that core treatment elements (eg, exposure and restructuring) were rarely included [34]. Looking beyond anxiety, CBT apps for depression offer an eclectic mix of features, including many that are not evidence-based. The apps offer limited CBT features—with their presence or absence not linked with expert involvement in app creation—and lack elements used in high-intensity interventions [23]. A study found that the utility of self-help CBT or behavioral activation apps is questionable, and their usability is highly variable; furthermore, apps are rarely accompanied by privacy policies [26]. Most apps targeting depression provide multiple functions [24,25], provide an interactive interface, and use text as the main type of media [25]. Similarly, the content of apps targeting bipolar disorder is not in line with practice guidelines, and most apps lack citations and privacy policies [27]. Consequently, the case for recommendation of available apps to users is not as strong as it could be.

The design of usable and effective mental health apps is a key challenge and depends on an understanding of what works, for whom, and under which circumstances. This requires a greater understanding of what these apps actually provide and what strategies they employ to engage and deliver treatment to users. Thus, there is a need to examine both the provision of features that encourage regular use and tailoring of content delivery to provide interaction that is both engaging and effective for particular users. As the concept of engagement research is broad and depends on the context that will be examined [35], we define engagement features as functionality that encourages regular use, makes app content more appealing, and in general, helps users stay engaged with therapy or the app itself. Tailoring in the context of technology-based interventions refers to the adjustment of technology-delivered self-help programs to suit the user’s needs, characteristics, and comorbidities of case formulation [36,37]. Within the context of anxiety apps, this relates primarily to the tailoring of content to specific user groups and needs.

Within the academic literature, the use of functionality based on sensors is seen as a key strategy for delivering more effective content in future systems [12,38-41]; therefore, any use of such features is of interest.

Objectives

The objectives of this study are to explore the functionality of publicly available mobile apps for anxiety that integrate CBT, with a focus on content delivery, including engagement and tailoring features. Although various studies have explored the evidence base of and evidence-based content in anxiety apps
[8,34,42], to our knowledge, no review of apps has been conducted exploring content delivery in apps for anxiety disorders.

Methods

Overview

Apps were identified through a systematic search of the two most widely used platforms: Android’s Google Play Store and Apple’s iOS App Store [16]. Initial searches were conducted in February 2020 to explore the inclusion criteria and analysis methodology. The corpus presented here is based on a final search conducted in June 2020. The search was based on the following keywords related to anxiety disorders: anxiety, stress, worry, phobia, and panic. In addition, we searched for the following keyword related to CBT: cognitive behavioural. Separate searches for each of these keywords were conducted on each app store and applied across all categories of apps.

Studies suggest that only a small number of users look beyond the first 10 ranked apps [43]. In addition, the first five apps for a given search term are the most downloaded [43]. Therefore, as a conservative approximation of those visible to potential users, only the first 50 results were included from each unique search. Search results for each of these keywords were automatically downloaded using scripts from the US version of Google Play and Apple’s App Store [44,45]. Recorded information included app name, description, price, developer name, average rating, and the number of user ratings.

Selection Criteria

We included apps that met the following criteria: (1) the app was in the health and fitness or medical category of the app store, (2) mentioned the use of CBT in the title or store description when we searched for anxiety-related keywords, (3) mentioned anxiety-related disorders when we searched for “cognitive behavioural,” (4) were currently available to download, and (5) were available in English. Apps were excluded if (6) they did not mention the treatment or management of anxiety-related symptoms in their description pages and (7) were last updated more than two years ago. We downloaded apps that were free or offered in-app purchases to have the broadest appeal because studies suggest that free apps are more likely to be downloaded than paid apps [46]. We coded both the free and premium features of these apps. Two reviewers reviewed a pilot sample of apps to clarify the inclusion criteria before proceeding. One reviewer independently applied the inclusion criteria. The study selection process is illustrated in Figure 1.

Figure 1. App selection process. CBT: cognitive behavioral therapy.
Data Extraction and Coding

Apps meeting the inclusion criteria were downloaded onto either a Samsung Galaxy S9 Plus (Android version 9) or an iPhone 8 Plus (iOS version 14.0). The American Psychiatric Association model for assessing mobile mental health apps was used as a starting point [19]. Descriptive characteristics related to the following features were extracted from the marketplaces: general background information (store, price, target audience, popularity, privacy and safety, accessibility, claimed scientific underpinning, and medical disclaimer). We assessed accessibility by manually checking each app to identify options relevant to visual, auditory, or motor impairment or explicitly termed accessibility options within the apps.

Engagement features were extracted using a classification from a review by Stawarz et al [23] on the functionality of CBT apps for depression. They examined the functionality of CBT apps for depression by recording both therapeutic and engagement features from their description pages. We recorded features that encourage regular use, make app content more appealing, and in general, help users to stay engaged with therapy or the app itself. In addition, we recorded CBT therapeutic features; 2 researchers independently indicated whether a given feature type represented a CBT component used in the treatment of anxiety, similar to other efforts used to characterize evidence-based app content [26,34,47]. In cases of disagreement, discussions between the authors were conducted until full agreement was established before proceeding. See Textbox 1 for definitions of how components were operationalized for study coders.

Textbox 1. Evidence-based treatment components within study apps.

<table>
<thead>
<tr>
<th>Psychoeducation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education about anxiety (definition, description of cycle of reinforcement, description of symptoms)</td>
</tr>
<tr>
<td>Education on the cognitive behavioral model</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Self-monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring cognition</td>
</tr>
<tr>
<td>Monitoring emotions or symptoms</td>
</tr>
<tr>
<td>Monitoring behaviors</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cognitive techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identifying thoughts</td>
</tr>
<tr>
<td>Cognitive restructuring</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Behavioral techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral activation</td>
</tr>
<tr>
<td>Behavioral experimentation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relaxation skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness exercises</td>
</tr>
<tr>
<td>Progressive muscle relaxation</td>
</tr>
<tr>
<td>Breathing exercises</td>
</tr>
</tbody>
</table>

A sample of apps was reviewed to identify functionality features; 10 apps were then open-coded to create the initial codebook. The codebook was refined following discussion with all authors, and all the apps were coded to the refined scheme. In cases of disagreement, discussions between the authors were conducted until full agreement was established before proceeding.

We coded general characteristics for each app, including target audience, popularity, privacy and safety, accessibility, claimed scientific underpinnings, and medical disclaimers. We coded six main types of functionality and recorded the engagement features—screening, self-monitoring, visualization of data entries, gamification, social features and support (immediate support and crisis support), and features used to deliver CBT treatment elements. We also recorded CBT treatment components, including psychoeducation, cognitive techniques, behavioral techniques, and relaxation skills.

In addition, we recorded tailoring features that aim to personalize treatment, for example, by delivering content targeted to individual user needs or allowing users to customize content based on their needs. We distinguished personalization and customization based on the nature of user involvement. Personalization is used to tailor the user’s experience based on their previous behaviors, whereas customization is initiated by users and allows the modification of app features based on their preferences. The codes covered five main types of tailoring functionality: interface customization, treatment-oriented customization, content tailoring offered immediately after installation (app-driven tailoring), tailoring based on...
self-monitoring entries (mood-driven personalization), and customization of push notifications. We also recorded (1) the use of sensors and (2) the provision of support based on sensor data. Textbox 2 lists the features identified in the apps in a hierarchical manner. See Textbox 3 for the classification of functionality and engagement features.

Textbox 2. Hierarchical organization of the results section.

<table>
<thead>
<tr>
<th>General characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Target audience</td>
</tr>
<tr>
<td>• Popularity</td>
</tr>
<tr>
<td>• Privacy and safety</td>
</tr>
<tr>
<td>• Accessibility</td>
</tr>
<tr>
<td>• Claimed scientific underpinning</td>
</tr>
<tr>
<td>• Medical disclaimer</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Screening</td>
</tr>
<tr>
<td>• Self-monitoring</td>
</tr>
<tr>
<td>• Visualization of data entries</td>
</tr>
<tr>
<td>• Gamification</td>
</tr>
<tr>
<td>• Social features and support</td>
</tr>
<tr>
<td>• Immediate support</td>
</tr>
<tr>
<td>• Crisis support</td>
</tr>
<tr>
<td>• Features used for delivery of cognitive behavioral therapy treatment elements</td>
</tr>
<tr>
<td>• Psychoeducation</td>
</tr>
<tr>
<td>• Cognitive techniques</td>
</tr>
<tr>
<td>• Behavioral techniques</td>
</tr>
<tr>
<td>• Relaxation skills</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tailoring features</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Interface customization</td>
</tr>
<tr>
<td>• Treatment-oriented customization</td>
</tr>
<tr>
<td>• App-driven tailoring</td>
</tr>
<tr>
<td>• Mood-driven personalization</td>
</tr>
<tr>
<td>• Customization of push notifications</td>
</tr>
</tbody>
</table>

Textbox 3. Functionality types and engagement features.

<table>
<thead>
<tr>
<th>Functionality and engagement features</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Screening</td>
</tr>
<tr>
<td>• Self-monitoring</td>
</tr>
<tr>
<td>• Data visualization: graphs and charts, reports supporting graphs and charts</td>
</tr>
<tr>
<td>• Gamification: games and gamification</td>
</tr>
<tr>
<td>• Tailoring: customization options, notifications, and reminders</td>
</tr>
<tr>
<td>• Social features and support: ability to share data with others, peer support, and ability to contact a therapist</td>
</tr>
<tr>
<td>• Features used for delivery of cognitive behavioral therapy treatment elements: chat with a bot, treatment program format, ability to add pictures and videos, audio content, video content, and question and answer interface</td>
</tr>
</tbody>
</table>
**Results**

**General Characteristics**

Of the 479 unique apps screened, 36 met the inclusion criteria (Figure 1), in a range similar to that found in other reviews [27,32]; 11 were available on the Android platform, 4 on the Apple Store, and 21 on both platforms. One app offered an Apple smartwatch version. The apps spanned two categories: health and fitness (26/36, 72%) and medical (10/36, 28%). None of the apps focused on a specific anxiety disorder. In total, 14 apps were free to download (14/36, 39%), and the rest (22/36, 61%) were free with in-app purchases. In-app purchases were offered mostly as monthly or yearly subscriptions (21/22, 95%). One of these apps offered the option of lifetime subscription.

Most apps identified through the app stores were last updated in the previous 6 months (27/36, 75%), and only nine apps were last updated before that period.

**Target Audience**

Both marketplaces provide formal age classification. The majority of Android apps in the sample were classified as being suitable for children ≥3 years (31/32, 97%), and only 1 app recommended parental guidance. Most apps (15/25, 60%) in the Apple Store were classified as being suitable for adolescents ≥12 years, 32% (8/25) for children ≥4 years, and 8% (2/25) for adolescents ≥17 years. In addition, 1 app recommended use for ages between 11 and 19 years and allowed use by younger children with the support of a carer, although it was classified as being suitable for children ≥3 years (Android) and 4 years (Apple).

**Popularity**

Most apps provided a rating score in the marketplace (33/36, 92%). The rating for most apps (out of 5 stars) was above 4.0 (26/33, 79%). Multimedia Appendix 1 provides information on app ratings. Two apps in the Android marketplace received an editor’s choice award and another received a standout well-being app award.

**Privacy and Safety**

Privacy policies were available, either in the app or as a link from the app store description for most apps (34/36, 94%). Two apps lacked a privacy policy, which means no protection for personal information or safeguards against misuse of mental health data. The privacy policy for 1 app was not in English. Of all the apps with a privacy policy, an account or password creation was mandatory for 9 (out of 35, 26%) and optional for 1 (out of 35, 3%). A total of 15 apps provided the option to set up a personal identification number (13/15, 87%) or biometric authentication (2/15, 13%). The setup for password protection was offered in the premium version for one app. The remaining apps did not provide any security features to restrict access to the data.

**Accessibility**

Most of the apps required an internet connection to function (24/36, 67%), and a small number (3/36, 8%) provided reduced functionality without an internet connection, which may disadvantage those without a reliable connection. Accessibility options for those with impaired vision or other disabilities were offered by only 2 apps (out of 36, 5%). One of these apps allowed the text size to be changed. The other app (Happify) offered a variety of options, including compatibility with assistive technology (such as voice assistants), high-contrast mode for those with low vision or color blindness, accessibility warnings for activities that require visual or audio interactions, font resize support for low-vision users, and the option to disable animations.

**Claimed Scientific Underpinning**

All the apps claimed in their description page to be designed based on validated psychological treatments. A total of 20 apps were designed to provide techniques based on CBT (20/36, 56%). The remainder integrated CBT techniques combined with other psychological treatment approaches, including positive psychology (5/36, 14%), acceptance and commitment therapy (4/36, 11%), and dialectical behavior therapy (3/36, 8%).

**Medical Disclaimer**

Most apps provided a medical disclaimer, indicating that the app was not a replacement for clinical treatment (21/36, 58%). A total of 15 apps did not provide any disclaimer on the marketplace or app’s website. In addition, 10 apps made the disclaimer easy to find and read by presenting it on the description page of the app on the marketplace (8/10, 80%) or when downloading the app (2/10, 20%). The remainder presented the disclaimer in their terms of use (4/11, 36%), on the app menu (5/11, 45%), or in the frequently asked questions section (2/11, 18%).

**Functionality Analysis**

**Functionality Types**

The following section discusses the functionality of the identified apps, with a focus on engagement and tailoring features. For all apps, we recorded details of features to support user engagement with therapy or the app itself offered in the free (Table 1) and premium versions (Table 2).
<table>
<thead>
<tr>
<th>App name</th>
<th>Visualization</th>
<th>Gamification</th>
<th>Customization</th>
<th>Social</th>
<th>Chatbot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bloom</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT Companion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT diary</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT Journey</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT MH</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT diary</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT Tools</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ClearFear</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT (2)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>De-stressMe</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ezeCBT</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FearTools</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FreeCBT</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Happify</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innerhour</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Life</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mindease</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mindshift</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodfit</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodnotes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodpath</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MoodSpace</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic Pit Stop</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pocketcoach</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflectly</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sanvello</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress &amp; Anxiety Companion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thoughts</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UpLift</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>What’s up</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Woebot</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WorryKit</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WorryTree</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wysa</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Youper</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aFeature present.*
Table 2. Engagement features available in the premium version of apps.

<table>
<thead>
<tr>
<th>App name</th>
<th>Therapist</th>
<th>Program</th>
<th>Data visualization</th>
<th>Reports</th>
<th>Data sharing</th>
<th>Support</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bloom</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>CBT diary</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>CBT Companion</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Happify</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Innerhour</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Mindshift</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Moodnotes</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Moodpath</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Pocketcoach</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Reflectly</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Sanvello</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>UpLift</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>What’s up</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>WorryTree</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Wysa</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Youper</td>
<td>✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓</td>
<td>✓✓✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
</tbody>
</table>

aFeature present.

Screening

In total, 12 (12/36, 33%) apps offered functionality to screen for a variety of psychological disorders using questionnaires. The screening was user-initiated for five apps. The remaining apps provided screening when downloading the app (5/12, 42%) or during app use (2/12, 17%). The purpose of the screening was to help users track and manage their progress and provide insights. In addition, 1 app offered screening to train the chatbot to learn which intervention strategies would be most relevant for each user.

Self-monitoring

Of the 36 apps, 22 (61%) offered functionality entailing tracking feelings (8/22, 36%), mood (11/22, 50%), emotions (1/22, 5%), or mood and anxiety levels (2/22, 9%). A diverse range of designs was used for self-monitoring. Common modalities included the use of emoticons or tags for different feelings, an avatar that changes based on interaction with it, and scales used to rate the intensity of different emotions. Colors were used to indicate the intensity of feelings and text to support the meaning of different emoticons. A total of 13 apps supported the entry of additional information related to the selected feeling, such as situations (4/13, 31%), factors (5/13, 38%), thoughts (3/13, 23%), or journal entries (1/13, 8%). The number of options for the selection of feelings differed among apps, with the majority presenting from 5 to 7 different feelings. Apps varied in how often users can track their mood and how mood tracking is presented. Tracking was unlimited and user-initiated in 20 apps. One app allowed 2 different types of tracking: daily tracking of worry level presented on the home page of the app, and mood tracking, which was triggered every time the user opened the chatbot feature of the app. All of the apps supported momentary tracking, with some allowing retrospective completion.

Visualization of Data Entries

A total of 30 apps provided ways to reflect on the data collected through the app. The apps offered a reflection on mood tracking data (20/30, 67%) or other kinds of data collected through the app (22/30, 73%), such as data from intervention tools. Color and emoticons were the most common elements used to display data on graphs. One app used cards showing a feeling and the factors related to that specific feeling. Other types of data included past entries in intervention tools (13/22, 59%), chatbot conversations (2/22, 9%), and frequency of app use (7/22, 32%). Customization options included the choice of the time range to display data (6/17, 35%), graph type (2/17, 12%), and selection of different variables (eg, mood vs sleep; 1/17, 6%). In addition, 3 apps provided weekly or monthly reports, including charts.

Gamification

Gamification techniques were integrated in 7 of the apps, including level upgrades (2/7, 29%), points (3/7, 43%), and badges (5/7, 71%) based on points earned from practicing different activities. One app mentioned that the reason for integrating points was to encourage regular use of the different activities. In addition, 1 app included a game to make negative thoughts concrete by knocking out negative feelings presented as cartoons.

Social Features and Support

All the apps were designed to function without professional guidance. Four of the apps offered the opportunity to involve health care experts by supporting access to counseling sessions either through the app (2/4, 50%) or over the internet with links.
to external websites in the premium version (2/4, 50%). In total, 15 apps allowed users to either share their data directly through the app with a therapist (2/15, 13%) or export and download data (13/15, 87%). Interestingly, 2 of the apps allowed for data sharing with wearable devices regarding mindfulness. Peer support was provided in five apps by integrating discussion and chat groups for various topics related to mental health. One of these apps required users to download another app for community features.

Immediate Support

Eight of the apps integrated a feature to provide additional momentary support. Seven of these apps provided a feature to access different intervention strategies to manage their mood and anxiety. A feature in one of the apps connected the user directly with an available professional through WhatsApp upon paying a “nominal” fee.

Crisis Support

In total, 14 apps offered in-app support via a feature that provided links to external support services and hotlines. One of the apps offered additional support by integrating a crisis feature that, apart from providing information on hotlines, created a safety plan and integrated a grounding technique for panic management. This feature presented different types of exercises (breathing, mindfulness, and physical exercises) through a chatbot. In another app, a chatbot presented resources on the screen when the user indicated a crisis by typing a specific word (ie, SOS). However, this feature was presented only when the user first used the app, potentially making it difficult to remember.

Features Used for Delivery of CBT Treatment Elements

Delivery Format

Six apps used the format of one or more treatment programs, each comprising a number of modules. Four of these apps provided a single treatment program, whereas the rest provided access to multiple treatment programs at any time. Users had to complete each module in the program to access the next module. An alternative delivery format, used by 5 apps, was to use a chatbot to deliver intervention strategies; in 2 cases, the chatbot was used to deliver intervention strategies based on self-monitoring entries.

One app that integrated a chatbot provided intervention strategies only in the premium version of the app. Table 3 lists the CBT elements identified in the apps.
Table 3. Cognitive behavioral therapy evidence-based elements available in the apps.

<table>
<thead>
<tr>
<th>App name</th>
<th>Psychoeducation</th>
<th>Self-monitoring</th>
<th>Cognitive</th>
<th>Behavioral</th>
<th>Relaxation skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bloom</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>CBT Companion</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>CBT diary</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT Journey</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT MH</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT diary</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT Tools</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ClearFear</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT (2)</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>De-stressMe</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ezeCBT</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FearTools</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>FreeCBT</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Happify</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innerhour</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Life</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mindease</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Mindshift</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Moodfit</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Moodnotes</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Moodpath</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>MoodSpace</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic Pit Stop</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pocketcoach</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflectly</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Sanvello</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Stress &amp; Anxiety Companion</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Thoughts</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UpLift</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>What’s up</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Woebot</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>WorryKit</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>WorryTree</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wysa</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Youper</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^aCheckmark denotes an element offered in the free version of the app.

^bBullet symbol denotes additional elements offered in the premium version of the app.

**Psychoeducation**

Most apps delivered psychoeducation material (21/36, 58%) using a distinct feature integrated into the apps (16/21, 76%). Modalities for the delivery of psychoeducation included the use of text (11/21, 52%) separated into chunks (6/21, 29%) accompanied by illustrations (3/21, 14%). One of these apps additionally offered video and audio delivery for...
psychoeducation. Two apps delivered psychoeducation using a question-and-answer interface. Another 2 offered psychoeducation through a chatbot using multiple-choice topic selection or through users’ interaction with the app (eg, after check-in assessments, to explain different intervention strategies).

Cognitive Techniques
Cognitive techniques were supported by 56% (20/36) of apps and were mainly delivered through structured exercises, providing suggestions and prompts based on previously entered data. Many cognitive techniques, such as cognitive restructuring, were implemented through textual representations of thoughts, lists of thinking traps, and cognitive distortions. One app allowed audio entries as an alternative. Some apps supported a greater degree of interactivity: for example, 1 app supported identifying negative thoughts by dragging a finger over words, and a window would appear with a selection of thinking traps. Two of the apps used a chatbot to deliver a cognitive exercise aimed at reducing the burden on users by delivering content based on data collected during app use. More specifically, one of the apps remembers and presents a rethink list with unhelpful thoughts previously provided by the user. The user can remove or add thoughts from the list. The other app remembers and presents the most frequent distortions identified by the user in the past, allowing them to decide what to work on.

Behavioral Techniques
Behavioral techniques supported (7/36, 19%) included behavioral activation, exposure, and action planning. For example, 2 apps supported behavioral activation, focusing on positive rewarding activities. In one app (Woebot), users, after identifying negative thoughts, could schedule an activity and rate their feelings after activity completion. The other app used a chatbot, issued text instructions, and suggested activities to be completed based on the setting (home or outside).

Relaxation Skills
Most apps supported relaxation skills such as breathing (14/36, 39%), relaxation (10/36, 28%), and mindfulness exercises (17/36, 47%). Relaxation and mindfulness exercises were provided using audio tracks or text instructions and illustrations. In 22% (8/36) of apps, breathing exercises were delivered using a breathing indicator that visually represented a full breath. For example, a circle expands as users inhale and contracts as they exhale. Interestingly, one of the apps monitored heart-rate variability through the application of a finger to the phone camera to detect changes in detected stress during the breathing exercise.

Tailoring: Customization and Personalization

Customization and Personalization Types
Table 4 shows the personalization offered across three types. We characterized customization as interface customization, treatment-oriented customization, and customization of data visualization.
Table 4. Tailoring of mobile apps.

<table>
<thead>
<tr>
<th>App name</th>
<th>App-driven</th>
<th>Mood-driven</th>
<th>Notifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bloom</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CBT Companion</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CBT diary</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CBT Journey</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CBT MH</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CBT diary</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CBT Tools</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ClearFear</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CBT (2)</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>De-stressMe</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ezeCBT</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>FearTools</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>FreeCBT</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Happify</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Innerhour</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Life</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mindease</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mindshift</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Moodfit</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Moodnotes</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Moodpath</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MoodSpace</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Panic Pit Stop</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Pocketcoach</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Reflectly</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sanvello</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Stress &amp; Anxiety Companion</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Thoughts</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>UpLift</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>What’s up</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Woebot</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>WorryKit</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>WorryTree</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Wysa</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Youper</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

*aPersonalization offered.

**Interface Customization**

In total, 24 apps allowed users to customize the app either at the beginning (14/24, 58%) or through a menu (24/24, 100%). Customization options covered user profiles (nicknames, avatars, and profile photo), user interface appearance (themes, display options, animations, and language), and technical features covering notifications and location tracking.

**Treatment-Oriented Customization**

Three apps allowed the customization of different treatment elements from the settings menu, such as adding, deactivating,
or changing the position of emotion management (1/24, 4%), hiding navigation arrows on a diary entry (1/24, 4%), enabling voice dictation for a thought diary (1/24, 4%), adding a therapist’s number (1/24, 4%), and stopping sharing data with a professional (1/24, 4%).

App-Driven Personalization
A total of 16 apps provided onboarding screens to educate users about the functions and benefits of each app. As part of this onboarding, nine apps allowed users to select the challenges or goals they wanted to work on (8/9, 89%) or request information about things that calm the user and phone numbers to be presented for emergency support (1/9, 11%). App-driven tailoring of app content was compulsory in 4 apps with no option to skip that step. Two apps did not provide information on the purpose of therapeutic tailoring.

Mood-Driven Personalization
Eleven apps suggested intervention strategies based on users’ self-monitoring data. The suggested intervention strategies were either randomized (3/11, 27%) or the same set of strategies (8/11, 73%) were presented to the users each time they tracked their mood, although in 1 chatbot-based intervention, the last activity practiced would also be suggested. Four of these apps presented intervention strategies only when low mood levels were indicated. One app allowed access to intervention strategies only in the premium version.

Customization of Notifications
Notifications are used to prompt users to interact with apps. Nineteen apps integrated notifications and prompted access to the intervention content. Three apps offered notifications for tracking only in the premium version. Notifications were provided at fixed times by the user (8/19, 42%), fixed times by the app (4/19, 21%), randomly (3/19, 16%), or in combination (4/19, 21%). Users could customize notification timing for different purposes, such as tracking (16/19, 84%), accessing intervention strategies (7/19, 37%), or accessing other app features (7/19, 37%). Two apps allowed the customization of the reminder message.

Discussion
General Findings
Despite increased scholarly interest in the review of apps for a variety of mental health conditions [23-33], this is the first study to examine the delivery of content in CBT apps for anxiety, with a focus on engagement and tailoring features.

The reviewed apps targeted a variety of anxiety conditions and were not designed to tackle a specific anxiety disorder (eg, general anxiety disorder), which may limit the degree to which treatment could be tailored to individual users. There is also confusion around the appropriate age for these apps. Most apps were in the health and fitness category. However, some apps were advertised in the medical category without providing a medical disclaimer. These findings align with the results of a recent review that explored the functionality of top-rated apps for depression [24].

Three of the apps received awards from the marketplace (Google Play Store) based on the quality of their design and overall functionality. However, there are no clear guidelines on how an app’s content quality is assessed.

Accessibility and Access
The results showed that accessibility was rarely considered when designing apps. The lack of consideration of accessibility during the design process potentially excludes a variety of users. To address accessibility issues, researchers have begun developing guidelines to gauge mobile app accessibility [48]. In addition, many apps cannot function or offer reduced functionality when an internet connection is not available. Several engagement features or full access to features are offered only in the premium version. Hence, valuable functionality is offered as a premium feature, and issues of access and cost should be addressed at the public health level.

Engagement With Apps and Therapeutic Content
Overall, our results indicate that self-monitoring and visualization were relatively well explored by the apps in the sample in comparison with other feature types. Screening was provided using multiple-choice questions without involving any engagement feature for that purpose, which suggests an assumption by designers that screening itself could potentially be engaging. Several types of self-monitoring functionality are used to make the process more appealing and easier to use by minimizing the completion time. A minority of apps made use of basic gamification techniques such as points, badges, and level upgrades, in line with those found in a recent review of gamification in mental health [49].

Human Support
Human support is a powerful mechanism for increasing engagement and enabling the tailoring of treatment. The most common engagement feature related to human support was the ability to share data through the app. A minority of apps provided some form of peer support feature, and for understandable reasons, the ability to contact a therapist was not offered in the free version of the apps. The therapeutic alliance is an important part of CBT treatment, and developing a relationship between a health care professional and a user could enhance the regular use of apps [50-52]. Further research is required to reveal the amount and type of clinician support needed to optimize the effectiveness of CBT for specific groups [8].

Delivery of CBT Elements
CBT elements use various features, such as audio and video, illustrations, and interactive screens, to increase engagement. By using multimedia elements and interactive exercises, we can enrich the therapy experience and support learning [39]. In particular, behavioral techniques can be enhanced through sensing.

The CBT apps identified in this review were designed to support low-intensity CBT exercises. Although a structured treatment program was offered by a minority of apps, studies have shown that mobile apps do not provide a full course of CBT but are limited to specific techniques [53]. Limited support for clinician
integration reduces the opportunity to use such apps in higher-intensity CBT.

Customization and Tailoring
Although the classifications in the existing literature on tailoring health interventions focus on the delivery of tailored messages [54,55], this study explored tailoring more broadly in the context of anxiety apps that adjust content to suit different groups and user needs. The majority of apps allowed the customization of the interface. However, customization options for CBT elements were lacking, with only 3 apps supporting this. The results showed that app-driven therapeutic tailoring is restricted to push notifications and goal selection, although CBT involves the individualization of treatment.

Many apps offered tailoring based on self-monitoring data by delivering intervention strategies to users. The results indicated that either the same set of strategies is presented after reporting a particular score in self-monitoring or intervention strategies are presented at random. Thus, there are opportunities for more interactive and integrated approaches that incorporate both user preferences and mood-based recommendations.

Sensors and Just-in-Time Intervention
Only one app used physiological sensing. Two of the apps provided helplines and resource information based on location data. This contrasts with the academic literature, in which much recent research concerns the vision of just-in-time adaptive interventions that allow the provision of intervention content when users are in need of support [12,56] and the interest in exploiting machine learning to optimize treatment delivery within mental health [57].

Improving Delivery Within CBT Apps for Anxiety
Engagement with apps may be increased if we target mobile apps to specific types of anxiety disorders and user needs to enhance the degree of tailored content to individual user needs. Greater interactivity, for example, through increased user agency or better use of gamification, could enhance engagement [35]. Human support offered through the apps should be enhanced to increase engagement with low-intensity CBT apps and explore mechanisms for use in higher-intensity treatment. Designers should consider accessibility issues and offline functionality to increase the potential reach of these systems to wider populations.

Evidence-Based Content and Effectiveness of Mobile Apps
The results showed that all apps claim in their description page to be designed based on validated psychological treatments. Previous research has shown that most apps are inconsistent with evidence-based treatments [30-32]. In addition, an app’s consistency with evidence-based treatment elements does not guarantee the efficacy and effectiveness of treatment elements delivered in an app-based format. Randomized controlled trials are considered to provide the most reliable evidence for the effectiveness of an intervention. However, these studies test the effectiveness of an intervention as a whole and do not examine the mechanisms that lead to improvement in one’s mental health state. Further research is thus required to determine the most effective functionality for delivering evidence-based treatment content. We hope that the breakdown of app functionality in this study will be useful as a starting point for such efforts. In addition to effectiveness, future work could also examine proximal outcomes, such as the impact of different features and evidence-based components on engagement.

Limitations
The search was based on US app stores and might not be representative of all anxiety apps available in the global market. This study focuses on apps integrating CBT elements and thus may have excluded potentially useful apps for people with anxiety. This review focused on investigating engagement features and tailoring of content; therefore, we did not evaluate the quality of content in the apps. We believe that by exploring the functionality of the apps for tailored and engaging delivery, our work complements existing research and can help inform future design efforts. Our results reflect consumer mobile apps available in the marketplace rather than the current state-of-the-art in research.

Conclusions
Although apps integrate a range of functionalities and engagement features, the provision of these features is highly uneven. Self-monitoring and visualization are relatively well explored, with social features and human support rarely integrated. Our results show that, within currently available apps, accessibility is neglected, and tailoring options are limited. Furthermore, consumer apps do not currently take advantage of the technological capabilities of smartphones to deliver just-in-time interventions at opportune moments [12]. Future research should explore strategies for tailoring therapeutic content and involving clinicians to facilitate user engagement.
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Abstract

Background: Prenatal genetic testing is an essential part of routine prenatal care. Yet, obstetricians often lack the time to provide comprehensive prenatal genetic testing education to their patients. Pregnant women lack prenatal genetic testing knowledge, which may hinder informed decision-making during their pregnancies. Due to the rapid growth of technology, mobile apps are a potentially valuable educational tool through which pregnant women can learn about prenatal genetic testing and improve the quality of their communication with obstetricians. The characteristics, quality, and number of available apps containing prenatal genetic testing information are, however, unknown.

Objective: This study aims to conduct a first review to identify, evaluate, and summarize currently available mobile apps that contain prenatal genetic testing information using a systematic approach.

Methods: We searched both the Apple App Store and Google Play for mobile apps containing prenatal genetic testing information. The quality of apps was assessed based on the criteria adopted from two commonly used and validated mobile app scoring systems, including the Mobile Application Rating Scale (MARS) and the APPLICATIONS evaluation criteria.

Results: A total of 64 mobile apps were identified. Of these, only 2 apps were developed for a specific prenatal genetic test. All others were either pregnancy-related (61/64, 95%) or genetics-related (1/64, 2%) apps that provided prenatal genetic testing information. The majority of the apps (49/64, 77%) were developed by commercial companies. The mean quality assessment score of the included apps was 13.5 (SD 2.9), which was equal to the average of possible theoretical score. Overall, the main weaknesses of mobile apps in this review included the limited number of prenatal genetic tests mentioned; incomprehensiveness of testing information; unreliable and missing information sources; absence of developmental testing with users (not evidence based); high level of readability; and the lack of visual information, customization, and a text search field.

Conclusions: Our findings suggest that the quality of mobile apps with prenatal genetic testing information must be improved and that pregnant women should be cautious when using these apps for prenatal genetic testing information. Obstetricians should carefully examine mobile apps before referring any of them to their patients for use as an educational tool. Both improving the
Prenatal genetic testing, a set of genetic tests used to detect potential fetal disease risk, is an essential part of routine prenatal care [1,2]. Information provided by these tests allows pregnant women to make informed decisions about their pregnancy, including preparation for affected births, early management of infants with genetic disorders, and termination of affected pregnancies [1,3-5]. Although prenatal genetic testing is important for pregnant women, obstetricians often have insufficient time to provide comprehensive education about prenatal genetic testing in prenatal care [6,7]. Studies have found that pregnant women lack prenatal genetic testing knowledge, which may hinder informed decision-making during their pregnancies [4,8,9].

Mobile apps have been used to assist patients in accessing health information, facilitate engagement with their physicians, and strengthen patient-provider communication and relationships [10-12]. Lay people also perceive health information provided by apps to be accurate and trustworthy [13]. Among apps with medical information, pregnancy-related apps are the most common [14,15]. Nevertheless, the characteristics, quality, and number of available apps containing prenatal genetic testing information are unknown.

To fill this knowledge gap, we used a systematic approach to identify existing apps containing prenatal genetic testing information and summarize their characteristics. We then adapted existing app evaluation tools [16-18] to evaluate the quality of these apps. We believe our findings will have the potential to help obstetricians become familiar with prenatal genetic testing apps and make recommendations to their patients. Our results can assist researchers and app developers to recognize the strengths and limitations of existing apps that contain information pertaining to prenatal genetic testing, as well as to design apps that better meet the needs of pregnant women.

**Methods**

**Overview**

Because this study did not involve risk to human subjects, it was exempted from institutional review board oversight at Texas A&M University. A prenatal genetic counselor at a large medical center and a certified health education specialist who is an expert in prenatal genetic education guided, oversaw, and reviewed the research process and findings.

**App Search**

Figure 1 summarizes the search, screening, and selection procedures for the eligible prenatal genetic testing apps. Specifically, this process included four steps. First, 3 members of the research team (KW, RA, and JG) conducted a search on both the Apple App Store (iOS) and Google Play (Android) for apps with prenatal genetic testing information, between January 28, 2020, and March 23, 2020. The following search terms were used: “pregnancy,” “prenatal,” “pregnant,” “genetic testing,” “genetic screening,” “pregnancy screening,” “prenatal screening,” “prenatal screening test,” “prenatal diagnostic test,” “carrier testing,” “expanded carrier screening,” “amniocentesis,” “chorionic villus sampling,” “non-invasive prenatal testing,” “non-invasive prenatal screening,” “cell free DNA screening,” “cell free DNA testing,” “MaterniT21,” “Harmony,” “Panorama,” “QNatal,” “percutaneous umbilical blood sampling,” “cordocentesis,” “nuchal translucency scan,” “nuchal translucency ultrasound,” “quad screen,” “quadruple screen,” “quadruple test,” “first-trimester screening,” “second-trimester screening,” “modified sequential screening,” “sequential screening,” “alpha-fetoprotein screening,” “maternal serum screening,” “prenatal genetic screening test,” “prenatal genetic screening,” and “prenatal genetic testing”.

A total of 3795 apps were identified. In the second step, we used very few exclusion criteria for the initial screening in order to maximize the number of potential apps selected. A total of 2902 apps were excluded using the following exclusion criteria: (1) apps that were not relevant to prenatal genetic testing, pregnancy, and/or genetics, and (2) apps that were not in English. In the third step, we excluded apps that were duplicated within the Apple App Store (iOS) and in Google Play (Android). In the fourth step, a total of 414 apps were downloaded and thoroughly assessed. Among these, 28 apps were excluded because of workability issues, such as apps that could not be successfully downloaded or opened, and/or those that needed a specific user account from a hospital or clinic for access. Moreover, 284 apps were excluded due to the lack of prenatal genetic testing information, and 38 apps were excluded because of their duplication in both the Apple App Store and Google Play. Thus, our final sample consisted of 64 apps.
Figure 1. The selection process of mobile apps containing prenatal genetic testing information. aThe apps were excluded by reading the app titles and descriptions.

Data Extraction
The entire research team assessed, extracted, and summarized detailed information from the included 64 apps (Multimedia Appendix 1). Extracted information included app name, operating system (ie, iOS or Android), app description, types of prenatal genetic testing mentioned in those apps, prenatal genetic test procedures mentioned therein, information on the timing of prenatal genetic tests, reliability or accuracy of prenatal genetic tests included, interpretation of the results of those prenatal genetic tests, specific disorders mentioned, prenatal genetic testing information citations, customer ratings, and cost. Moreover, according to the Mobile Application Rating Scale (MARS) app classification [18], we also extracted the app developer information (ie, details of the commercial company, hospital, or nongovernmental organization). Finally, based on the content of the apps, we utilized the Flesch-Kincaid grade level assessment to determine the readability level of the apps selected for further analysis.

App Quality Assessment
To evaluate the quality of the selected apps, we developed the App Quality Assessment Scoring System (AQASS) by adapting two common app evaluation tools—MARS [18] and the “APPLICATIONS” evaluation criteria [16,17]. The AQASS was used to assess 16 items in each app, including the number of prenatal genetic tests mentioned, comprehensiveness, information quality, quality of information sources, evidence base, readability, visual prenatal genetic testing information, customization, interactivity, text search field, ease of navigation, app layout, visual appeal, interdevice compatibility, connectivity, and price. Table 1 lists the detailed criteria for each item in AQASS. Possible AQASS scores ranged from 0 to 27, with a higher score representing higher app quality. Following the reliability checking procedure outlined in previous research [19,20], 2 raters on the team (RA and HH) used the AQASS criteria to independently score each app, after which interrater reliability was assessed using the Gwet AC1 calculation [21]. Findings suggest a strong interrater reliability between the two raters with a coefficient of 0.86 [22].
Table 1. App Quality Assessment Scoring System (AQASS) ratings of mobile apps (N=64) containing prenatal genetic testing information.

<table>
<thead>
<tr>
<th>Criterion and description</th>
<th>AQASS score</th>
<th>Frequency distribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of prenatal genetic tests mentioned</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using the general term “(prenatal) genetic testing” only</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>1-5 prenatal genetic tests</td>
<td>1</td>
<td>67</td>
</tr>
<tr>
<td>6-10 prenatal genetic tests</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>All 10 prenatal genetic tests</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td><strong>Comprehensiveness of information</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only mentioned the name of the prenatal genetic test</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Having information in 1 or 2 of the following 5 categories: test procedures, timing of</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>the tests, reliability or accuracy of the tests, interpretation of test results, and</td>
<td></td>
<td></td>
</tr>
<tr>
<td>specific diseases or conditions to be tested for</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having information in 3 or 4 of the following 5 categories: test procedures, timing of</td>
<td>2</td>
<td>38</td>
</tr>
<tr>
<td>the tests, reliability or accuracy of the tests, interpretation of test results, and</td>
<td></td>
<td></td>
</tr>
<tr>
<td>specific diseases or conditions to be tested for</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having information in all of the following categories: test procedures, timing of the</td>
<td>3</td>
<td>36</td>
</tr>
<tr>
<td>tests, reliability or accuracy of the tests, interpretation of test results, and specific</td>
<td></td>
<td></td>
</tr>
<tr>
<td>diseases or conditions to be tested for</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Quality of information</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information too general to assess quality</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Most information is incorrect</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Some incorrect and/or out-of-date information</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>Correct and up-to-date information</td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td><strong>Reliable information sources</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No reference identified</td>
<td>0</td>
<td>75</td>
</tr>
<tr>
<td>Questionable/unreliable source(s)</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Source from hospitals, specific obstetricians-gynecologists, or peer reviewed articles</td>
<td>2</td>
<td>13</td>
</tr>
<tr>
<td>Source from authoritative organizations, such as the American College of Obstetricians</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>and Gynecologists</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Evidence base</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App had not been trialed or tested</td>
<td>0</td>
<td>98</td>
</tr>
<tr>
<td>App had been tested (eg, acceptability, usability, and satisfaction ratings) and had</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>positive outcomes in studies that were not randomized control trials (RCTs), and there</td>
<td></td>
<td></td>
</tr>
<tr>
<td>was no contradictory evidence.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>App had been trialed and outcome tested in 1-2 RCTs indicating positive results</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>App had been trialed and outcome tested in &gt;3 high quality RCTs indicating positive results</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td><strong>Readability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>&gt;6th grade</td>
<td>1</td>
<td>95</td>
</tr>
<tr>
<td>≤6th grade</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td><strong>Visual information</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>0</td>
<td>92</td>
</tr>
<tr>
<td>Present</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td><strong>Customization</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Present</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Criterion and description</td>
<td>AQASS score</td>
<td>Frequency distribution (%)</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-------------</td>
<td>----------------------------</td>
</tr>
<tr>
<td><strong>Interactivity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>0</td>
<td>31</td>
</tr>
<tr>
<td>Present</td>
<td>1</td>
<td>69</td>
</tr>
<tr>
<td><strong>Text search function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>0</td>
<td>61</td>
</tr>
<tr>
<td>Present</td>
<td>1</td>
<td>39</td>
</tr>
<tr>
<td><strong>Navigation ease</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hard to navigate</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>Easy to navigate</td>
<td>1</td>
<td>86</td>
</tr>
<tr>
<td><strong>Layout of the app</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inappropriate, unclear, and/or</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>some options difficult to select,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>locate, find, or read</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Appropriate, clear, and able to</td>
<td>1</td>
<td>97</td>
</tr>
<tr>
<td>select, locate, find, or read</td>
<td></td>
<td></td>
</tr>
<tr>
<td>items</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Visual appeal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unprofessional or unappealing</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Professional and appealing</td>
<td>1</td>
<td>98</td>
</tr>
<tr>
<td><strong>Interdevice compatibility</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone or Android phone</td>
<td>0</td>
<td>41</td>
</tr>
<tr>
<td>iPhone and Android phone</td>
<td>1</td>
<td>59</td>
</tr>
<tr>
<td><strong>Connectivity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet not required</td>
<td>0</td>
<td>58</td>
</tr>
<tr>
<td>Internet required</td>
<td>1</td>
<td>42</td>
</tr>
<tr>
<td><strong>Price</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paid</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Free</td>
<td>1</td>
<td>100</td>
</tr>
</tbody>
</table>

Readability was assessed by Flesch-Kincaid grade level assessment. According to Weiss [23], mobile health apps are recommended to have a reading level of sixth grade or below for general public use.

App did not have enough text and/or complete sentences to allow for the calculation of Flesch-Kincaid grade level for readability.

Visual information was defined as the presence in the app of photos, images, tables, figures, and videos to demonstrate pregame genetic tests.

Customization referred to a function that allows users to input prenatal genetic test results, testing dates, and other information in settings or preferences of the mobile app.

Interactivity allowed users to provide feedback to the developers, offer reminders on the timing of prenatal genetic testing, have a chatroom function, and allow sharing information onto the social media.

**Results**

Among 64 evaluated apps, only 2 (3.1%) apps were specifically developed for prenatal genetic testing. NIPT Insights, developed by Five Minutes Ltd., introduced noninvasive prenatal testing (NIPT) and compared it with first-trimester screening, triple/quadruplet screening, anatomy ultrasound, chorionic villus sampling (CVS), and amniocentesis. Similarly, cfDNA Predictive Value Calculator (Perinatal Quality Foundation) offered links to a number of scientific articles regarding NIPT, and it provided users with the ability to calculate both positive and negative predictive values of NIPT. All other apps that provided prenatal genetic testing information were either pregnancy-related (61/64, 95%) or genetics (1/64, 2%) apps.

Table 2 summarizes the key characteristics of those 64 apps. Specifically, all 64 apps could be downloaded at no cost. Of these, 5 (8%) offered an optional upgrade, which were downloaded and assessed. However, upgrading did not provide any further prenatal genetic testing information. The majority of the apps (49/64, 77%) were created by commercial companies, and over half of the apps (38/64, 59%) were compatible with both the Android and iOS operating systems. Only 52 (81%) apps had a customer rating. With a theoretical range of 1 to 5 stars, the mean rating was 4.5 (SD 0.6; range 2.0-5.0).
Table 2. Descriptive statistics of the mobile apps (N=64) containing prenatal genetic testing information.

<table>
<thead>
<tr>
<th>Characteristic and category</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of developer</strong></td>
<td></td>
</tr>
<tr>
<td>App created by commercial companies</td>
<td>49 (77)</td>
</tr>
<tr>
<td>App created by hospitals</td>
<td>11 (17)</td>
</tr>
<tr>
<td>App created by non-governmental organizations</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Apps created by the government (ie, California Department of Public Health)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Operating system</strong></td>
<td></td>
</tr>
<tr>
<td>Android only</td>
<td>15 (23)</td>
</tr>
<tr>
<td>iOS only</td>
<td>11 (17)</td>
</tr>
<tr>
<td>Android and iOS</td>
<td>38 (59)</td>
</tr>
<tr>
<td><strong>Type of prenatal genetic tests mentioned</strong></td>
<td></td>
</tr>
<tr>
<td>Amniocentesis</td>
<td>49 (77)</td>
</tr>
<tr>
<td>CVS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>49 (77)</td>
</tr>
<tr>
<td>First trimester screening (NT&lt;sup&gt;b&lt;/sup&gt; screening)</td>
<td>46 (72)</td>
</tr>
<tr>
<td>Triple/quad screening</td>
<td>44 (69)</td>
</tr>
<tr>
<td>Cell-free DNA testing or NIPT&lt;sup&gt;c&lt;/sup&gt;</td>
<td>35 (55)</td>
</tr>
<tr>
<td>Anatomy ultrasound</td>
<td>26 (41)</td>
</tr>
<tr>
<td>Cordocentesis</td>
<td>10 (16)</td>
</tr>
<tr>
<td>Expanded carrier screening</td>
<td>8 (13)</td>
</tr>
<tr>
<td>First trimester screening (blood test)</td>
<td>8 (13)</td>
</tr>
<tr>
<td>Genetic screening (prenatal) in general</td>
<td>7 (11)</td>
</tr>
<tr>
<td>Carrier screening</td>
<td>6 (9)</td>
</tr>
<tr>
<td><strong>Prenatal genetic test procedures mentioned</strong></td>
<td></td>
</tr>
<tr>
<td>Amniocentesis</td>
<td>37 (58)</td>
</tr>
<tr>
<td>CVS</td>
<td>36 (56)</td>
</tr>
<tr>
<td>First trimester screening (NT screening)</td>
<td>34 (53)</td>
</tr>
<tr>
<td>Cell-free DNA testing or NIPT</td>
<td>25 (39)</td>
</tr>
<tr>
<td>Triple/quad screening</td>
<td>17 (27)</td>
</tr>
<tr>
<td>Cordocentesis</td>
<td>9 (14)</td>
</tr>
<tr>
<td>Anatomy ultrasound</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Carrier screening</td>
<td>4 (6)</td>
</tr>
<tr>
<td>First trimester screening (blood test)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Expanded carrier screening</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Not reported</td>
<td>17 (27)</td>
</tr>
<tr>
<td><strong>Timing of prenatal genetic tests mentioned</strong></td>
<td></td>
</tr>
<tr>
<td>CVS</td>
<td>45 (70)</td>
</tr>
<tr>
<td>Amniocentesis</td>
<td>44 (69)</td>
</tr>
<tr>
<td>First trimester screening (NT screening)</td>
<td>40 (63)</td>
</tr>
<tr>
<td>Triple/quad screening</td>
<td>38 (59)</td>
</tr>
<tr>
<td>Cell-free DNA testing or NIPT</td>
<td>31 (48)</td>
</tr>
<tr>
<td>Anatomy ultrasound</td>
<td>23 (36)</td>
</tr>
<tr>
<td>Cordocentesis</td>
<td>9 (14)</td>
</tr>
<tr>
<td>Characteristic and category</td>
<td>Value, n (%)</td>
</tr>
<tr>
<td>----------------------------------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>First trimester screening (blood test)</td>
<td>8 (13)</td>
</tr>
<tr>
<td>Carrier screening</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Expanded carrier screening</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Genetic screening (prenatal) in general</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Not reported</td>
<td>5 (8)</td>
</tr>
</tbody>
</table>

**Reliability or accuracy of prenatal genetic tests mentioned**

<table>
<thead>
<tr>
<th>Test</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell-free DNA testing or NIPT</td>
<td>23 (36)</td>
</tr>
<tr>
<td>Amniocentesis</td>
<td>21 (33)</td>
</tr>
<tr>
<td>First trimester screening (NT screening)</td>
<td>13 (20)</td>
</tr>
<tr>
<td>CVS</td>
<td>12 (19)</td>
</tr>
<tr>
<td>Triple/quad screening</td>
<td>12 (19)</td>
</tr>
<tr>
<td>Cordocentesis</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Carrier screening</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Expanded carrier screening</td>
<td>1 (2)</td>
</tr>
<tr>
<td>First trimester screening (blood test)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Anatomy ultrasound</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Not reported</td>
<td>33 (52)</td>
</tr>
</tbody>
</table>

**Interpretation of potential results of prenatal genetic tests**

<table>
<thead>
<tr>
<th>Test</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triple/quad screening</td>
<td>19 (30)</td>
</tr>
<tr>
<td>Cell-free DNA testing or NIPT</td>
<td>13 (20)</td>
</tr>
<tr>
<td>Amniocentesis</td>
<td>12 (19)</td>
</tr>
<tr>
<td>First trimester screening (NT screening)</td>
<td>9 (14)</td>
</tr>
<tr>
<td>Expanded carrier screening</td>
<td>8 (13)</td>
</tr>
<tr>
<td>CVS</td>
<td>8 (13)</td>
</tr>
<tr>
<td>Carrier screening</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Genetic screening (prenatal) in general</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Not reported</td>
<td>36 (56)</td>
</tr>
</tbody>
</table>

**Specific disorder(s) mentioned**

<table>
<thead>
<tr>
<th>Disorder</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trisomy 21 (Down syndrome)</td>
<td>53 (83)</td>
</tr>
<tr>
<td>Trisomy 18 (Edward syndrome)</td>
<td>33 (52)</td>
</tr>
<tr>
<td>Cystic fibrosis</td>
<td>29 (45)</td>
</tr>
<tr>
<td>Trisomy 13 (Patau syndrome)</td>
<td>18 (28)</td>
</tr>
<tr>
<td>Sickle cell anemia</td>
<td>14 (22)</td>
</tr>
<tr>
<td>Tay-Sachs disease</td>
<td>11 (17)</td>
</tr>
<tr>
<td>Spinal muscular atrophy</td>
<td>8 (13)</td>
</tr>
<tr>
<td>Neural tube defect (general)</td>
<td></td>
</tr>
<tr>
<td>Spina bifida</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Anencephaly</td>
<td>15 (23)</td>
</tr>
<tr>
<td>Thalassemia</td>
<td>6 (9)</td>
</tr>
<tr>
<td>Thalassemia</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Fragile X syndrome</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Huntington disease</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Muscular dystrophy</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Klinefelter syndrome</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>
A total of 10 different types of prenatal genetic tests were mentioned across all apps, including carrier screening, expanded carrier screening, first-trimester screening (blood test), first-trimester screening (nuchal translucency screening), cell-free DNA testing or NIPT, CVS, amniocentesis, triple/quad screening, anatomy ultrasound, and cordocentesis/percutaneous umbilical blood sampling. Amniocentesis and CVS were most common types of prenatal genetic tests referred to in apps (49/64, 77% for both), whereas carrier screening (6/64, 9%) was the least mentioned.

All apps specifically referred to 17 genetic disorders tested for by prenatal genetic testing; these included testing for the following disorders: trisomy 21 (53/64, 83%), trisomy 18 (33/64, 52%), cystic fibrosis (29/64, 45%), trisomy 13 (18/64, 28%), spina bifida (15/64, 23%), sickle cell anemia (14/64, 22%), Tay-Sachs disease (11/64, 17%), spinal muscular atrophy (8/64, 13%), anencephaly (6/64, 9%), neural tube defect as a general term (3/64, 5%), thalassemia (3/64, 5%), Fragile X syndrome (2/64, 3%), Klinefelter syndrome (1/64, 2%), Turner syndrome (1/64, 2%), Prader-Willi syndrome (1/64, 2%), trisomy 16 (1/64, 2%), and Turner syndrome (1/64, 2%). Nevertheless, 14.1% (9/64) of the apps did not mention any genetic disorders that could be identified by prenatal genetic testing. Information that was missing in the reviewed apps included context about the interpretation of test results (36/64, 56%), the reliability or the accuracy of prenatal genetic tests (33/64, 52%), testing procedures (17/64, 27%), and testing time (5/64, 8%). In terms of references and citations found in these apps, only 14 of 64 apps (22%) included reliable sources (eg, the Mayo Clinic, the American Pregnancy Association, and the American College of Obstetricians and Gynecologists [ACOG]) to support their prenatal genetic testing information.

Table 1 summarizes the AQASS ratings for the quality of the 64 apps we evaluated. With a possible score range of 0 to 27, the mean score for all apps was 13.5 (SD 2.89; range 5-18). In particular, a majority of the apps were found to be visually appealing (63/64, 98%), have appropriate and clear layouts (62/64, 97%), easy to navigate (55/64, 86%), contain interactivity functions (44/64, 69%), and require no internet to access once downloaded (37/64, 58%). Nevertheless, none of the apps included all types of prenatal genetic tests. Most apps (43/64, 67%) reported only 1 to 5 types of prenatal genetic tests. Only 23 (36%) of all the evaluated apps addressed procedures, timing, reliability or accuracy, and interpretation of the results of the prenatal genetic tests. Although 45 (70%) of the apps presented correct and up-to-date information, merely 8 apps (13%) provided reliable information sources from hospitals, specific obstetricians-gynecologists, and/or peer reviewed articles, or referenced authoritative organizations such as the ACOG (6/64, 9%). Furthermore, a large percentage of the apps had a reading level higher than the sixth grade (61/64, 95%), did not include any visual information for prenatal genetic testing (eg, photos, images, tables, figures, and videos) (59/64, 92%), and lacked a text search field (59/64, 92%). None of the apps had a customization function to allow for the tailoring of the prenatal genetic information to the patients’ circumstances (eg, inputting gestational weeks as well as prenatal genetic testing dates and results in settings or preferences). Nearly all apps (63/64, 98%) had not been tested by research studies to determine their quality and efficacy.

### Discussion

#### Principal Findings

It is important for pregnant women to understand prenatal genetic testing in order to make informed decisions about whether or not to utilize these tests during their pregnancy [4]. Apps are a potential educational tool to help pregnant women understand such complex information [24]. To our knowledge, our study is the first systematic review of apps containing prenatal genetic testing information. We found 64 apps currently available that provide information about prenatal genetic testing.
Nevertheless, none of those apps presented comprehensive information about all prenatal genetic tests.

Our results showed that commercial companies had developed the majority of the 64 apps with prenatal genetic testing information we found. We also noticed that approximately one-third of all evaluated apps contained incorrect and/or out-of-date information. It is recommended that developers in commercial companies collaborate with a team of health care professionals, including obstetricians, geneticists, and genetic counselors to design apps with accurate and up-to-date information. Moreover, due to the rapid advancement of genomic technologies, information and guidelines regarding prenatal genetic testing may evolve periodically [25]. Thus, developers should review their apps constantly and update information as needed.

The average AQASS score of the 64 apps containing prenatal genetic testing information for our final sample was 13.5, which was equal to the mean score of the possible theoretical AQASS score (range 0-27). This low score was in line with a previous review that suggested that the quality of genetics and genomics apps that need improvement [19]. The low scores of the apps we evaluated was mainly due to the limited number of prenatal genetic tests mentioned, incomprehensiveness of testing information, unreliable and missing information sources; absence of developmental and clinical testing with users; high readability levels; and the lack of visual information presented, customization options, and a text search field.

Unfortunately, the regulation of health apps has not been well established in the United States. Although the Food and Drug Administration (FDA) has published a policy regulating medical health apps, only mobile apps classified as medical devices are currently under federal oversight and require the FDA approval before they are released to the public [26,27]. Because the FDA does not regulate health apps focused on providing health information [26,27], the often-low quality we found in these apps that include information of prenatal genetic testing can cause pregnant women to be exposed to incomplete, unreliable information regarding prenatal genetic testing. As such, comprehensive regulatory standards and guidelines for these apps are urgently required.

Clinical and Research Implications

Our study has important clinical and research implications. First, due to the lack of high-quality and comprehensive apps that provide prenatal genetic testing information, we caution obstetricians to be prepared to address the questions raised by patients who may have previously obtained incorrect and incomplete information from those apps. Second, obstetricians should also be aware of the limitations of the apps with prenatal genetic testing information when communicating with their patients. Moreover, establishing policies to regulate apps that include prenatal genetic testing information is warranted. Finally, from both research and clinical standpoints, the creation of a high-quality app specifically designed for prenatal genetic testing that has been evaluated using a randomized control trial to test its efficacy in improving pregnant women’s prenatal genetic testing decision-making is recommended.

Strengths and Limitations

There are several limitations to this study. As we only reviewed apps with information on prenatal genetic testing in English, there may be apps developed in languages other than English that were not included in this review. Similarly, our app search was conducted in the United States. Future researchers may consider changing platform and search settings to include apps available in countries outside the United States to allow for a broader search. Furthermore, as a team, we carefully conducted the app search together and asked 3 additional researchers to independently check our search results. Some apps, however, may have been overlooked. As the app search was concluded on March 23, 2020, new apps with prenatal genetic testing information may have become available after that date.

Despite these limitations, this study has a number of strengths. It is a unique study and the first of its kind attempting to identify apps containing prenatal genetic testing information. After screening a total of 3795 apps on the Apple App Store and Google Play platforms, we identified 64 apps. In addition, we also carefully examined each app to present a thorough summary of the information they contained. Beyond reporting the characteristics of the identified apps, we developed the AQASS to capture a detailed overview of the quality of the apps we reviewed, as most apps were not created with the primary purpose of conveying prenatal genetic testing to pregnant women. Our AQASS was based on commonly used and validated app scoring systems (ie, MARS and APPLICATIONS) [16-18]. We adopted both these systems because several items of MARS (eg, “Quality of information: Is app content correct, well written, and relevant to the goal/topic of the app?”) and APPLICATIONS (eg, “advertisements” and “subjective presentation”) were not applicable to the evaluation of the apps that provide prenatal genetic testing information in our study. Conversely, some items from either MARS (eg, “Evidence base: Has the app been trialed/tested?”) or APPLICATIONS (eg, “connectivity” and “navigation ease”) were found to be suitable for the evaluation of apps that include information on prenatal genetic testing. Beyond the use of AQASS for our study, it can also be adopted to assess other apps that were not originally designed to primarily address the specific topic under evaluation. It should be noted that the reliability and validity of AQASS also need to be further examined in the future.

Conclusions

This study is the first to extensively search apps containing information on prenatal genetic testing in both the Apple App Store and Google Play, summarize their characteristics, and assess their quality. We identified 64 available apps containing information about prenatal genetic testing and found that the quality of those apps needs to be improved. Additionally, none of the apps we evaluated were specifically designed to introduce all prenatal genetic tests. As such, pregnant women should be cautious when using these apps for prenatal genetic testing information. Obstetricians should carefully examine apps before any recommendation is made for their use as an educational tool. Improving the quality of existing apps and developing new, evidence-based, high-quality apps with a targeted focus
on prenatal genetic testing is strongly recommended in the future.
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Abstract

Background: Nonadherence to treatment remains a barrier to tuberculosis (TB) control. Directly observed therapy (DOT) is the standard for monitoring adherence to TB treatment worldwide, but its implementation is challenging, especially in resource-limited settings. DOT is labor-intensive and inconvenient to both patients and health care workers. Video DOT (VDOT) is a novel patient-centered alternative that uses mobile technology to observe patients taking medication remotely. However, the perceptions and acceptability of potential end users have not been evaluated in Africa.

Objective: This study explores stakeholders’ acceptability of, as well as perceptions of potential benefits of and barriers to, using VDOT to inform a pilot study for monitoring patients with TB in urban Uganda.

Methods: An exploratory, qualitative, cross-sectional study with an exit survey was conducted in Kampala, Uganda, from April to May 2018. We conducted 5 focus group discussions, each comprising 6 participants. Groups included patients with TB (n=2 groups; male and female), health care providers (n=1), caregivers (n=1), and community DOT volunteer workers (n=1). The questions that captured perceived benefits and barriers were guided by domains adopted from the Technology Acceptance Model. These included perceived usefulness, ease of use, and intent to use technology. Eligible participants were aged ≥18 years and provided written informed consent. For patients with TB, we included only those who had completed at least 2 months of treatment to minimize the likelihood of infection. A purposive sample of patients, caregivers, health care providers, and community DOT workers was recruited at 4 TB clinics in Kampala. Trained interviewers conducted unstructured interviews that were audio-recorded, transcribed, and analyzed using inductive content analysis to generate emerging themes.

Results: The average age of participants was 34.5 (SD 10.7) years. VDOT was acceptable to most participants on a scale of 1 to 10. Of the participants, 70% (21/30) perceived it as highly acceptable, with scores ≥8, whereas 30% (9/30) scored between 5 and 7. Emergent themes on perceived benefits of VDOT were facilitation of easy adherence monitoring, timely follow-up on missed doses, patient-provider communication, and saving time and money because of minimal travel to meet in person. Perceived barriers included limited technology usability skills, inadequate cellular connectivity, internet access, availability of electricity,
cost of the smartphone, and use of the internet. Some female patients raised concerns about the disruption of their domestic work routines to record videos. The impact of VDOT on privacy and confidentiality emerged as both a perceived benefit and barrier.

**Conclusions:** VDOT was acceptable and perceived as beneficial by most study participants, despite potential technical and cost barriers. Mixed perceptions emerged about the impact of VDOT on privacy and confidentiality. Future efforts should focus on training users, ensuring adequate technical infrastructure, assuring privacy, and performing comparative cost analyses in the local context.
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**Introduction**

Nonadherence to treatment of tuberculosis (TB) remains a significant challenge to meeting the World Health Organization’s End TB Strategy to reduce deaths by 90% and incidence by 80% [1]. Approximately 10 million new TB cases occur annually, and 1.5 million die from the disease worldwide [2]. An estimated 33% to 50% of patients who start treatment are nonadherent to their prescribed medication regimens, particularly in low- and middle-income countries (LMICs) [3]. Nonadherence to medication can result in the emergence of drug resistance, prolonged infectiousness, treatment failure, and relapse [4-6]. Poor adherence is particularly common in LMICs, where TB rates are high and resources for health care delivery are limited [7].

The Uganda National Tuberculosis Prevalence Survey reported a high TB case rate of 253 per 100,000 people in 2015 [8]. The Uganda National TB Program uses the recommended standard directly observed therapy (DOT) but implements a mixture of facility-based DOT and community-based DOT (CB-DOT) [9]. In practice, CB-DOT is predominantly used in urban settings such as Kampala city. CB-DOT typically involves a trained community DOT volunteer designated by the TB program or a treatment supporter (a family member, friend, or neighbor) as selected by the patient who is responsible for watching the daily intake of each medication dose [5,10,11]. Previous studies conducted in Uganda have shown the effectiveness of CB-DOT in rural settings, but mixed findings have been reported in urban settings [10,12,13]. Proper implementation and sustainability of standard DOT has been limited because of a lack of funding and its heavy reliance on volunteers [14]. Other factors such as a severe shortage of health workers, high cost of transportation, and the inconvenience of the need for face-to-face provider-patient contact largely impede the feasibility of DOT [7,12,13]. In the end, many patients take medications on their own and then self-report pill ingestion. The lack of an objective method to validate self-reported adherence highlights the need to explore alternative methods of medication monitoring.

The updated guidelines for the treatment of drug-susceptible TB issued by the World Health Organization in 2017 recommended the use of digital adherence technologies such as video DOT (VDOT) as an alternative method to monitor adherence [15]. Digital technologies have been shown to overcome the common systemic barriers to TB treatment delivery [16-19]. The VDOT process involves using a smartphone app to record and send daily medication intake videos to a secure computer system. The submitted videos are then accessed by health care providers treating TB for remote observation [20]. Although VDOT has been generally shown to be feasible, acceptable, and effective when evaluated in high-income countries and LMICs [20-25], low acceptability has also been reported among some users in LMICs [24]. In Uganda, a growing body of evidence on the acceptability of digital adherence monitoring abounds mostly in HIV-infected populations on treatment [26-29] but is limited in populations with TB [30]. Moreover, there are no published studies on the acceptability and perceptions of patients with TB and other stakeholders related to the use of VDOT in Uganda. This exploratory qualitative study was conducted to inform a pilot feasibility study of VDOT for adherence monitoring and support in Uganda. The findings in this paper add to the limited evidence needed to inform future implementation and scale-up of digital adherence technologies in Uganda and other LMICs.

**Methods**

**Ethical Review**

All participants provided written informed consent (including permission to audio-record the sessions for transcription and coding purposes) in English or Luganda as they preferred and were informed of their freedom to withdraw at any time during the interview. The institutional review boards approved the study at the University of Georgia, Office of Research (STUDY00004974), and Makerere University Higher Degrees, Research and Ethics Committee, in Uganda (Protocol #562). All participants were offered an equivalent of US $5.00 in Uganda Shillings at the end of the interviews as a refund for travel expenses and compensation for their time.

**Theoretical Framework**

There is considerable evidence suggesting that theories of behavior change are useful for informing the effective design, uptake, and adoption of new health interventions by health care workers and patients for the management of TB [31]. Generally, before changes in behavior occur, intended users have to perceive it as valuable to their lives and accept the intervention. We adopted some constructs from the Technology Acceptance Model, which is an information systems framework for understanding how users accept and eventually use new technology [32]. The model posits that attitudes, perceived usefulness, and ease of use of technology predict the intention to use the technology, which subsequently correlates with actual use [32]. The strength of the Technology Acceptance Model is...
that it can be used to explore views from a broad spectrum of users, including patients and health care providers.

**Setting and Population**

The study was conducted in Kampala, the capital city of Uganda, from April to May 2018. This work was accomplished through collaborative efforts between researchers at the Makerere University School of Public Health, the University of Georgia, and the Uganda National TB Program staff. Kampala district has the highest TB burden in Uganda, with nearly 25% of annually reported TB cases occurring in the metropolitan area of the capital city [9]. In Kampala, care for patients with active TB is delivered through public and designated private clinics supervised by the Kampala Capital City Authority, with an oversight from the Uganda National TB Program. Diagnosis and treatment services for TB are provided free of charge to all patients.

**Study Design**

We conducted a cross-sectional qualitative study of 5 focus group discussions involving a total of 30 participants. The focus groups were composed of a minimum of 6 participants, as recommended for qualitative studies [33,34]. Two groups comprised patients with TB stratified by sex, 1 group had caregivers, 1 group had TB health care providers (nurses and clinicians), and 1 group had trained DOT community volunteer workers. The caregiver category was broadly defined as any person (a spouse, other family member, or a friend) who regularly provided supportive care, such as accompanying the patient during the TB clinic visits. A DOT community worker was a volunteer who was previously trained by the National TB Program and designated to support DOT in the community for patients attending a specific TB clinic. The patient focus groups were stratified by sex to create more homogeneous groups to foster an environment for free discussion. Owing to cultural norms in the Ugandan settings, men tend to dominate conversations and women tend to be less inclined to speak in the presence of men. Therefore, sex stratification was important whenever possible, and the focus groups of health care providers and DOT community workers were not stratified by sex, as the job positions and number of workers were somewhat fixed. We used a hypothetical scenario to describe the step-by-step process of VDOT, as none of the participants had prior experience with it. We then gathered participants’ perceptions of the potential benefits and barriers.

**Detailed Description of VDOT**

The hypothetical scenario involved the following: a description coupled with a demonstration of how VDOT works were offered to the participants before the start of interviews in the focus group discussions. The VDOT system, as shown in Figure 1, has 3 main components: a patient-facing side, which is composed of a smartphone app for recording and submitting videos; a secure Health Insurance Portability and Accountability Act–compliant cloud server that stores the encrypted videos; and a provider-facing, computer-based log-in system with a dashboard where submitted medication videos are watched and adherence is confirmed. Daily dosing can be monitored, and individual or aggregated reports can be generated within the system. The system also sends automatic text reminders to patients’ phone numbers. A second reminder was sent 8 hours later if the medication video was not received in the system. An example of these messages is “It’s time to take your pills and send a video. Taking your pills will help you to get cured.” A translated version of the message is also sent in a local dialect (Luganda), which is predominantly used in the Kampala region.
Participant Recruitment and Enrollment

A purposive sample of adult male and female patients with TB with their caregivers was invited to participate in the focus groups. Participants were approached face to face with the help of a clinic nurse at the TB clinic under the National TB Program. Patients with TB were eligible if they were aged ≥18 years and were receiving treatment for at least 2 months under the usual in-person DOT to ensure that they were no longer infectious. Consenting participants were recruited from 4 public TB clinics. Community DOT volunteers were also selected according to the participating TB clinics to which they were attached. All the participants who were invited agreed to participate in the study.

Data Collection and Focus Group Procedures

Focus group discussions were conducted in Luganda (a commonly spoken local dialect) for patients, caregivers, and community DOT workers and in English for the health care providers. The moderator (RT), a male qualitative interview expert, reviewed the purpose of the study and the agenda for the meeting. He then described the VDOT process and demonstrated how it works using a smartphone and the app. Participants were shown the special features of the app, password access to the app to ensure privacy, and how the videos were recorded and sent to the cloud system. In addition, the provider-facing dashboard and what happens during a video review session were shown on the computer. RT introduced the interview topics and posed questions, followed by probing. The assistant moderator (RK), a female social worker with vast experience in qualitative data collection, asked follow-up questions, audio-recorded the discussion, and captured nonverbal expressions to enrich the collected data. Interview guides were pretested and revised, and the final versions were used for the data collection process (see an example of the guide in Multimedia Appendix 1). RK and other trained research team members also administered a brief exit survey on demographics, phone ownership and use, and perceived acceptability rating. Focus group discussion sessions were conducted at a selected clinic over the weekends to minimize disruption of routine health care activities and ensure that nonparticipants were not present. Each session lasted between 75 and 125 minutes.

Qualitative Data Processing and Analysis

To ensure data integrity, RT transcribed the data verbatim from the audio-recordings in an iterative process within 48 hours of completing the interviews. During transcription, RK reviewed the transcripts for accuracy by playing back the audio-recordings while reading the transcripts. In case of a discrepancy, the transcripts were edited to match the audio-recordings. The transcripts were then imported into ATLAS.ti for thematic content analysis using an inductive approach. Two authors (RT
and RK) independently analyzed 3 phases: data immersion, coding, and coding sort. In the first phase, the research team led by JS and EB reviewed the transcripts several times to achieve familiarity and identify emerging issues. In the second phase, the authors flagged relevant transcripts with appropriate descriptive words (codes). In the third phase, the reviewers met and harmonized the independent codes. The harmonized codes were then combined to form categories, and the categories were combined to form emergent themes and subthemes. A third independent reviewer (VK) with vast qualitative analysis expertise verified the codes and themes. The reporting of the study results was guided by the Consolidated Criteria for Reporting Qualitative Studies guidelines [35]. Data from the exit survey were summarized as frequencies, means, SDs, and percentages. Summary statistics of the acceptability rating scores on a scale of 1 to 10 are presented as means and SDs (Table 1). For this study, the scores were further categorized into 3 groups to reflect levels of acceptability as low (1-4), moderate (5-7), or high (8-10).

Table 1. Baseline characteristics and technology experience of focus group participants in Kampala, Uganda, 2018 (N=30).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Stakeholder category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female patients with TB (^a) (n=6)</td>
</tr>
<tr>
<td>Age, mean (range)</td>
<td>28.7 (20-37)</td>
</tr>
<tr>
<td>Highest level of education, n</td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>3</td>
</tr>
<tr>
<td>Secondary</td>
<td>3</td>
</tr>
<tr>
<td>Tertiary or university</td>
<td>0</td>
</tr>
<tr>
<td>Cell phone ownership, n</td>
<td>Basic feature phone only</td>
</tr>
<tr>
<td>Smartphone only</td>
<td>2</td>
</tr>
<tr>
<td>Both regular and smartphone</td>
<td>0</td>
</tr>
<tr>
<td>Cell phone experience, n</td>
<td>Uses cell phone camera regularly—yes</td>
</tr>
<tr>
<td>Takes selfies—yes</td>
<td>1</td>
</tr>
<tr>
<td>Uses phone to take videos—yes</td>
<td>1</td>
</tr>
<tr>
<td>Sends photographs or videos via phone—yes</td>
<td>1</td>
</tr>
<tr>
<td>Uses phone for internet access regularly—yes</td>
<td>1</td>
</tr>
<tr>
<td>Uses WhatsApp or Facebook on phone—yes</td>
<td>1</td>
</tr>
<tr>
<td>Level of perceived acceptability for VDOT (^d) on a scale of 1 to 10, n</td>
<td>Value, mean (range)</td>
</tr>
<tr>
<td>1-4 (low)</td>
<td>0</td>
</tr>
<tr>
<td>5-7 (moderate)</td>
<td>1</td>
</tr>
<tr>
<td>8-10 (high)</td>
<td>5</td>
</tr>
</tbody>
</table>

\(^a\)TB: tuberculosis.

\(^b\)DOT: directly observed therapy.

\(^c\)Values in the column All participants are presented as mean (SD; range) for mean age, and as n (%) for the remaining characteristics.

\(^d\)VDOT: video directly observed therapy.

\(^e\)N/A: not applicable.
Results

Characteristics of Participants
A total of 5 focus groups were conducted with a total of 30 participants, with an average age of 34.5 (SD 10.7) years and an age range of 20 to 62 years. All participants owned a cell phone, but more health care providers owned smartphones compared with other categories. Overall, experience with cell phone use was modest, with at least 60% (18/30) using their phones to take photographs, record videos, or use the internet. However, patients reported relatively lower use of these phone features compared with health care providers. Participants expressed mixed views about acceptability, with ratings varying somewhat across categories. The mean score for acceptability was 8.2 (SD 1.87), with a range of 5 to 10 on a scale of 1 to 10. About 70% (21/30) of participants rated VDOT as high, with a score of >8, whereas 30% (9/30) perceived it as moderately acceptable. Detailed information on the baseline characteristics of the participants is provided in Table 1.

Overview of Results
The results from the focus group discussions are broadly categorized into perceived benefits and barriers. Within each category, we present themes and subthemes that emerged across the 4 categories of participants, including patients, caregivers, community DOT workers, and health care providers.

Perceived Benefits of VDOT
Three themes and interrelated subthemes emerged from discussions on perceived benefits. These included easy monitoring and support of adherence, enhancing patient-provider communication, and saving time and money. The subthemes presented under ease of monitoring reflect an aspect of this theme. These perceived benefits of using technology for monitoring TB medication adherence could indicate the degree of acceptability of VDOT.

Easy Monitoring of Medication Adherence
Participants generally perceived that using VDOT would make it easier to monitor medication adherence. Community DOT workers and TB health care providers revealed that sometimes patients may falsely report taking their medications under the standard DOT method. For context, the TB health care providers in the focus group acknowledged that the Uganda TB program faces practical challenges, such as limited personnel, which makes it difficult to administer proper in-person DOT. Ideally, DOT should involve consistent observation of the patient’s daily swallowing of medications by a health worker. However, in practice, most patients are seldom supported by designated community DOT volunteer workers.

Subtheme A: Objective Evidence of Adherence
Patients often take medicine on their own (self-administered treatment) and then self-report adherence at monthly clinic visits. In such situations, the health workers believed that VDOT would be more reliable because it provides video evidence of swallowing the medicines instead of relying on patients’ self-reports:

I think VDOT is more evidence-based, you find that you’ll be seeing what the patient is doing not like DOT where you wait for the patients to tell you what they did. [TB health provider #2]

But this video will be able to show you that this person has taken drugs, because you have to place the pills on the tongue to show us that you have really taken drugs and take water, then you put a second pill and take some water... [Community DOT worker #5]

Subtheme B: Timely Follow-up of Missed Doses
Patients perceived VDOT to be beneficial for the early identification of missed doses and follow-up to solve problems. Patients thought the technology would help a health worker to find out what is going on with a patient before the next visit and also plan to intervene early if a patient is not doing well:

When using video, it helps the health worker to follow you up, it becomes easy for the health worker to follow you up like yesterday you were not able to take your drugs then he can even remind you that your time has passed and you should have taken your drugs. At times, the health workers think we don’t take the drugs. [Patient #5, female]

The health worker will be able to follow up the patient and she will be able to know how you are doing at times the health workers think that we don’t take the drugs, they know some of us don’t take the drugs and when I tell him or her that’s what he takes. But on the video [VDOT] the health worker will be on the right track. [Patient #4, female]

Subtheme C: VDOT Is Convenient and Efficient
Participants described VDOT as a convenient and efficient strategy for observing many patients within a limited time while being seated at one place compared with a community DOT worker who moves from place to place to observe medication intake:

I think the VDOT may be more effective like p#4 [another participant] said that you may be having 50 patients to attend to or follow up but I am not going to be around to watch all these people when they are taking their drugs in one day,...[with VDOT] you will sit on your computer in one place and monitor all the people and you will be able to follow up people by calling only those whose videos are missing... [Community DOT worker #3]

You know we left analogue ["old fashioned ways"] and we are now in digital ["modern ways"], and everything is digitalized so this method seems to be more improved than the analogue method where you have to monitor someone by visiting that person, this one will help the health workers to easily monitor a patient when the patient is in his/her room and the health worker is in his office without having to wait for the patient to come... [Caregiver #5]
**Improved Patient-Provider Communication**

Although VDOT would take away the in-person contact between patients and health workers provided by DOT, some participants believed that VDOT would increase provider-patient communication. Patients were pleased to learn that the asynchronous VDOT sessions would have no time limitations, instead these sessions would allow them to share their treatment-related problems. Health workers agreed by eliminating the time constraints, VDOT would enable them to focus more on patients’ needs and concerns, thereby fostering good patient-provider relationships and improving medication adherence:

> [Patient] talking when taking drugs creates a good atmosphere between the patient and the health worker. With time, the patient will develop trust in the health worker because of that routine interaction. This will encourage him or her to continue taking medications. [TB health care provider #3]

*This video is going to help the patient to air out his/her complaints, not complaints but how the patient is progressing with the treatment, or the side effects the patient is getting out of these drugs like my legs paralyzes, I vomit, I feel pain in such and such a place, so this person will have got a platform to air out his or her problems early than waiting to see the health worker [at the clinic or home visit]... [Community DOT worker #6]*

**VDOT Saves Money and Time**

Both health workers and patients believed that VDOT could potentially save both time and money. Health workers pointed out that patients’ visits at home and workplaces for DOT are costly, especially when visiting multiple patients daily. They thought that the cost of internet data might be much lower than the transportation costs. Participants also believed that time spent in transit to patients’ homes and workplaces, especially with traffic jams, could be used in ways that would be more beneficial to the patients:

> It [VDOT] is straightforward; everywhere you are, any time you want. [However] this health worker who has to come to you may lack time, she/he may have other things to do. Also [with VDOT], the health worker will save on transport. Where she has used UGX 5000 [on transportation], she will use UGX 400 on the cost of internet data. [Patient #4, female]

*With a video in practice, I will not have to waste my time visiting many patients or even telling the DOT volunteers to schedule visits with many patients. We shall only visit those who do not send their videos and use time saved to do other work like the paper work at facilities. [TB health care provider #1]*

**Perceived Barriers to VDOT**

Although VDOT was generally perceived to have several benefits by the respondents, they highlighted some potential barriers to its use. A total of 4 themes and related subthemes emerged prominently from the discussion. These included concerns about limited technology skills among users, inadequate technical infrastructure to support VDOT use, costs related to using the technology, and disruption of domestic routines for female patients. Subthemes that reflect aspects of inadequate infrastructure are also presented. Perceived barriers to VDOT are likely to reduce the acceptability and speed of adoption during large-scale implementation. The detailed findings and related quotes are provided later.

**Limited Technology Usability Skills**

Participants were concerned that patients with limited technological skills would have a difficult time using VDOT successfully. Although all of the participants owned cell phones, very few patients owned smartphones and were not very familiar with features such as video functions or mobile apps. Several participants described the difficulties they faced while trying to operate a smartphone:

> Because of my age, I might have challenges in taking a good video, because I cannot operate my phone [smartphone] very well or I cannot focus it [the camera] very well so what I do I just go to someone to ask that person to help me to do what I want to do with my phone, so smart phones are complicated for some people... [TB health care provider #4]

*The challenge I see is that like my brother here P5 [fellow participant in group] who said that he doesn’t know how to use a smart phone, he will find it hard to record a video and send it even when he is given MBs. [Patient #4, male]*

**Inadequate Technical Infrastructure**

**Subtheme A: Poor Cellular Network Connectivity and Internet Access**

Some community DOT workers and health care providers expressed concerns about the unstable cellular network coverage in some areas. They worried about the disruption of the video recording, submission process, and review by the health workers. They also stated that an unstable network could result in more internet data being used up, thereby increasing the operational costs of using VDOT:

> If there is no network or internet, you [a health provider] will not be able to receive that video...If there is no network where this person [patient] is, he [patient] will not be able to send the video, and you [health provider] will not get the video that day, or the following day. [Community DOT worker #2]

*Some areas have poor internet network, and at times there is no network at all...because of poor network, where you would have used five hundred shillings worth of internet M.B.s, you find yourself rather using two thousand shillings worth. [Community DOT worker #6]*

**Subtheme B: Unstable Electricity**

Some participants also had concerns about unstable electricity supply that might prevent some patients with TB from charging the smartphone battery, interrupt daily video recordings and uploads, and disrupt adherence monitoring:
The challenge...[is] power may go off when you have not charged the phone and yet it is time to take the drugs, power is off, but you want the health worker to see you so you have nothing to do. [Patient #2, female]

Sometimes we run out of battery power, then you have a power blackout even going on for two days, and the phone is off. So, I think that could be one of the challenges...the phone is not charged...also without power you do not have enough light to take your video. [TB health care provider #2]

**Recurrent Costs Associated With Using VDOT**

Participants in each group expressed concerns about the costs associated with using VDOT. Most patients stated that although they would be willing to record videos of themselves while taking medications, the recurrent costs of accessing the internet would be a major barrier. There were concerns that for some low-income patients, daily recording of videos might require them to choose between purchasing food and internet bundles:

*There is a situation when it is time for taking drugs, and you have to take a video. At that moment you may be having only 500UGX on your table. You will not use that money to buy internet M.B.s when you don’t have money to buy something to eat...so you will find yourself missing one of the two.* [Patient #5, male]

*With the data everyone is suffering with this infection differently at times you have no strength and you can’t afford to go and work so you find that even data will be another challenge because at times I take a week without working when I feel so weak and it comes to 8.00am when I don’t want to get out of the bed.* [Patient #1, female]

**VDOT May Disrupt Domestic Work Routines**

Some female participants were concerned about how VDOT might interfere with their domestic routines, for example, cleaning, cooking, and caring for the family. These duties are mostly performed by women in the Ugandan context, and they often fill up the entire day:

*In the morning, we usually have no time. You are preparing yourself or preparing children for school. Now you are telling me that I [should] get the phone [to record a video]? The time is little.* [Patient #3, female]

**VDOT as a Potential Benefit and Barrier**

Mixed perceptions of confidentiality, privacy, and other closely related issues emerged prominently in the discussions across all participant categories. Although some respondents believed that VDOT could potentially enhance privacy, others expressed fear that their privacy and confidentiality could be breached. Both ends of the spectrum are presented as subthemes to show the perceived benefits of and threats to privacy or confidentiality.

**Subtheme A: Benefits of Preserving Privacy**

Participants believed that the VDOT method would allow patients to take their medications discreetly, unlike DOT where community members witness health workers visiting their neighbors daily for medication intake. Patients revealed that they would be motivated to use VDOT if their TB status would be kept private, and videos would not be witnessed by non-health care staff:

*I don’t want health workers at my home; everyone will know that I have TB, which will scare me from taking my drugs. So, the big thing VDOT will save us [from] is the issue of health workers following us in the community; there is no privacy because you will come with a car which has the hospital words, it will expose me, so for this one [VDOT] I will be in my room and I will take a video and send it to the health worker and that will be all.* [Patient #3, male]

*With the DOT method, they [DOT workers] come to my home. If they do not find you, they will ask a neighbor where you work. So you will just see them coming to your work. Or they will find you in the market and people will be wondering why they are looking for you...but with VDOT you will do your things in a private way.* [Caregiver #4]

**Subtheme B: Perceived Threats to Privacy**

Unintended disclosure of the TB disease status to close family members or workmates was cited as one of the concerns that could result from the use of VDOT. Some participants feared that videos sent to a health worker could be shared or accessed by other people, and others worried that the process of recording a video might attract unwanted attention from a passerby in the vicinity. Some patients also expressed perceptions of stigma as a result of unintended disclosure of the TB disease status:

*The video we would use it but now like us who are married I had already talked about it, I am not married fully because my husband comes from the other end he has another home [polygamous situation] I have never disclosed to him that I have TB he may get that video there he gets to know and its bad.* [Patient #2, female]

*My fear is taking a video and it is shared with someone else...when people realize that you have TB they try to dissociate from you. People are scared of TB, even me. I also protect myself with the people I work with, so it does not require people to know that you have TB.* [Patient #1, male]

**Subtheme C: Breach in Confidentiality and Security of Videos**

Patients, health workers, and community workers expressed concerns and fears about the confidentiality of information in the videos once received on the health system side. Multiple participants asked about who would have access to the videos and whether the health workers could be trusted to protect the videos. Some patients feared that uploaded videos might be
shared on social media sites or be used for advertisements without their permission:

I would be concerned about that because in most cases people misuse social media, so I may send you my video taking medications, and the video may be misused and sent for advertisement or something like that. [Patient #5, male]

**Subtheme D: Lack of a Private Place to Record Videos**

Some participants raised another threat to privacy stemming from the lack of a convenient place to record videos. They noted that some patients might be uncomfortable or embarrassed to reveal their living or work environment to health care providers through video recordings. This may deter patients from recording and uploading VDOT videos:

People will even fear to record videos in such environment [their homes]...they don’t want you [the health worker] to know where they stay. [Community DOT worker #1]

It would be difficult for our clients because most of them work in the market, [or in] taxis where there so many people. So getting a private place to take his medicine and taking the video will be very difficult. [TB health care provider #2]

When you are at [the] work place, there are many people. As you know the setup of the town, we are many people working from [a] shed. For you [a patient] to get out the [TB] drugs then [record] the video because you are sending it to your health care worker, it would not be good. [Patient #5, female]

**Discussion**

**Principal Findings**

In this study, we explored perceived acceptability and benefits of and barriers to using VDOT among patients with TB, their caregivers, health care providers, and community DOT volunteer workers in Uganda. Although we used a hypothetical scenario of VDOT to interview participants who had no prior experience, we gathered very rich information about perceived benefits and barriers. We found that VDOT was perceived as acceptable by most participants, despite some differences between patients and providers. Prominent benefits related to the ease of patient monitoring; timely follow-up of missed doses; and enhancement of provider-patient communication, efficiency, and cost savings. The perceived barriers cited were limited technology skills; suboptimal technical infrastructure; costs of smartphones; internet access; and disruption of routine domestic work, especially for female patients. There were mixed perceptions about the impact of VDOT on privacy and confidentiality, particularly with unintended disease closure, potentially resulting in stigma. Similar perceptions of structural and privacy- and patient-related barriers to VDOT implementation have been previously reported [24,36,37]. For example, some studies have reported that video recordings and repeated text reminders are perceived as being overly intrusive [37,38]. In contrast, a study in India reported that patients with TB perceived VDOT as being more private than DOT [24]. The mixed findings underscore the need for a critical evaluation of potential barriers within local contexts. To our knowledge, this is the first study to examine the perspectives of key stakeholders in the use of VDOT in Uganda. More studies are needed to contribute to the sparse evidence base on the topic.

The perceived benefits of VDOT highlight aspects that can be enhanced to increase acceptability among users. The ease of monitoring, convenience, access to objective evidence of dosing, and facilitation of timely follow-up have also been reported in previous studies [23,25,37,39]. Health care providers and patients perceived VDOT as a cost- and time-saving approach in the long run compared with costs that are likely to be incurred with frequent travel when using in-person DOT. Similar findings were reported in a study of health care providers in the private sector in urban Vietnam [39]. In addition, 4 studies quantified the time spent on the treatment observation process and found a significantly larger saving in time and money compared with the usual DOT [21,36,40,41]. VDOT was also perceived to enhance health care provider–patient communication, which in turn affects patient engagement with their treatment [42]. The consistency in these positive aspects makes VDOT a promising patient-centered approach for TB disease management.

The perceived barriers to using VDOT were mostly related to technology usability skills, given the limited experience with smartphones and apps. The technology usability barrier is likely to affect mostly older patients and those without formal education. Similar findings have been reported in VDOT studies conducted in Vietnam, Cambodia, and South India [23,37,39]. In our experience with the VDOT pilot study, intensive training with clear instructions to patients helped them gain the required skills. Inadequate network connectivity and electricity are structural barriers that are more challenging to overcome at the patient or programmatic level. Failure to charge a dead phone battery is one of the most common reasons for missing videos in the VDOT system [43]. The use of solar power banks for charging smartphones might be a short-term solution where electricity is unstable. The absolute costs of smartphones with internet data plans have also been documented as potential barriers in other studies [23,41]. The cost of smartphones on the global market is gradually decreasing, thereby boosting ownership, even in LMICs [44]. Our VDOT pilot study in Kampala showed that 70% of the participants owned a smartphone [43]. However, smartphones may remain unaffordable for some patients with TB. One possible way to minimize inequitable access to digital interventions is to set up a loaner system where patients can borrow and return their phones on completion of treatment. We used a similar system in our VDOT pilot study in Uganda, which worked well [43].

Regarding the cost of the internet, preloading the phones with prepaid internet could be a good option, but it raises other concerns of misusing it for other personal activities. Other creative ways can be explored to address the cost of internet access to support patients’ video submissions. For example, public-private partnerships between the National TB Program and telecommunication companies might tap into resources designated for corporate social responsibility from the business side. Gender roles emerged as a potential issue, especially for women, but have been rarely cited [38], warranting the need
for more research. Despite these perceived barriers, patients and health workers believed that VDOT would be more flexible, convenient, and patient-friendly if the main barriers are addressed. Cost and cost-effectiveness studies are needed to inform the implementation and scale-up of VDOT [44].

Privacy and confidentiality issues with the use of VDOT were raised as perceived benefits and potential threats. Previous VDOT studies conducted in India, the United States, and Vietnam have also reported similar mixed concerns with privacy [24,25,39]. The importance of preserving confidentiality, guarding against unintended disease disclosure, and stigma also emerged as prominent themes in studies on acceptance of mobile health (mHealth) interventions among people living with HIV in rural and urban Uganda [26,30,45]. Indeed, the use of any mHealth interventions in monitoring treatment should be ethically comparable with the standard of care [38]. Specifically, for VDOT, the major privacy concerns raised have been addressed by several security features such as a unique personal identification number to facilitate secure log-in into the phone app, video encryption, secure cloud server, and password-protected log-in to the health system dashboard for the health care provider. However, to minimize feelings of mistrust, providers need to reassure patients that caution should be taken to prevent intentional breaches. It is also important to understand the complex cultural perspectives related to perceptions of privacy and cater to them accordingly. For example, some patients in South India perceived repeated adherence text message reminders as intrusive [37]. Finally, patients should also be encouraged to be active players in the process of protecting their own information, for example, by finding a private place to record videos and not sharing their personal identification numbers. DiStefano and Schmidt [38] proposed a valuable framework to guide ethical planning, implementation, and evaluation when using mHealth interventions. The collective goal is to minimize stigmatization and preserve patient autonomy [38].

Broadly, digital adherence technology studies on VDOT, electronic pillbox or Medication Event Reminder Monitor, and 99DOTS performed in LMICs have shown promising acceptability patterns among TB populations [22,37,43,46-48]. General lessons can be learned and applied across interventions and populations. For example, high acceptance in recent studies of VDOT was related to perceptions of convenience, ease of use, and perception of better privacy, whereas lower acceptance was mostly tied to technology skills, app glitches, and cellular connectivity challenges [23,24,36]. In India, a qualitative study evaluating differences in acceptability of 99DOTS, a low-cost, phone call–based strategy for reporting doses, found that high acceptance was related to improved patient-provider communication and the convenience of reduced clinic visits, among others [48]. Similar to our study, low acceptance was related to concerns about cell phone access, technology literacy, and poor cellular connectivity. Health care providers specifically expressed concerns about inadequate training in the use of the technology, changes in workload, and a lack of needed 99DOTS supplies. Although the health care providers in our VDOT study only had a hypothetical exposure, it is possible that similar challenges could arise. In a qualitative study using the electronic pillbox in patients with TB in Vietnam, the technology was perceived to be useful. However, the study participants pointed out that it would be most beneficial as a medication reminder for older patients. The device was less acceptable for people who worked outside of their homes, as they thought that the device was inconvenient to carry around [47]. Concerns about stigma, disease disclosure, or other privacy issues and costs related to technology seem to be crosscutting but to varying degrees from one study to another. Further research is required to expand our understanding on this key area.

**Strengths and Limitations**

This study has several strengths and limitations that should be considered when interpreting the findings. To our knowledge, this exploratory qualitative study is among the first to document the perspectives of TB stakeholders in relation to VDOT in Uganda. It provided helpful insights into potential barriers and benefits that informed the design of the quantitative pilot study that subsequently followed [43]. One limitation of this study was that we used hypothetical scenarios of VDOT; therefore, respondents had no real-life experience using the technology intervention. This could have resulted in increased socially desirable responses and perhaps limited the ability of the respondents to envision potential facilitators and barriers comprehensively. Despite this limitation, respondents identified some critical issues such as cost of internet, the smartphone, and privacy or confidentiality concerns. The sample of respondents was limited to urban Uganda; therefore, findings may not necessarily be generalizable to all TB stakeholders in this local setting. The small number of focus group discussions could have fallen short of reaching the point of saturation. Overall, the findings of this study build on the sparse evidence on the acceptability of digital adherence technologies and their use in TB management in LMICs. More robust research is still needed to explore various aspects of acceptability, feasibility, and ethical issues related to VDOT. Other future research priorities have been highlighted as accuracy, clinical effectiveness, and cost-effectiveness of digital technologies [44].

**Future Implications**

In the real world, successful implementation of VDOT will require both patients and health care providers to be equipped and willing to use the system. Users must have an adequate level of skills to operate the smartphone, mobile app, and technology system on the back end for health care providers. The baseline characteristics showed that the cell phone technology experience was higher among health care providers than among patients. This will require intensive training and perhaps run-in periods needed to allow users to gain a baseline functional level of skills at the beginning of a VDOT monitoring program. It is plausible that as individuals use VDOT, their level of comfort and usability skills will increase over time [49]. Special considerations must be made for subgroups such as older adults who may need more time to acquire new technology skills [50]. Any modifiable barriers must be addressed to ensure high uptake and sustained engagement with VDOT. Context- and culture-specific barriers for patients and health care providers must be evaluated before deploying the technology.
The influence of digital technology use on gender roles emerged as a new aspect with little or no information from previous studies; therefore, further research is needed, especially in the African context.

Conclusions
VDOT was relatively acceptable and perceived as beneficial by most study participants despite the potential technical and cost barriers. There were mixed perceptions about privacy and confidentiality issues related to the use of VDOT. Although some participants thought it would increase patients’ autonomy and privacy, others indicated fears about unintended disclosure of one’s disease status that could lead to stigma. Future efforts should focus on training users, ensuring adequate technical infrastructure, assurance of privacy, and comparative cost analysis studies in the local context.
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Abstract

Background: In China, ischemic heart disease is the main cause of mortality. Having cardiac rehabilitation and a secondary prevention program in place is a class IA recommendation for individuals with coronary artery disease. WeChat-based interventions seem to be feasible and efficient for the follow-up and management of chronic diseases.

Objective: This study aims to evaluate the effectiveness of a tertiary A-level hospital, WeChat-based telemedicine intervention in comparison with conventional community hospital follow-up on medication adherence and risk factor control in individuals with stable coronary artery disease.

Methods: In this multicenter prospective study, 1424 patients with stable coronary artery disease in Beijing, China, were consecutively enrolled between September 2018 and September 2019 from the Fuwai Hospital and 4 community hospitals. At 1-, 3-, 6-, and 12-month follow-up, participants received healthy lifestyle recommendations and medication advice. Subsequently, the control group attended an offline outpatient clinic at 4 separate community hospitals. The intervention group had follow-up visits through WeChat-based telemedicine management. The main end point was medication adherence, which was defined as participant compliance in taking all 4 cardioprotective medications that would improve the patient’s outcome (therapies included antiplatelet therapy, β-blockers, statins, and angiotensin-converting-enzyme inhibitors or angiotensin-receptor blockers). Multivariable generalized estimating equations were used to compare the primary and secondary outcomes between the 2 groups and to calculate the relative risk (RR) at 12 months. Propensity score matching and inverse probability of treatment weighting were performed as sensitivity analyses, and propensity scores were calculated using a multivariable logistic regression model.

Results: At 1 year, 88% (565/642) of patients in the intervention group and 91.8% (518/564) of patients in the control group had successful follow-up data. We matched 257 pairs of patients between the intervention and control groups. There was no obvious advantage in medication adherence with the 4 cardioprotective drugs in the intervention group (172/565, 30.4%, vs 142/518, 27.4%; RR 0.99, 95% CI 0.97-1.02; P=.65). The intervention measures improved smoking cessation (44/565, 7.8%, vs 118/518, 22.8%; RR 0.48, 95% CI 0.44-0.53; P<.001) and alcohol restriction (33/565, 5.8%, vs 91/518, 17.6%; RR 0.47, 95% CI 0.42-0.54; P<.001).

Conclusions: The tertiary A-level hospital, WeChat-based intervention did not improve adherence to the 4 cardioprotective medications compared with the traditional method. Tertiary A-level hospital, WeChat-based interventions have a positive effect...
on improving lifestyle, such as quitting drinking and smoking, in patients with stable coronary artery disease and can be tried as a supplement to community hospital follow-up.

**Trial Registration:** ClinicalTrials.gov NCT04795505; https://clinicaltrials.gov/ct2/show/NCT04795505

(JMIR Mhealth Uhealth 2021;9(10):e32548) doi:10.2196/32548
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**Introduction**

**Background**

In China, the main cause of mortality is a cardiac condition known as ischemic heart disease [1]. According to current recommendations, having cardiac rehabilitation and a secondary prevention program in place is a class IA recommendation for individuals with coronary artery disease (CAD) [2-4]; however, there is a large gap between clinical practice and guideline recommendations. The cost of treating cardio-cerebrovascular illnesses in China was Chinese ¥540.64 billion (US $83.90 billion) in 2017. More than 80% of the costs of cardio-cerebrovascular diseases in China were incurred in hospitals and over 70% of the costs incurred in inpatient care. These allocations were unreasonable, and the primary medical and health facilities accounted for less than 12% of the costs [5]. To reduce the economic burden of cardiovascular illnesses in China, efforts have concentrated on improving the quality of treatment for acute myocardial infarctions (MIs) and percutaneous coronary interventions (PCIs) [6]. Since the development of a clinical performance quality control system for adults with acute ST-elevation MI, significant improvements have been achieved in China regarding the prescription of medications during hospitalization, and these medications are evidence-based [7]. However, approximately half of the patients with acute MI in China do not have good compliance in taking their medications after discharge, which substantially increases morbidity and mortality [8-10]. It is difficult for patients to be hospitalized in tertiary A-level hospitals in China, and many patients do not return for follow-up after discharge due to the patient perspective of treatment being much more important than prevention. The low-density lipoprotein cholesterol (LDL-C) goals were not met by a statistically significant percentage (74.5%) of individuals with a high risk of arteriosclerotic cardiovascular disease [11]. First- and second-level preventive care needs to be improved to increase patient compliance and to change modifiable risk factors [12,13].

In response to this phenomenon, facilities and agencies are trying to engage patients, change behaviors, and help to control the risk factors. Traditional patient education methods include in-office patient counseling, health seminars, follow-up via telephone calls, text messages or emails, etc. Traditional teaching methods had no effect on fatal or nonfatal MI, total revascularization, or hospitalization, according to a Cochrane comprehensive study [14], and innovative strategies are required for routine clinical use.

Tencent introduced WeChat (Chinese version: Wei Xin), a free social networking app, in January 21, 2011, to offer instant messaging services across all platforms. It not only offers basic text, voice, photo and video sharing, web-based payment, and news subscription services but also provides integration with intelligent hardware, such as smart bracelets, blood pressure (BP) monitors, and body fat scales. WeChat now has over one billion active users, making it the most popular social networking site on the planet. After considering its extensive population coverage, strong peripheral features, and seamless integration into everyday life [15], many hospitals have introduced web-based follow-up measures based on WeChat to strengthen secondary prevention measures and risk factor interventions and to improve the drug compliance of patients. WeChat-based interventions seem to be feasible and efficient for the follow-up and management of chronic diseases. A review by Chen et al [16] discussed the following reasons why WeChat might be useful in chronic illness management: (1) it provides continuous health services. Hospitals or community health centers might develop distinct WeChat groups or official WeChat accounts based on the categories of chronic illnesses. (2) WeChat can help patients change their unhealthy lifestyle by constantly sending patient education materials to them. (3) A WeChat-based follow-up approach can improve physician-patient relationships by delivering personalized health advice and enhancing user engagement. (4) Doctors can spread their successful experiences and measures widely and quickly to many patients through group messages.

**Objectives**

To our knowledge, no studies have compared WeChat web-based interventions with traditional community hospital follow-ups [17,18]. This study evaluates the benefits of a tertiary A-level hospital WeChat-based telemedicine in comparison with a conventional community hospital follow-up on medication adherence and risk factor control in individuals with stable CAD.

**Methods**

**Study Design**

A secondary prevention telemedicine program based on the WeChat platform provided by a tertiary A-level hospital was assessed in this 2-arm, parallel multicenter prospective study. It was one of the Prevention and Control Projects of the Major Chronic Noninfectious Disease (grant 2018YFC1315600), which was supported by the Ministry of Science and Technology of China. The National Center for Cardiovascular Diseases and the Fujai Hospital led the study design, follow-up, data collection, and analysis of this study. Trial development and reporting were in accordance with the Strengthening the
Reporting of Observational Studies in Epidemiology Statement. We registered this study on ClinicalTrials.gov (NCT04795505).

At the initial trial visit, all participants signed a written informed consent form, and the study adhered to the principles of the Declaration of Helsinki. The primary ethical committee of the National Center for Cardiovascular Diseases approved the research protocol.

**Recruitment**

In this multicenter prospective study, 1,424 patients with stable CAD in Beijing, China, were consecutively enrolled between September 2018 and September 2019 from the Fuwai Hospital and 4 community hospitals. The inclusion criteria were as follows: participants were required to be aged at least 18 years and to have a diagnosis of stable CAD according to the guidelines [19,20]. All participants underwent coronary computed tomography angiography or coronary angiography. Patients who could potentially participate in the research were checked as outpatients and given a form to return with their information. Participants in the intervention group were required to own a smartphone with an active WeChat account and to have the ability to communicate fluently in Chinese with the cardiac rehabilitation team via WeChat. Participants in the control group were eligible to participate if they were registered in one of the 4 community hospitals. Participants were excluded if they refused to provide signed informed consent or had a life expectancy of less than a year because of comorbidities. Participants were assigned to either the intervention or control group at their own discretion. Demographic information and reasons for study withdrawal were recorded for each participant during the entire study period.

**Interventions**

At the 1-, 3-, 6-, and 12-month follow-ups, participants received healthy lifestyle recommendations and medication advice. Subsequently, the control group went to an offline outpatient clinic at 4 separate community hospitals. The control group received conventional outpatient cardiology care, including formal cardiac rehabilitation and secondary preventive measures whereas the intervention group had follow-up visits through WeChat-based telemedicine management (Figure 1). Participants in this group were trained on how to interact with the WeChat official account (Figure 2). Each appointment included inquiries, evaluations, and comments. A questionnaire (Multimedia Appendix 1) was administered remotely before formal WeChat-based follow-up. The questionnaire included symptoms and adverse events, control of risk factors, basic physical examination and auxiliary examination, and medication status. Participants can answer the above questions by voice, text, or picture. The results of the questionnaire are only for improving the efficiency of information collection, and doctors will further confirm the authenticity of information during follow-up visits on WeChat. On the basis of the above preliminary data, the researcher appointed time to further communicate with the subjects on WeChat and took intervention measures such as adjusting the treatment plan, strengthening the control of risk factors, and improving the lifestyle. During every consultation, the participant’s medication adherence and risk factor modification status were evaluated, and the participant was given personalized feedback, encouragement, and suggestions. In our study, risk factor modification included improving cholesterol management, quitting smoking and drinking, monitoring BP, and maintaining a healthy weight. At the end of each visit, the participant received an evaluation report (Multimedia Appendix 2), highlighting areas for improvement. The researchers focused on outcomes where the participant did not perform well at the previous follow-up to trigger a virtuous circle and help them achieve optimal cardiovascular health. The official WeChat account also had other functions, such as regularly sending health education materials, physician-patient communication, and medical appointments. Participants were provided with a variety of teaching materials on coronary heart disease that had been evaluated by cardiologists and that they may read whenever and wherever they wished (Figure 3). Relevant information was updated and sent weekly. If participants had questions, they could always ask the physician in the form of text and pictures via WeChat (Figure 4). Doctors could see participants’ questions in the backstage (Figure 5) and answer them on a mobile phone (Figure 6). Participants would be contacted by phone call if their condition changed or they cannot be contacted by WeChat, or the investigator deemed it necessary. The cardiac rehabilitation team received uniform training before first contact with the participant to minimize the heterogeneity of the interventions.
Figure 1. Overview of the WeChat-based telemedicine intervention. HbA<sub>1c</sub>: glycated hemoglobin A<sub>1c</sub>; LDL-C: low-density lipoprotein cholesterol.

Figure 2. Screenshots of the user registration and binding interface.
Figure 3. Screenshots of educational materials related to coronary heart disease in the patient terminal.

Figure 4. Screenshot of the initiation of a question in the patient terminal.
Figure 5. Backstage management interface of the WeChat-based secondary prevention program.

Figure 6. Screenshots of the answering of questions in the physician terminal.
Outcome Measures and Data Collection

Participant characteristics included age, gender, alcohol consumption, and cigarette smoking, clinical data (systolic BP, diastolic BP, BMI, LDL-C, glycated hemoglobin A1c [HbA1c], and ejection fraction), past medical history (hypertension, dyslipidemia, CAD family history, previous PCI, previous coronary artery bypass grafting, previous MI, previous ischemic stroke, diabetes mellitus [DM], peripheral vascular disease, chronic kidney disease, and heart failure), and medications (antiplatelets, β-blockers, statins, and angiotensin-converting-enzyme inhibitor or angiotensin-receptor blocker [ACEI/ARB]).

The main endpoint was medication adherence, which was defined as the participants compliance in taking all 4 cardioprotective medications that would improve their outcome (therapies included antiplatelet therapy, β-blockers, statins, and ACEI/ARB). Participants were considered to be taking all 4 of the cardiovascular protective medications if they were taking all 4 medications at the time of the follow-up and had no more than 10% of the days without medication. If the participant can provide details of the prescription, the investigator will calculate the medication status based on the prescription. The secondary outcomes included control of hypertension, current smoking, current alcohol consumption, 18.5≤BMI<25.0 kg/m², LDL-C<1.8 mmol/L and HbA1c<7%. BP less than 140/90 mm Hg in individuals was considered to have good control of hypertension for the purposes of this research. These target values are based on guidelines for the diagnosis and treatment of stable CAD [20]. The whole data set included 4 parts: baseline characteristics and the 1-, 3-, 6-, and 1-year follow-up characteristics. All the baseline characteristics were extracted from the participants’ medical records.

Researchers performed face-to-face interviews with participants in the control group during the first visit, as well as at the 1-month, 3-month, 6-month, and 1-year follow-up visits. At the follow-up, body height and body weight were measured by the physicians. Two BP readings were taken by using an electronic BP monitor with the participant sitting in a chair with back support after 10 minutes of rest, and the average was considered as the final reading. Behavioral changes in drinking and smoking status and adherence to secondary prevention medications were self-reported by the participants. We evaluated 4 medications that were commonly prescribed to patients with stable CAD; specifically, each participant was asked about their current medications during each follow-up visit.

Follow-up data were collected for the intervention group via our official WeChat account. To minimize the impact of the discrepancy between BP recorded at home and BP measured at the clinic, all members of this group were requested to report their height, weight, and BP using conventional procedures at a nearby clinic. Behavioral changes in drinking and smoking status and adherence to medications were collected using self-reported questionnaires. Blood samples in both groups for LDL-C and HbA1c levels were analyzed in the respective laboratories using standard procedures.

An electronic data capture system (Figure 7) was used to gather and handle all the data. To enter and analyze the data, researchers needed to be given appropriate permissions, and all the researchers were unable to access the database until they underwent data safety training.

Figure 7. Synchronous data-capture system of the WeChat-based secondary prevention program.
**Statistical Analysis**

Categorical variables were described using frequencies and percentages, and continuous variables using means with SDs or medians with IQRs. The baseline characteristics of participants were compared across groups using the chi-square or Fisher exact test for categorical variables and Student t tests (2-tailed) or the Wilcoxon rank-sum test for continuous data. Multivariable generalized estimating equations (GEEs) were used to compare the primary and secondary outcomes between the 2 groups and to calculate the relative risk (RR) at 12 months. Propensity score matching (PSM) and inverse probability of treatment weighting (IPTW) were performed as sensitivity analyses, and propensity scores were calculated using a multivariable logistic regression model. These variables, including gender, age, current smoking, current alcohol consumption, hypertension, dyslipidemia, CAD family history, previous coronary artery bypass grafting, previous PCI, previous MI, ischemic stroke, DM, peripheral vascular disease, chronic kidney disease, heart failure, BP, BMI, LDL-C, HbA1c, antiplatelet medications, β-blocker use, statin use, and ACEI/ARB, were chosen as covariates because the differences in the baseline characteristics reached statistical significance ($P<.10$) or were associated with the outcome. The PSM process was based on the nearest neighbor matching algorithm without replacement under a 0.02 caliper at a 1:1 ratio, yielding 257 participants in the intervention group and 257 participants in the control group. IPTW was performed using the same propensity score as previously estimated. A standardized mean difference of $<0.2$ indicated an acceptable balance after matching or weighting. We used this set of tests to account for baseline variables and draw conclusions about the effect of telemedicine intervention on the results at the individual participant level.

Furthermore, comparisons of the primary endpoint between the 2 groups were made based on the prespecified baseline characteristics including gender, age, control of hypertension, current smoker, current drinker, BMI, LDL-C, and HbA1c subgroups. The interaction between treatment effects and subgroups was evaluated using the multivariable GEE models. The analysis was performed in the whole population and adjusted for baseline factors including gender, age, control of hypertension, current smoker, current drinker, BMI, LDL-C, and HbA1c. On the basis of previous studies [8,18], it is estimated that the proportion of the control group in this study who were persistent with taking the 4 cardiovascular protective drugs at the 1-year follow-up was approximately 30%, whereas the proportion of the intervention group was estimated to be 40%. We calculated according to a 90% power (2-sided $\alpha=.05$) and considering a 10% participant loss to follow-up, a total of 1060 participants needed to be enrolled in this study. The ratio between the intervention and control groups was 1:1, and 530 participants were included in the 2 groups.

A 2-tailed $P$ value $<.05$ was considered statistically significant. All the statistical analyses were performed using STATA 16.0 (Stata Corp) and R 4.0.2 (R Foundation for Statistical Computing). The missing values are filled in by the average of the 10 multiple interpolations. None of the variables had missing values of $>5%$. Missing values varied from 0.1% (BP) to 3.6% (HbA1c).

**Results**

**Baseline Characteristics**

Table 1 summarizes the unadjusted baseline characteristics.
Table 1. Baseline characteristics (N=1206).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total</th>
<th>Intervention (n=642)</th>
<th>Control (n=564)</th>
<th>P value</th>
<th>SMD&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>875 (72.6)</td>
<td>488 (76)</td>
<td>387 (68.6)</td>
<td>.005</td>
<td>0.166</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>64.83 (10.59)</td>
<td>61.27 (10.20)</td>
<td>68.89 (9.52)</td>
<td>&lt;.001</td>
<td>0.772</td>
</tr>
<tr>
<td>Age ≥65 years, n (%)</td>
<td>637 (52.8)</td>
<td>253 (39.4)</td>
<td>384 (68.1)</td>
<td>&lt;.001</td>
<td>0.601</td>
</tr>
<tr>
<td>Current smoker, n (%)</td>
<td>308 (25.5)</td>
<td>171 (26.6)</td>
<td>137 (24.3)</td>
<td>.39</td>
<td>0.054</td>
</tr>
<tr>
<td>Current drinker, n (%)</td>
<td>192 (15.9)</td>
<td>93 (14.5)</td>
<td>99 (17.6)</td>
<td>.17</td>
<td>0.084</td>
</tr>
<tr>
<td><strong>Past medical history, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>856 (71)</td>
<td>409 (63.7)</td>
<td>447 (79.3)</td>
<td>&lt;.001</td>
<td>0.35</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>907 (75.2)</td>
<td>564 (87.9)</td>
<td>343 (60.8)</td>
<td>&lt;.001</td>
<td>0.651</td>
</tr>
<tr>
<td>CAD&lt;sup&gt;b&lt;/sup&gt; family history</td>
<td>120 (10)</td>
<td>60 (9.3)</td>
<td>60 (10.6)</td>
<td>.52</td>
<td>0.043</td>
</tr>
<tr>
<td>Previous CABG&lt;sup&gt;c&lt;/sup&gt;</td>
<td>59 (4.9)</td>
<td>20 (3.1)</td>
<td>39 (6.9)</td>
<td>.004</td>
<td>0.175</td>
</tr>
<tr>
<td>Previous PCI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>304 (25.2)</td>
<td>205 (31.9)</td>
<td>99 (17.6)</td>
<td>&lt;.001</td>
<td>0.338</td>
</tr>
<tr>
<td>Previous myocardial infarction</td>
<td>172 (14.3)</td>
<td>99 (15.4)</td>
<td>73 (12.9)</td>
<td>.25</td>
<td>0.071</td>
</tr>
<tr>
<td>Previous ischemic stroke</td>
<td>85 (7)</td>
<td>53 (8.3)</td>
<td>32 (5.7)</td>
<td>.10</td>
<td>0.102</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>464 (38.5)</td>
<td>205 (31.9)</td>
<td>259 (45.9)</td>
<td>&lt;.001</td>
<td>0.29</td>
</tr>
<tr>
<td>Peripheral vascular disease</td>
<td>40 (3.3)</td>
<td>26 (4)</td>
<td>14 (2.5)</td>
<td>.18</td>
<td>0.088</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>11 (0.9)</td>
<td>2 (0.3)</td>
<td>9 (1.6)</td>
<td>.04</td>
<td>0.132</td>
</tr>
<tr>
<td>Heart failure</td>
<td>34 (2.8)</td>
<td>30 (4.7)</td>
<td>4 (0.7)</td>
<td>&lt;.001</td>
<td>0.247</td>
</tr>
<tr>
<td><strong>Clinical data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good control of hypertension, n (%)</td>
<td>860 (71.3)</td>
<td>369 (57.5)</td>
<td>491 (87.1)</td>
<td>&lt;.001</td>
<td>0.7</td>
</tr>
<tr>
<td>Systolic BP&lt;sup&gt;e&lt;/sup&gt; (mm Hg), mean (SD)</td>
<td>131.65 (16.33)</td>
<td>135.10 (18.67)</td>
<td>127.73 (12.04)</td>
<td>&lt;.001</td>
<td>0.47</td>
</tr>
<tr>
<td>Diastolic BP (mm Hg), mean (SD)</td>
<td>77.06 (10.38)</td>
<td>78.06 (11.92)</td>
<td>75.93 (8.16)</td>
<td>&lt;.001</td>
<td>0.209</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;), mean (SD)</td>
<td>25.61 (3.19)</td>
<td>25.74 (3.21)</td>
<td>25.45 (3.17)</td>
<td>.12</td>
<td>0.091</td>
</tr>
<tr>
<td>18.5≤BMI&lt;25.0 kg/m&lt;sup&gt;2&lt;/sup&gt;, n (%)</td>
<td>516 (42.8)</td>
<td>276 (43)</td>
<td>240 (42.6)</td>
<td>.92</td>
<td>0.009</td>
</tr>
<tr>
<td>LDL-C&lt;sup&gt;f&lt;/sup&gt; (mmol/L), mean (SD)</td>
<td>2.32 (0.80)</td>
<td>2.34 (0.84)</td>
<td>2.29 (0.75)</td>
<td>.34</td>
<td>0.055</td>
</tr>
<tr>
<td>LDL-C&lt;1.8 mmol/L, n (%)</td>
<td>328 (27.2)</td>
<td>172 (26.8)</td>
<td>156 (27.7)</td>
<td>.79</td>
<td>0.02</td>
</tr>
<tr>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt; &lt;sup&gt;g&lt;/sup&gt; (%), mean (SD)</td>
<td>6.50 (1.18)</td>
<td>6.55 (1.23)</td>
<td>6.44 (1.11)</td>
<td>.11</td>
<td>0.094</td>
</tr>
<tr>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt; ≤7%, n (%)</td>
<td>903 (74.9)</td>
<td>475 (74)</td>
<td>428 (75.9)</td>
<td>.49</td>
<td>0.044</td>
</tr>
<tr>
<td><strong>Medications, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medications adherence</td>
<td>374 (31)</td>
<td>211 (32.9)</td>
<td>163 (28.9)</td>
<td>.16</td>
<td>0.086</td>
</tr>
<tr>
<td>Antiplatelet</td>
<td>1182 (98)</td>
<td>632 (98.4)</td>
<td>550 (97.5)</td>
<td>.35</td>
<td>0.066</td>
</tr>
<tr>
<td>β-blocker</td>
<td>867 (71.9)</td>
<td>514 (80.1)</td>
<td>353 (62.6)</td>
<td>&lt;.001</td>
<td>0.394</td>
</tr>
<tr>
<td>Statin</td>
<td>1144 (94.9)</td>
<td>633 (98.6)</td>
<td>511 (90.6)</td>
<td>&lt;.001</td>
<td>0.359</td>
</tr>
<tr>
<td>ACEI/ARB&lt;sup&gt;h&lt;/sup&gt;</td>
<td>565 (46.8)</td>
<td>277 (43.1)</td>
<td>288 (51.1)</td>
<td>.007</td>
<td>0.159</td>
</tr>
</tbody>
</table>

<sup>a</sup>SMD: standardized mean difference.  
<sup>b</sup>CAD: coronary artery disease.  
<sup>c</sup>CABG: coronary artery bypass grafting.  
<sup>d</sup>PCI: percutaneous coronary intervention.  
<sup>e</sup>BP: blood pressure.  
<sup>f</sup>LDL-C: low-density lipoprotein cholesterol.  
<sup>g</sup>HbA<sub>1c</sub>: glycated hemoglobin A<sub>1c</sub>.  
<sup>h</sup>ACEI/ARB: angiotensin-converting enzyme inhibitor or angiotensin receptor blocker.
ACEI/ARB: angiotensin-converting-enzyme inhibitor or angiotensin-receptor blocker.

In this study, 1424 participants were identified between September 2018 and September 2019. After screening the participants based on the exclusion criteria, 1206 participants were analyzed in this study. At 1 year, 88% (565/642) of participants in the intervention group and 91.8% (518/564) of participants in the control group had successful follow-up data (Figure 8). The loss to follow-up rate was lower in the control group (77/642, 12%, vs 46/564, 8.2%; P=.03), and 84.1% (475/565) of participants in the intervention group were followed up via the WeChat platform. In summary, participants in the intervention group were more likely to be male (488/642, 76%, vs 387/564, 68.6%; P<.001) and younger (61.27 vs 68.89; P<.001). The intervention group showed a reduced prevalence of comorbidities such as hypertension (409/642, 63.7%, vs 447/564, 79.3%; P<.001), DM (205/642, 31.9%, vs 259/564, 45.9%; P<.001), and chronic kidney disease (2/642, 0.3%, vs 9/564, 1.6%; P<.001) when compared with the control group. Regarding clinical data, the intervention group had worse BP control (369/642, 57.5%, vs 491/564, 87.1%; P<.001) than the control group; however, heart failure was more common in the intervention group (30/642, 4.7%, vs 4/564, 0.7%; P<.001) as was dyslipidemia (564/642, 87.9%, vs 343/564, 60.8%; P<.001). Regarding medication adherence with the 4 cardioprotective drugs, participants in the intervention group more frequently received β-blockers (514/642, 80.1%, vs 163/564, 62.6%; P<.001) and statins (633/642, 98.6%, vs 163/564, 90.6%; P<.001) and less frequently received ACEI/ARB (277/642, 43.1%, vs 288/564, 51.1%; P=.007). There were no statistically significant differences between the 2 groups with regard to current smoker, current drinker, previous PCI, previous MI, previous ischemic stroke, medication adherence, BMI, LDL-C, or HbA1c. Overall, the on-target proportions of BP, BMI, LDL-C, and HbA1c were 71.31% (860/1206), 42.79% (516/1206), 27.2% (328/1206), and 74.88% (903/1206), respectively, and 54.7% (254/464) of patients with known diabetes had HbA1c ≥7%. Regarding unhealthy lifestyles, the proportions of smokers and drinkers were 25.54% (308/1206) and 15.92% (192/1206), respectively. The prevalence of the 4 cardiovascular drugs at the beginning was 31.01% (374/1206, 95% CI 28.4%-33.6%). Among them, the proportion of antplatelet drugs (98.01%, 1182/1206) and statins (94.86%, 1144/1206) was higher, whereas the proportion of β-blockers (71.89%, 867/1206) and ACEI/ARBs (46.85%, 565/1206) was lower. Among participants treated with statins, 73.6% (842/1144) did not achieve the goal LDL-C level of 1.8 mmol/L. The reasons for participants’ loss of follow-up included not being able to keep in touch (82.1%, 101/123) and participants requesting withdrawal from the study (17.9%, 22/123). Clinical demographics of follow-up and lost to follow-up participants are shown in Multimedia Appendix 3. Compared with participants with regular follow-up, participants who were lost to follow-up had a higher proportion of hypertension (757/1083, 69.9%, vs 99/123, 80.5%; P=.02), diabetes (403/1083, 37.21%, vs 61/123, 49.6%; P=.01), a lower proportion of dyslipidemia (825/1083, 76.18%, vs 82/123, 66.7%; P=.03), and better medication adherence (324/1083, 29.92%, vs 50/123, 40.7%; P=.02).
Sensitivity Analyses Using PSM and IPTW

We matched 257 pairs of participants between the intervention group and the control group using PSM. To avoid decreasing the sample size and weakening the statistical power, we also performed IPTW using the same covariates in the PSM. After matching and weighing, almost all covariates were well-balanced, except for age (Multimedia Appendix 4). Detailed baseline characteristics and standard mean differences after PSM and IPTW are depicted in Multimedia Appendix 5.

Primary and Secondary Outcome Analyses

Table 2 presents an overview of the primary and secondary outcomes at the 1-year follow-up (comparison within groups).
Table 2. Primary and secondary outcomes at the 1-year follow-up (comparison within groups).

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Intervention</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline, n (%)</td>
<td>1 year, n (%)</td>
</tr>
<tr>
<td><strong>Primary outcome</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medication adherence</td>
<td>211 (32.9)</td>
<td>172 (30.4)</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antiplatelet</td>
<td>632 (98.4)</td>
<td>540 (95.6)</td>
</tr>
<tr>
<td>β-blocker</td>
<td>514 (80.1)</td>
<td>441 (78.1)</td>
</tr>
<tr>
<td>Statin</td>
<td>633 (98.6)</td>
<td>532 (94.2)</td>
</tr>
<tr>
<td>ACEI/ARB⁴</td>
<td>277 (43.1)</td>
<td>227 (40.2)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>171 (26.6)</td>
<td>44 (7.8)</td>
</tr>
<tr>
<td>Current drinker</td>
<td>93 (14.5)</td>
<td>33 (5.8)</td>
</tr>
<tr>
<td>Good control of hypertension</td>
<td>369 (57.5)</td>
<td>416 (73.6)</td>
</tr>
<tr>
<td>18.5&lt;BMI&lt;25.0 kg/m²</td>
<td>276 (43)</td>
<td>237 (41.9)</td>
</tr>
<tr>
<td>LDL-C&lt;1.8 mmol/L</td>
<td>172 (26.8)</td>
<td>198 (35)</td>
</tr>
<tr>
<td>HbA1c&lt;7%</td>
<td>475 (74)</td>
<td>439 (77.7)</td>
</tr>
</tbody>
</table>

⁴ACEI/ARB: angiotensin-converting-enzyme inhibitor or angiotensin-receptor blocker.

Compared with the previous year, there was no significant difference in the drug adherence with the 4 cardioprotective medications in either the intervention or the control group (172/565, 30.4%, vs 211/564, 28.9%, P=.38; 142/518, 27.4%, vs 163/564, 28.9%, P=.63). Compared with the previous year, an increased prevalence of good hypertension management was observed among the intervention group (416/565, 73.6%, vs 369/564, 75.7%, P<.001), an LDL-C on target (198/565, 35%, vs 172/564, 26.8%, P<.001) and a reduction in the proportion of current smokers (44/565, 7.8%, vs 171/564, 26.6%, P<.001) and drinkers (33/565, 5.8%, vs 93/564, 14.5%, P<.001). After the 1-year follow-up, the proportion of medication adherence to antiplatelet treatment (540/565, 95.6%, vs 632/564, 98.4%, P=.005) and statins (532/565, 94.2%, vs 633/564, 98.6%, P<.001) decreased. In the control group, participants achieved a better BP level (486/518, 93.8%, vs 491/564, 87.1%, P<.001), improved lipid levels (280/518, 54.1%, vs 156/564, 27.7%, P<.001) and improved control of blood glucose (484/518, 93.4%, vs 428/564, 75.9%, P<.001) at the 1-year follow-up. Multimedia Appendix 6 presents 1-year primary and secondary outcomes (intervention vs control). Figure 9 depicts proportions of medical adherence to the 4 cardioprotective drugs in the intervention group and control group by different statistical methods. Compared with the routine follow-up in community hospitals, there was no obvious advantage in the medication adherence with the 4 cardioprotective drugs in the intervention group (172/565, 30.4%, vs 142/518, 27.4%; RR 0.99, 95% CI 0.97-1.02; P=.65). The mean difference of medications adherence between the intervention and control groups is 3% (95% CI 0.2%-11.5%). The intervention measures improved the smoking cessation (44/565, 7.8%, vs 118/518, 22.8%; RR 0.48, 95% CI 0.44-0.53; P<.001), alcohol restriction (33/565, 5.8%, vs 91/518, 17.6%; RR 0.47, 95% CI 0.42-0.54; P<.001). The control group was superior to the intervention group in medication adherence in regard to ACEI/ARBs (227/565, 40.2%, vs 258/518, 49.8%; RR 0.98, 95% CI 0.96-0.99; P<.001), BMI (237/565, 41.9%, vs 226/518, 43.6%; RR 0.95, 95% CI 0.93-0.97; P<.001), LDL-C (198/565, 35%, vs 280/518, 54.1%; RR 0.79, 95% CI 0.73-0.84; P<.001), and blood glucose (439/565, 77.7%, vs 484/518, 93.4%; RR 0.95, 95% CI 0.94-0.97; P<.001) targets. All of these results were still significant after the multivariable analysis using GEE, PSM, and IPTW.
Subgroup Analysis

The intervention and control groups were divided into 16 subgroups according to gender, age, control of hypertension, current smoker, current drinker, BMI, LDL-C, and HbA₁c (Figure 10). No significant difference in medication adherence between the 2 groups was consistent across all subgroups, and no significant interaction was observed. A trend of increased medication adherence in the intervention group was observed in the current drinker subgroup (8/33, 24%, vs 34/91, 37%; RR 0.72, 95% CI 0.65-0.80). However, the subgroup analysis did not indicate any significant interactions between medication adherence and stratification variables.

Figure 10. Subgroup analysis of primary outcome. Values are n (%) for categorical variables. The interaction between treatment effect and subgroups was evaluated using multivariable generalized estimating equations models. The analysis was performed in the whole population and adjusted for baseline factors including sex, age, control of hypertension, current smoker, current drinker, BMI, low-density lipoprotein cholesterol, and glycated hemoglobin. HbA₁c: glycated hemoglobin A₁c; LDL-C: low-density lipoprotein cholesterol. RR: relative risk.

No study-related adverse events were recorded during this trial.

Discussion

This is a prospective study, which directly compares web-based tertiary A-level hospital, WeChat-based secondary prevention
with a traditional community, hospital-based cardiac rehabilitation program in patients with stable CAD.

**Principal Findings**

Most patients with CAD had poor management of cardiovascular risk factors, and the percentage of participants who met the prescribed BP, BMI, LDL-C, and HbA1c goals recommended were 71.31% (860/1206), 42.79% (516/1206), 27.2% (328/1206), and 74.88% (903/1206), respectively. Current smoking and alcohol consumption accounted for 25.54% (308/1206) and 15.92% (192/1206) of the total participants, respectively. A total of 31.01% (374/1206) of the participants had good medication adherence for the use of the 4 cardioprotective drugs. Cardioprotective medications included antiplatelet therapy, statins, β-blockers, and ACEIs/ARBs in 98.01% (1182/1206), 94.86% (1144/1206), 71.89% (867/1206), and 46.85% (565/1206) of patients, respectively. The current situation that uses secondary prevention is not ideal, especially regarding the participants’ blood lipids and blood glucose control. More than 73.60% (842/1144) of the participants in our study were taking statins to reduce their blood lipids, but their LDL-C levels remained high, suggesting that they needed more rigorous cholesterol treatment. A possible explanation is that the initial dose of the drug was too low, and the dose was not adjusted as soon as the treatment began, or failure to strengthen cholesterol management in a timely manner, such as the addition of ezetimibe and proprotein convertase subtilisin/kexin type 9 inhibitors. Our findings are in line with those of previous studies conducted in Europe, China, the United States, and other areas of the globe. Previous results from the European Action on Secondary and Primary Prevention by Intervention to Reduce Events V [21-24], Dyslipidemia International Study [25], Dyslipidemia International Study-China [26], the Prospective Urban Rural Epidemiology study [12], the prospective observational longitudinal registry of patients with stable CAD (CLARIFY [Prospective Observational Longitudinal Registry of Patients With Stable Coronary Artery Disease]) study [27], Report on Cardiovascular Health and Diseases Burden in China 2020 [28] confirmed that the current situation of secondary prevention in patients with coronary heart disease is concerning.

The most significant result of this study is that a WeChat-based intervention provided by a tertiary A-level hospital had no obvious advantage in improving patient adherence with the 4 cardioprotective medications compared with the traditional method. This finding is in contrast to a previous study [18], which suggested that the WeChat intervention can improve the medication adherence of patients. However, our study did not record the reasons for discontinuation of medication, and it is impossible to determine whether patients stopped medication because of a change in their disease or because of poor patient compliance. The WeChat remote intervention leads to better lifestyle improvements, including abstinence from smoking and alcohol consumption. The possible mechanism for the improved smoking cessation and alcohol use in participants in the intervention group includes several aspects, including how the relevant content is presented to the participants. All the messages sent out by our official WeChat account include smoking cessation and alcohol use content. Second, the participants were asked about smoking and alcohol consumption at each follow-up. Risk factors, including BP, LDL-C, blood glucose, and BMI, were more controlled by the traditional community follow-up, which may be explained by the fact that community hospital doctors were trained before the trial to improve their clinical skills.

**Limitations**

This study had some limitations. First, this was an observational study. Bias may be introduced by variations in the baseline features of the 2 groups. Second, our study did not record the use of all antihypertensive drugs used in patients, so it was impossible to specifically analyze whether the reason for the better control of hypertension in participants in the control group was due to better compliance with antihypertensive drugs or an improved lifestyle. Third, because of the short follow-up period, it was difficult to assess the long-term consequences. In addition, some factors that might affect patient adherence, such as income and education, were not recorded in our study. Finally, participants were not asked to participate in designing messages and the intervention so that the interventions we offered may not fully meet their needs. Participants may be asked to contribute to the design of interventions in future trials.

**Comparison With Prior Work**

According to a literature review by Farsi et al [29], multidimensional health care, which includes the integration of health care with social media and other kinds of communication, has been shown to be very effective. A systematic review by Indraratna et al [30] included 26 randomized controlled trials (n=6713). In patients with heart failure, mobile phone technologies were associated with lower hospitalization rates, and in patients with hypertension, mobile phone technologies significantly reduced the systolic BP [30]. A systematic review of 9 randomized controlled trials evaluated by Hamilton et al [31] confirmed that participants had high rates of participation, acceptance, use, and adherence to mobile health (mHealth). In addition, the health care provided by mHealth is just as effective as a traditional central health care and significantly improves the quality of life [31]. A few recent studies have demonstrated the feasibility and effectiveness of WeChat in chronic disease management, such as in hypertension and CAD. In a 30-day follow-up, Ni et al [17] discovered that the experimental group’s medication nonadherence score dropped more. Participants in that group were given an mHealth intervention created by combining 2 apps: WeChat and BB Reminder. The medication nonadherence score, heart rate, systolic BP, and diastolic BP were all included as outcome variables in this study. The remaining 3 outcomes were not examined owing to the short follow-up period (30 days) and small sample size of the study [17]. Dorje et al [18] created the Smartphone and Social Media-Based Cardiac Rehabilitation and Secondary Prevention in China program, which is a smartphone-based cardiac rehabilitation and secondary prevention program provided through the social media platform WeChat. The participants were monitored for a year in this randomized controlled study, which included 312 participants. The Smartphone and Social Media-Based Cardiac Rehabilitation and Secondary Prevention in China group improved substantially more in the 6-minute
Participants in this group had better secondary outcomes, including knowledge of CAD total score, systolic BP, lipid profile, and cardioprotective drug compliance. However, they found no differences between groups in other secondary outcomes, such as current smoker, BMI, waist-to-hip ratio, psychosocial status, and quality of life. In addition, participants in the control group did not receive formal cardiac rehabilitation and secondary prevention, which may have led to an overestimation of the WeChat effect. BP control in the target range is an important strategy for secondary prevention of CAD. Several reports have shown that WeChat-based interventions are associated with a better control of hypertension. An investigation by Li et al [32] involving 464 patients with hypertension found that after 6 months of using WeChat for self-care, BP control was better in the intervention group. They built separate group chats according to the different risk factors and developed a punch in an innovative system to promote healthy behaviors. In a study by Xiao et al [33], participants reported feeling more willing to use and satisfied when using the WeChat platform for routine BP monitoring. Chang et al [34] examined participants’ experiences of physician-patient communication and peer interaction in a social media–based (WeChat) weight management program. The interactive nature of social media mitigates the practice of social support and social comparison and creates new forms of supervision [34]. However, such communication in a public group carries a potential privacy risk. In a study by Chen et al [35], 80 people were randomly allocated to 1 of 2 groups: intervention and control. The intervention group was given the entire Chinese smoking cessation plan, which was based on applicable guidelines. The features included projects that were used in a specific intervention program to help users plan and record good protocols to promote quitting smoking, promote smoking cessation games, provide information on smoking hazards, help users overcome impulse behaviors, evaluate the level of nicotine dependence and standardized lung health tests, and provide a social platform that encourages social support among users. A total of 25% (10/40) of the intervention participants and 5% (2/40) of the control participants (RR 5.95% CI 1.2-21.4; P=0.03) had biochemically validated cessation at 6 weeks. It has been suggested that using the WeChat platform for smoking cessation is a novel and acceptable intervention for smoking cessation. Zhang et al [36] found in their study that WeChat self-monitoring tended to increase the medication compliance of patients with ischemic stroke. However, owing to the study’s limited sample size, no significant conclusions could be drawn [36]. The study by Li et al [37] confirmed that the videoconference follow-up based on WeChat has better effectiveness, reliability, and higher user satisfaction and trust than the traditional telephone follow-up. The results of this study are consistent with those of our study, which verifies the feasibility of WeChat as a new method of long-term follow-up.

According to this study, WeChat-based telemedicine is particularly effective for lifestyle interventions. Owing to the COVID-19 crisis, it has been inconvenient and even impossible for patients with chronic diseases to receive outpatient follow-up. Remote follow-up can be used as an effective medical treatment.

We identified other problems in this study. First, participants in the intervention group often want consultation for their comorbidities, and our cardiac rehabilitation team may not be able to provide detailed explanations for their comorbidities, resulting in participants needing to go to the hospital. In the future, this problem can be solved by integrating a chronic disease management team to manage all comorbidities of participants. Second, some participants with persistent chest pain and who were suspected of having an MI still submitted a consultation through the WeChat platform rather than calling or going to the emergency center, which may lead to a delay in revascularization. Therefore, patient education may need to be enhanced when using these platforms, and it is important to inform the patient to be transported to the emergency department for additional care in case of life-threatening situations.

Conclusions

Despite the prevalent use of cardioprotective medications, many patients with CAD fail to achieve ideal control of cardiovascular risk factors, as recommended by the guidelines. After initial treatment, the patient’s target should be monitored. The treatment regimen should be adjusted in time, and lifestyle interventions should be strengthened to try to control the risk factors and reach the target as soon as possible. Tertiary A-level hospital, WeChat-based intervention did not improve adherence to the 4 cardioprotective medications compared with the traditional method. Traditional community hospital follow-up was superior to WeChat remote follow-up in risk factor control, including BP, LDL-C, blood glucose, and BMI. The tertiary A-level hospital, WeChat-based intervention has a positive effect on improving lifestyle, such as quitting drinking and smoking, in patients with stable CAD and can be tried as a supplement to community hospital follow-up. Additional research on social media interventions aimed specifically at improving the lifestyle of patients with CAD is necessary.
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Abstract

Background: Prehospitalization documentation is a challenging task and prone to loss of information, as paramedics operate under disruptive environments requiring their constant attention to the patients.

Objective: The aim of this study is to develop a mobile platform for hands-free prehospitalization documentation to assist first responders in operational medical environments by aggregating all existing solutions for noise resiliency and domain adaptation.

Methods: The platform was built to extract meaningful medical information from the real-time audio streaming at the point of injury and transmit complete documentation to a field hospital prior to patient arrival. To this end, the state-of-the-art automatic speech recognition (ASR) solutions with the following modular improvements were thoroughly explored: noise-resilient ASR, multi-style training, customized lexicon, and speech enhancement. The development of the platform was strictly guided by qualitative research and simulation-based evaluation to address the relevant challenges through progressive improvements at every process step of the end-to-end solution. The primary performance metrics included medical word error rate (WER) in machine-transcribed text output and an F1 score calculated by comparing the autogenerated documentation to manual documentation by physicians.

Results: The total number of 15,139 individual words necessary for completing the documentation were identified from all conversations that occurred during the physician-supervised simulation drills. The baseline model presented a suboptimal performance with a WER of 69.85% and an F1 score of 0.611. The noise-resilient ASR, multi-style training, and customized lexicon improved the overall performance; the finalized platform achieved a medical WER of 33.3% and an F1 score of 0.81 when compared to manual documentation. The speech enhancement degraded performance with medical WER increased from 33.3% to 46.33% and the corresponding F1 score decreased from 0.81 to 0.78. All changes in performance were statistically significant (P<.001).
Conclusions: This study presented a fully functional mobile platform for hands-free prehospitalization documentation in operational medical environments and lessons learned from its implementation.

(JMIR Mhealth Uhealth 2021;9(10):e32301) doi:10.2196/32301
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Introduction

Prehospitalization information provided by the first responders is often essential to subsequent treatment efforts including the accurate assessment of a patient, medical diagnosis, and rationale for treatment decisions in the emergency care settings. A patient record documented in the field promotes a continuum of care, playing a vital clinical role in the subsequent treatment of patients in emergency rooms, trauma centers, or other receiving facilities. Complete and effective documentation of prehospitalization care informs clinicians and staff of presenting vitals and symptoms, the initial assessment of the condition, attempted prehospitalization interventions, and observed response to the interventions [1-3]. Failure to report initial findings and interventions in the field may result in clinical errors such as inadvertent overdose due to duplicate administration of the same medication by paramedic and emergency department physicians [4-6]. However, prehospitalization documentation is a challenging task and prone to loss of information, as paramedics operate under urgent and disruptive environments requiring their constant attention to the patient [6-9].

The US military has demonstrated an ongoing interest in potential technological approaches that enable efficient prehospitalization documentation at the point of injury in advance of a patient’s arrival to a field hospital [10-14]. Adequate prehospitalization documentation plays a critical role in ensuring casualties’ maximal chance of survival in the operational environments [15-19]. In the past, the United States Army Medical Research and Development Command has successfully deployed a PDA-based mobile platform that enabled efficient data entry to the electronic patient record and transmission of patient information through a wireless network [12,13]. A new challenge has arisen from the PDA-based design interrupting the flow of care when entering electronic health record (EHR) data using keyboards or a stylus. The loss of time for direct patient care is often prohibitive in emergency environments as medical personnel have to continuously conduct hands-on interventions for patients to save their life and limb.

Given the necessity of seeking solutions that will not degrade the clinical workflow, technology solutions using automatic speech recognition (ASR) have been explored for hands-free clinical documentation [20-23]. A mobile platform based on ASR technologies has the potential to enable hands-free documentation by extracting medical information from the incoming audio stream without hand-operated input devices. However, the technologies have not yet proven to be reliable in noise-intensive real-world environments in the context of emergency medicine. In military operations, the environment often involves high levels of noise from factors such as blasts, gunshots, and aircraft. It has been well-documented that the performance of contemporary ASR systems is degraded by heavy background noise, leading to more word errors in speech recognition output [24-29]. Moreover, the noise in ASR audio input may result in specific types of word errors in the output text interfering with the documentation when extracting relevant medical information. The existing publicly and commercially available ASR models are optimized for the daily conversation and may perform poorly when applied to domain-specific clinical speech [30,31].

ASR consists of multiple components to convert input audio to output text. There are componentwise interventions known to address the listed challenges at a single component level. Recent studies demonstrated acoustic signal processing algorithms that offer improved resilience of ASR to background noise [27,32]. Some studies improved the noise resilience by implementing speech enhancement algorithms for noise filtering in input audio [33,34], while others trained ASR for various noise patterns to improve its robustness against noise [35,36]. There are well-established methods to establish a customized lexicon for a domain of interest so that ASR could better detect domain-specific terms [37-39]. Some research demonstrated solutions to effectively extracting medical information from clinical text containing both semantic and syntactic errors [40,41].

Despite a number of available component-level interventions, it remains unknown how a combination of all these interventions simultaneously affects the overall performance of hands-free prehospitalization documentation in a noise-intensive operational environment. A technology approach encompassing all possible improvements at every process step of the end-to-end solution has the potential to make a substantial contribution to addressing similar challenges in the daily emergency and prehospital clinical practice.

In this paper, we describe the design of our mobile platform for hands-free documentation in the operational medical environment and lessons learned from its use in a simulated environment. The purpose of the study is to perform a systematic evaluation of improvement opportunities for the platform by aggregating and assessing all possible component-level solutions at every process step. The platform was built to extract meaningful medical information from the real-time audio streaming and generate complete documentation before a patient arrives at a simulated field hospital. To this end, the state-of-the-art ASR solutions with relevant component interventions for modular improvement were thoroughly
explored. Development of our platform was guided by qualitative research and structured evaluation to identify and address the relevant challenges through modular improvement at every process step of the end-to-end solution. Physician-supervised clinical simulation drills were conducted for the precise assessment of the system performance in the emergency settings.

**Methods**

This research was approved by the Institutional Review Boards of Clemson University (Clemson, South Carolina) and Palmetto Health System (Columbia, South Carolina), with secondary review and approval by the US Army Medical Research and Material Command (Ft Detrick, Maryland).

**Qualitative Analysis for Platform Design and Clinical Simulation**

Presimulation focus groups and follow-on simulation drill observations were used to assess medical workflow, scope medical information communicated, user requirements during operation, documentation needs, and overall design of platform. Six focus groups were held with 26 individuals across three categories of employment including emergency medical services, transport nurses, and emergency department physicians (Table 1). Focus groups were conducted by trained facilitators using a semistructured interview guide organized to facilitate a workflow discussion of tasks, communication, and documentation strategies as they approach an emergency, the transition to active treatment, and then transition the patient to the next care team. A total of 21 simulation drills were observed over 3 days. Observers monitored their interaction between equipment, verbal communication, and nonverbal communication as they approached the scene, provided active treatment, and transitioned the patient to the next phase of care. Short debriefing interviews were conducted after each drill to gather participant feedback on the process. A postsimulation focus group was also conducted with participants after each day of drills. Data were documented through detailed notes provided on the observation forms and from the two postsimulation drill focus groups (Multimedia Appendix 1).

**Table 1.** Focus group participants.

<table>
<thead>
<tr>
<th>Participants, n (%)</th>
<th>Male, n (%)</th>
<th>Female, n (%)</th>
<th>Experience &lt;10 years, n (%)</th>
<th>Experience 10-20 years, n (%)</th>
<th>Experience &gt;20 years, n (%)</th>
<th>Experience unknown, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergency medical services</td>
<td>6 (23)</td>
<td>5 (83)</td>
<td>1 (17)</td>
<td>1 (17)</td>
<td>3 (50)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>Transport nurses</td>
<td>11 (42)</td>
<td>8 (73)</td>
<td>3 (27)</td>
<td>1 (9)</td>
<td>2 (18)</td>
<td>8 (73)</td>
</tr>
<tr>
<td>Physicians</td>
<td>9 (35)</td>
<td>1 (11)</td>
<td>8 (89)</td>
<td>3 (33)</td>
<td>2 (22)</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Total</td>
<td>26 (100)</td>
<td>14 (54)</td>
<td>12 (46)</td>
<td>5 (19)</td>
<td>5 (19)</td>
<td>15 (58)</td>
</tr>
</tbody>
</table>

**Hardware Architecture Design**

The overall system architecture design consisted of three major platforms: field mobile platform, field hospital platform, and headquarter back-end platform (Figure 1). The field mobile platform operated on a GoPro camera (video capture), microphone, onboard storage (SDXC memory card), and a mobile form factor graphics processing unit (GPU) system (NVIDIA Jetson TX2; Figure 2). The field mobile platform operated on a 7.4V 7000 mAh LiPo battery, which provided continuous power to the platform for up to 8 hours. The transmission between the field device and the field hospital platform was realized through a closed secure network with multiple Linksys Velop WHW0303 routers under Wi-Fi Protected Access II (WPA2) encryption. The field hospital platform operated on a laptop computer where the received information from the field platform was displayed and converted to Fast Healthcare Interoperability Resources–based data types for improved interoperability with EHR platforms. Dell Poweredge R620 equipped with Cerner Sandbox was deployed as a virtual EHR server throughout the project. The headquarter platform operated on a NVIDIA DGX1 with 8 x NVIDIA Tesla 32GB V100 GPUs and 2 x 20-Core 2.20 GHz Intel Xeon E5-2698v4 central processing units. The ASR training was performed on DGX1 from the headquarter platform, and the output model was downloaded to TX2 in the field platform.
Software Architecture Design

The field mobile platform was designed to perform a basic preprocessing of audio captured at the point of injury for the hands-free prehospitalization documentation. The captured audio was converted into a transcript through the ASR module. The Tactical Combat Casualty Care (TCCC) card was selected as the standard format for prehospitalization documentation.
throughout the study; it has been well-documented that the complete TCCC documentation results in a higher casualty survival rate [11,15]. The ASR output was analyzed to generate bookmarks for the captured video for immediate retrieval of video footages relevant to injuries of interest and to fill out a TCCC card for patients (Figure 3). The captured audio was first passed on to the voice activity detection module, which decides whether the given input is a human voice or not. Next, the audio containing the human voice was processed by a speech enhancement module to emphasize the human voice and minimize background noise (Figure 4). Upon the audio preprocessing, the acoustic model generates the initial transcriptions, which then are corrected and improved through the language model. The language model was designed to infer each word based on its context by using a probability distribution over sequences of words. During the postanalysis, the transcribed text was processed by a post natural language processing module to generate bookmarks for the point of injuries and preliminary documentation of injuries on the TCCC card.

**Figure 3.** Overview of Tactical Combat Casualty Care card.

| Abbreviations | GSW=Gunshot Wound; IED=Improvised Explosive Device; MVC=Motor Vehicle Crash/Collision; Rock-Peppered Grenade; AVPU=Alert, responds to Verbal stimulus, responds to Pain stimulus, Unresponsive; TQ=Tourniquet; NPA= Nasopharyngeal Airway; CRIC=Cricothyroidotomy; ET Tube=Endotracheal Tube; SGA=Supraglottis Airway

**Figure 4.** Data processing workflow for hands-free medical documentation. TCCC: Tactical Combat Casualty Care.

**Modular Improvement for Noise Resilience**

The selection of each componentwise intervention was guided by relevant literature and a series of preliminary experiments (Multimedia Appendix 2). A hybrid deep neural network model was used to achieve noise-resilient ASR with its performance comparable to that of the current state of the art. For the implementation of the ASR module, an open-source speech recognition platform, Kaldi, was used for the training of the selected models. A Gaussian mixture model–hidden Markov model was first trained to obtain senones (ie, tied triphone states). Next, the corresponding aligned frames were used for training time delay neural network (TDNN) [42]. The TDNN structure includes an input layer, 11 TDNN layers, and one linear output layer with each TDNN layer set to have 1536 nodes [43]. All weights and biases were discriminatively trained by optimizing the cross-entropy between the target probability and the actual SoftMax output with the backpropagation algorithm [44]. The initial training data consisted of the Switchboard data set (260 hours) and the Common Voice data set (500 hours). Parallel training of the TDNNs using up to 8 NVIDIA Tesla 32GB V100 GPUs was done on the training data with 6 epochs. The speech enhancement module was deployed based on Speech Enhancement Generative Adversarial Network (SEGAN), which enabled the rapid enhancement process without the need for
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explicit assumptions about the raw data and generalizability to various speakers and noise types [45]. The module was trained using noisy data sets generated by mixing clean data sets with battlefield noise. The original SEGAN has been further improved through log-power spectra-based operation and forked generative adversarial network (ForkGAN) structure to extract both speech and noise information (Figure 5). The ForkGAN architecture operated directly on spectral domain features instead of on raw audio with aims to learn a mapping from the log-power spectra feature input to its feature output, which has demonstrated to outperform other well-known GAN-based speech enhancement techniques [33].

Figure 5. Overview of the generative adversarial network–based speech enhancement architecture.

Multi-style training was adopted for additional noise resilience in the operational environment. In specific, ASR was trained with a noisy audio data set containing various types of battlefield noise. A total of 17 battlefield noise files were collected from Signal Processing Information Base [46]. These noises included different types of guns, helicopters, tanks, jets with different speeds, speech babble, and white noise. Additionally, the following other continuous noise types were randomly selected and added to the original training data sets: helicopters, armored vehicles, and tanks. Continuous signal-to-noise ratio values from 0 dB to 20 dB were used to signify different noise power levels. The noisy training data set was created in addition to the original training data sets.

Modular Improvement for Medical Information Extraction

Our initial investigations showed the original language model was unable to detect medical and military terms used by the medical professionals during the simulation drills. The primary cause of the failure was that these terms were not present in the dictionary that was created from the original ASR training data. To address the issue, a new customized lexicon was trained from medical and military terms used in battlefield-related injuries and medical evacuation. First, the relevant medical and military fields were identified in the TCCC card, the most predominant documentation template of battlefield injuries. Using the Carnegie Mellon University Sphinx Knowledge Base Tool, a dictionary with these domain-specific words and their corresponding phonemes was generated to update the existing language model [47]. The original dictionary and language models were merged with their corresponding new versions, and then the new merged dictionary was compiled to acquire the new lexicon. The Stanford Research Institute Language Modeling toolkit was used to combine the merged language model and dictionary to generate the new grammar model [48]. The new lexicon, new grammar model, and the existing hidden Markov model context-dependency lexicon grammar (HCLG) graph used for the baseline ASR model were combined to construct the updated HCLG graph.

Although all of the aforementioned methods focused on the accurate transcription of conversation between patients and medics, additional processing extracting medical information from the machine-transcribed unstructured text was necessary for completing TCCC documentation. MetaMap is a key tool developed by the National Library of Medicine that has been widely used in biomedical information retrieval and data mining applications to obtain Unified Medical Language System Concept Unique Identifiers (CUIs) with corresponding textual descriptions [49]. The post natural language processing module used MetaMap 2018 for medical information extraction. The following semantic type mappings were configured for the implementation: anatomical abnormality, anatomical structure, antibiotics, body substance, body location, body part, clinical drug, drug delivery device, diagnostic procedure, disease, finding, medical device, quantitative and qualitative concepts, sign, temporal concept, and therapeutic procedure. To prevent excessive false-positive issues [50], a number of sample clinical notes on gunshot, explosion, and head trauma were manually crafted and inputted to MetaMap for identification of the potential CUIs of interest and the corresponding entry location within the TCCC documentation. To clarify, the module was designed for a closed domain application by discarding concepts that are not in the preidentified CUI list. Lastly, the extracted information was automatically entered into the appropriate TCCC sections through a predetermined mapping.

Clinical Simulation

A total of three clinical simulation drills were conducted in 2017-2019 at Palmetto Health Simulation Center in Columbia, South Carolina. Each physician-supervised drill simulated a typical rescue mission in the medical operational environment. The scope of the simulation spanned from the battlefield to the field hospital, and thus, only the field and field hospital platforms were deployed during the drills. Three common battlefield injury types were used for the clinical scenarios: gunshot wound, amputation due to explosion, and head trauma [10,51]. Throughout the drills, all emergency medical care providers taking a role as a medic were wearing the field mobile platform described in Figure 2. The scenarios were loosely scripted by suggesting general descriptions and numbers for vital signs. The medics were allowed to improvise in their verbal reports. The participants acting as patients were also allowed to improvise their responses to medics based on the general description of scenarios.

Each simulation drill started in a room simulating the landscape of field and sky. Various types of battlefield noises were...
simulated in the room using multichannel high-output speakers. The medics treated patients as they would on a real battlefield during the first encounter. After the initial treatment, the patients were escorted to the flight paramedics waiting at the next meeting point. The patients were then transported to the next room simulating inside of a medical helicopter. Likewise, helicopter noises were simulated in the room using multichannel high-output speakers. After a certain amount of flight time, patients were then transported to an outdoor space where a field hospital had been set up. The patients received the basic examinations at the field hospital, which concluded one simulation drill. The same three clinical scenarios (gunshot wound, amputation, head trauma) were used for each simulation drill in turn. A total of 27 complete patient cases spanning from field to field hospital were simulated and collected, resulting in a total of 5.05 hours of audio recordings. The maximum noise level of 89 decibels was maintained for gunshot and helicopter noise when measured from the patient’s position.

**Overall Performance Evaluation and Statistical Analysis**

For qualitative evaluation, thematic analysis using a hybrid inductive and deductive approach was completed in Atlas.Ti 8 (Scientific Software Development GmbH) [52,53]. The analysis process began by reviewing focus group transcripts and observation notes using an open coding format to identify various ways participants described their experiences during different stages within the emergency. This was followed by a round of deductive coding focused on communication strategies and device interaction through the ABCDs of Emergency Care. A final round of axial coding produced four thematic areas. All coding was conducted by one member of the research team.

A standard measure to evaluate ASR performance, word error rate (WER), was used to verify whether the acoustic and language models achieved performance comparable to the current state of the art. However, it was suboptimal to include all conversations captured throughout the drills measure since the main goal of our platform was adequate documentation of all conversations captured throughout the drills measure since. The captured clinical information was assessed using the F1 score calculated by comparing the autogenerated documentation to the manual documentation by physicians. The cost-effect analysis to identify opportunities for modular improvement was based on how much more clinical information could be captured after each componentwise intervention. McNemar test with Bonferroni correction was used to detect the statistical significance of the improvement effect with respect to medical WER. A total of 4 settings with different combinations of modular improvements were tested using the selected measures. Additionally, one setting based on a commercial ASR solution was assessed using the same performance measures. Dragon Medical Practice Edition 4 (DMPE 4) software (Nuance Communications) is one of the predominant speech recognition solutions that assist clinicians with hands-free voice-dictated documentation in clinics. A setting with its ASR powered by DMPE 4 was compared with the settings with the different modular improvements (Multimedia Appendix 3).

**Results**

**Qualitative Study Findings**

Four thematic areas include communication methods, communication content, device interaction, and information use (Table 2). Communication methods varied across workflow phases, provider type, and care setting. For example, several focus group participants described frequently using verbal and nonverbal communication strategies with their partner while providing care, and those with military experience discussed this even further. Participants also described situations that they labeled complex communication, whereby they are communicating with and about different patients at one time. This was most frequently discussed as a battlefield experience more so than a transport or field hospital phenomena. Although communication content could vary greatly depending on the workflow phase, the content was remarkably similar within each phase, regardless of the provider type.

Focus group and simulation drill participants’ feedback emphasized the need for device flexibility and for the person wearing it to have control. They also encouraged the design team to make the device strong, durable, and lightweight. Simulation participants recommended that users would have to be trained to use the device and to talk aloud during care so that the device can capture what is being done. Finally, participants shared that short notes and recording that could replace charting would increase user perception of value and thus motivation to use. Physician providers noted that short notes or videos or photos of the injury or emergency site transmitted before patient arrival could be helpful.
Table 2. Overview of qualitative study findings.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Antecedent</th>
<th>Behavior during interaction</th>
<th>Context</th>
<th>Delegation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication methods</td>
<td>• Use of mnemonics</td>
<td>• More nonverbal</td>
<td>• Often chaotic</td>
<td>• Must be charted/recorded</td>
</tr>
<tr>
<td></td>
<td>• Verbal</td>
<td>• To patient</td>
<td>• Can dictate if verbal or nonverbal</td>
<td>• Very different process at each phase</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• To partner</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication content</td>
<td>• Roles tasks</td>
<td>• Only what is necessary</td>
<td>• Dictates depth/detail</td>
<td>• Preference for who provides hands-off</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• If not safe, very little verbal communication</td>
<td>• Sound an issue for some settings</td>
<td>by provider type</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Conversely sometimes lots of content at same</td>
<td></td>
<td>• Content is same at each phase of</td>
</tr>
<tr>
<td></td>
<td></td>
<td>time—chaotic</td>
<td></td>
<td>delegation</td>
</tr>
<tr>
<td>Device interaction</td>
<td>• Ability to turn on and off</td>
<td>• Cannot get in the way</td>
<td>• Flexible locations for different</td>
<td>• When/how to turn off device</td>
</tr>
<tr>
<td></td>
<td>prior to hot zone</td>
<td></td>
<td>types of providers—helmets,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>chest, shoulder, etc</td>
<td></td>
</tr>
<tr>
<td>Information use</td>
<td>• Planning and preparation</td>
<td>• N/A*</td>
<td>• N/A</td>
<td>• Help next team</td>
</tr>
</tbody>
</table>

*N/A: not applicable.

Modular Improvement With Componentwise Interventions

The total number of 15,139 words necessary for completing TCCC documentation were identified through transcription from audio recordings collected from all simulation drills. The field mobile platform equipped with baseline ASR achieved a medical WER of 69.9% with 10,582 word errors of 15,139 words (Table 3). Multi-style training incorporating both clean and noise-injected training data sets improved medical WER by a 26.9% decrease in the error rate from 69.9% to 43.0%. The updated language models further reduced medical WER to 33.3%. Although the multi-style training and updated language model decreased the medical WER, deployment of the speech enhancement module increased the error rate to 46.3%. All increases and decreases in the medical WER with the componentwise intervention were statistically significant. The participating physicians identified a total of 768 unique CUIs relevant to the TCCC documentation of gunshot wounds, amputations, and head trauma on the battlefield. The field mobile platform equipped with baseline ASR achieved an F1 score of 0.61. Upon the deployment of the multi-style training, the F1 score increased by 0.11 to 0.72. The updated language models further improved the score to 0.81. However, the score decreased to 0.78 with the deployment of the speech enhancement module.

Among all the componentwise interventions, the combination of multi-style training and an updated language model resulted in the most improvement in medical WER; the error rate was reduced by 36.6% when compared to the baseline model. For specific examples of improvement made by the updated language model, see Table 4. The autogenered TCCC documentation from our best model (baseline + multi-style training + new language model) achieved an F1 score of 0.81 with 559 true positives, 119 false positives, and 137 false negatives.

Table 3. Automated transcription and documentation performance by different settings.

<table>
<thead>
<tr>
<th>Setting</th>
<th>ASR transcription output</th>
<th>Automated TCCC documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Medical word error rate (%)</td>
<td>Precision</td>
</tr>
<tr>
<td>Setting 1: baseline</td>
<td>69.9</td>
<td>N/A</td>
</tr>
<tr>
<td>Setting 2: baseline + multi-style training</td>
<td>43.0</td>
<td>Setting 1 vs 2: &lt;.001</td>
</tr>
<tr>
<td>Setting 3: baseline + multi-style training + updated language model</td>
<td>33.3</td>
<td>Setting 2 vs 3: &lt;.001</td>
</tr>
<tr>
<td>Setting 4: baseline + multi-style training + updated language model + speech enhancement</td>
<td>46.3</td>
<td>Setting 3 vs 4: &lt;.001</td>
</tr>
</tbody>
</table>

*ASR: automatic speech recognition.
*TCCC: Tactical Combat Casualty Care.
*McNemar test with Bonferroni correction was used to calculate the statistical significance.
*N/A: not applicable.
Discussion

Performance and Lessons Learned

The previous studies on the extraction of medical information from the human-written clinical text have reported F1 scores ranging from 0.757 to 0.872, depending on a target entity to be recognized [53,54]. Our platform achieved the comparable F1 score of 0.81, despite the multiple challenges posed by errors that are attributed to the machine transcription under noise-intensive operational environments. Our experience deploying the mobile platform has given us four lessons that may be useful in the development of other similar platforms for speech to patient record applications.

Lesson 1: Closed Domain Strategy

The observation made by the focus group identified considerable similarity between all patient transportation processes regardless of injury types. For example, all medical personnel described a similar set of information that is expected to share as they transition the patient from one setting to the next. The identified similarity between the processes enabled the labor-intensive closed domain solutions for the post natural language processing without concern for resource constraints (eg, physician time).

In our experience, both language model and medical information extraction could be further improved through rule-based or manual tasks such as observation-driven lexicon updates and preidentification of relevant CUIs for reducing false positives. The qualitative study to identify the similarity may provide the basis for cost-effect analysis to examine the feasibility of similar closed domain strategies.

Lesson 2: User Training

The importance of user training was pointed out during the focus group study. Accordingly, users were trained to turn on and off the system whenever appropriate, which could prevent the potential false positives incurred by nonclinic conversation. Next, the users were also trained to repeat the information whenever possible. It was observed that, if the same information is repeatedly spoken by a user, the system has a higher chance for complete documentation by properly capturing the information at least once, resulting in the improved high F1 score despite a relatively high WER. We have learned that the proper user training may result in performance improvement as significant as state-of-the-art componentwise interventions.

Lesson 3: Impact of Speech Recognition

The performance of the ASR module had a direct impact on the quality of the autogenerated documentation in our speech-to-patient-record application. It was observed that improvement in medical WER after each componentwise intervention is likely to improve autogenerated documentation quality evaluated by the F1 score. As expected, more medical word errors in ASR-transcribed text interfered with the post–natural language processing to extract medical information for documentation. A preliminary observation on the autogenerated documentation revealed that missing words in ASR output and incorrect negation due to word errors were the major causes of false negatives and positives, respectively.

Lesson 4: Context of Componentwise Intervention

To some extent, our mobile platform resembles a personal artificial intelligence assistant platform on the commercial market, as it listens to its user and executes desired actions (ie, documentation). Although our platform could deploy the same types of componentwise interventions known to be effective for the commercial platforms, not all interventions were effective in our application. In the context of everyday life, the personal assistance platform can benefit from speech enhancement that emphasizes the speech of the primary speaker (eg, owner of device) while suppressing the speech of secondary speakers. However, in the context of medicine, the same speech enhancement module may cause a higher medical WER by filtering out the patient’s response to doctors or speech from other care providers attempting to deliver information to the primary speaker. Our experience of the performance degradation reveals a necessity for more context-sensitive training for speech enhancement modules to enhance speech from both primary and secondary speakers in the emergency care settings.

Table 4. Example of domain-specific word correction with updated language model.

<table>
<thead>
<tr>
<th>Original language model</th>
<th>Updated language model</th>
</tr>
</thead>
<tbody>
<tr>
<td>air movement by literallya</td>
<td>air movement bilaterally</td>
</tr>
<tr>
<td>exit as a poster here</td>
<td>exit as a posterior</td>
</tr>
<tr>
<td>patient is take kid nick</td>
<td>patient is tachypnic</td>
</tr>
<tr>
<td>take nor vast for hypertension</td>
<td>take norvasc for hypertension</td>
</tr>
<tr>
<td>with pebble radio balls</td>
<td>with palpable radial pulses</td>
</tr>
<tr>
<td>active orchard real bleeding</td>
<td>active arterial bleeding</td>
</tr>
<tr>
<td>ten planting numbering preparation</td>
<td>tympanic membrane perforation</td>
</tr>
<tr>
<td>michael grans offend a nil</td>
<td>micrograms of fentanyl</td>
</tr>
<tr>
<td>full toxins ninety eight percent</td>
<td>pulse oximetry ninety eight percent</td>
</tr>
<tr>
<td>soldier triggered naive do</td>
<td>soldier triggered an I.E.D.</td>
</tr>
</tbody>
</table>

aItalics indicate the change between models.
along with the verbal communication is essential to reducing the loss of information. Future research may incorporate the existing computer vision solutions to examine if additional information can be extracted from nonverbal communication for more resilient documentation. In response to lesson 2, future studies are warranted to perform a hypothesis-driven study to assess the effect of user training on the resilience of documentation. Lastly, our platform was designed for the closed domain application exclusively for the three most common injury types on the battlefield. Although our study demonstrated that the closed domain strategy can be developed to significantly improve speech recognition performance for the target medical conditions, future speech-to-text and medical information extraction modules may explore to expand the platform design for more variety of medical conditions.

To the best of our knowledge, this was the first attempt to create a fully functional platform for hands-free prehospitalization documentation in operational medical environments. Our application contributes to the body of existing knowledge for the development and assessment of platforms to enable hands-free clinical documentation in real-world noisy environments. The development of our platform was strictly guided by domain experts and a series of structured evaluations to examine modular improvement at every process step of the end-to-end solution. The lessons learned suggest potential refinements in the future endeavors to develop other similar platforms for speech-to-patient-record application.
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Multimedia Appendix 1
Complete and Resilient Documentation simulation drill observation form.
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Multimedia Appendix 2
Preliminary experiments using a standardized testing data set to guide the selection of componentwise interventions for modular improvement.
[ PNG File , 210 KB - mhealth_v9i10e32301_app2.png ]

Multimedia Appendix 3
Comparison of performance between the presented platform and commercial clinical voice recognition software.
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Abstract

Background: In recent years, there has been rapid growth in the availability and use of mobile health (mHealth) apps around the world. A consensus regarding an accepted standard to assess the quality of such apps has yet to be reached. A factor that exacerbates the challenge of mHealth app quality assessment is variations in the interpretation of quality and its subdimensions. Consequently, it has become increasingly difficult for health care professionals worldwide to distinguish apps of high quality from those of lower quality. This exposes both patients and health care professionals to unnecessary risks. Despite progress, limited understanding of the contributions of researchers in low- and middle-income countries (LMICs) exists on this topic. Furthermore, the applicability of quality assessment methodologies in LMIC settings remains relatively unexplored.

Objective: This rapid review aims to identify current methodologies in the literature to assess the quality of mHealth apps, understand what aspects of quality these methodologies address, determine what input has been made by authors from LMICs, and examine the applicability of such methodologies in LMICs.

Methods: This review was registered with PROSPERO (International Prospective Register of Systematic Reviews). A search of PubMed, EMBASE, Web of Science, and Scopus was performed for papers related to mHealth app quality assessment methodologies, which were published in English between 2005 and 2020. By taking a rapid review approach, a thematic and descriptive analysis of the papers was performed.

Results: Electronic database searches identified 841 papers. After the screening process, 52 papers remained for inclusion. Of the 52 papers, 5 (10%) proposed novel methodologies that could be used to evaluate mHealth apps of diverse medical areas of interest. 8 (15%) proposed methodologies that could be used to assess apps concerned with a specific medical focus, and 39 (75%) used methodologies developed by other published authors to evaluate the quality of various groups of mHealth apps. The authors in 6% (3/52) of papers were solely affiliated to institutes in LMICs. A further 15% (8/52) of papers had at least one coauthor affiliated to an institute in an LMIC.

Conclusions: Quality assessment of mHealth apps is complex in nature and at times subjective. Despite growing research on this topic, to date, an all-encompassing appropriate means for evaluating the quality of mHealth apps does not exist. There has
been engagement with authors affiliated to institutes across LMICs; however, limited consideration of current generic methodologies for application in LMIC settings has been identified.

**Trial Registration:** PROSPERO CRD42020205149; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=205149

**KEYWORDS**
mHealth app; health app; mobile health; health website; quality; quality assessment; methodology; high-income country; low-income country; middle-income country; LMIC; mobile phone

**Introduction**

**Background**

Mobile health (mHealth) apps can be defined as software “incorporated into smartphones to improve health outcome, health research, and health care services” [1]. In 2017, >325,000 mHealth apps were available for download [2]. These apps can enhance health promotion and disease prevention, resulting in improved patient outcomes and economic savings [3,4].

In 2020, 35% of US health care consumers used mHealth apps compared with just 16% in 2014 [5]. Access to and use of these apps is also increasing in many low- and middle-income countries (LMICs) [6]. In 2015, there were >7 billion mobile telephone subscriptions worldwide, 70% of which were in LMICs [7,8]. Furthermore, 95% of the global population resides in an area covered by mobile cellular networks, with 84% of people having access to mobile broadband networks [9]. Such widespread use and access to smartphones has helped incorporate mHealth solutions into health care systems within LMICs [10].

Since the introduction of mHealth in the late 2000s, apps have facilitated improvements in disease management, reductions in health care costs and boosted service efficiency [3,4,11]. Despite the growing popularity of mHealth apps, research has also identified the potential risks associated with their use. Regardless of location, quality of content and software functionality are areas of concern in mHealth apps [12], as are data privacy and security [10,13]. For successful implementation of mHealth in LMIC settings, additional factors such as user-prospective and technical factors should also be considered [10].

At present, there is no comprehensive, universally available methodology to assess the quality of mHealth apps [14]. In addition, the existing five-star rating scales available within app stores provide subjective indications of quality, which are often unreliable [15]. Given the paucity of current methodologies, unreliability associated with star ratings, and the ever-expanding mHealth app market, the challenge for health care professionals to identify high-quality apps is becoming increasingly difficult.

A factor that exacerbates the conundrum of quality assessment is indeed the word quality itself. Quality can be considered an umbrella term encompassing many dimensions, depending on its context. Hence, disparities exist in the depth and focus of its definition. The Institute of Medicine defines quality in health care broadly as “the degree to which health services for individuals and populations increase the likelihood of desired health outcomes and are consistent with current professional knowledge” [16]. The International Organization for Standardization adopts a more expansive approach and defines quality as the “degree to which a set of inherent characteristics of an object fulfills requirements” [17]. Nouri et al [18] proposed a broad classification model to address quality in relation to the mHealth app evaluation. Within this model, criteria and subcriteria are outlined for consideration when evaluating the quality of mHealth apps.

Perhaps it is this hierarchical, multifaceted nomenclature that has rendered it difficult to unify on a standard of quality when discussing mHealth apps. Various approaches have been taken to help identify higher quality apps. In the United Kingdom, the National Health Service app library provides a collection of mHealth apps of approved quality [19]. The Federal Institute for Drugs and Medical devices in Germany is set to examine the quality of apps with a view to doctors ultimately being able to “prescribe health care apps to patients” [20].

Efforts are also being made for mHealth app evaluation methods in LMIC settings [21]. However, despite the rapidly increasing market access, significant developments have yet to occur. Given the variability of socioeconomic across the globe, additional parameters in methodologies for mHealth app evaluation in emerging economics may be required.

**Objectives**

The primary aim of this rapid review is to identify current methodologies in the literature to assess the quality of mHealth apps. Second, it aims to determine what aspects of quality these methodologies consider. Third, it aims to examine global research input on this topic since 2005. Finally, this review examines the applicability of such methodologies in LMIC settings.

**Methods**

**Study Design**

Rapid reviews draw upon traditional systematic review processes to accelerate and streamline research while preserving the rigor and quality of review methodology [22]. Given the aforementioned research aims and objectives, a rapid review approach was deemed appropriate.

The broad principles of scoping review methodology, as defined by Arksey and O’Malley [23], were followed to formulate the research question and identify relevant studies for selection. A concept-centric approach was taken for the charting procedure in line with the advice given by Webster and Watson [24] for writing literature reviews in the field of information sciences.
A standard protocol was followed in accordance with the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) checklist [25].

**Search Strategy**

A systematic search strategy was developed and applied across four databases: PubMed, EMBASE, Scopus, and Web of Science. These databases have strong scientific and medical focuses. This combination of databases was chosen in an effort to guarantee adequate and efficient coverage of relevant papers [26].

Under the guidance of an academic librarian and reflecting upon the advice of Arksey and O’Malley [23] for conducting literature reviews, the research question was split into the following four specific concepts: methodology, assess, quality, and mHealth app. Through the iterative process of keyword searching and preliminary search testing using Medical Subject Headings terms, synonyms of each concept were incorporated into the search string. The final search string is provided in **Multimedia Appendix 1**. An intrinsic link exists between mHealth apps and health websites. Therefore, variations of health website were included in the search string to identify papers that potentially covered both mHealth app and health website domains.

The search was conducted in December 2020 and was limited to studies published in English between 2005 and 2020. The year 2005 was chosen as the starting point for this review as the first iPhone was released on the market in 2007, and the app store was created in 2008 [27]. Geographical restrictions were not imposed on this search.

**Study Selection**

The reference management software EndNote X9 (Clarivate Analytics) was used to collate the initial literature search citations. Duplicates were removed before exporting the remaining citations to the Covidence systematic review software (v2409). The author FW initially screened titles and abstracts to determine whether a paper met the general study selection criteria. The full texts of the remaining papers were formally screened against the inclusion and exclusion criteria by FW. Any papers that the author FW was unsure about were screened by and clarified through engagement with the author JOD. The search results were presented in a PRISMA flow diagram (Figure 1).

**Selection Criteria**

The inclusion criteria for studies were as follows:

1. Papers that proposed a methodology to evaluate the quality of mHealth apps (regardless of assessing one aspect or several aspects of quality)
2. Papers that used a methodology for the quality evaluation of specific groups of mHealth apps
3. Papers published in English from 2005 onward in research journals

The exclusion criteria for studies were as follows:

1. Papers that proposed a methodology for the evaluation of non-mHealth apps
2. Papers that proposed a methodology solely for the evaluation of health websites
3. Papers that were not available through the library of University College Cork, interlibrary loans, or via direct communication with authors
4. Papers that were not available in the English language

**Categorization of Reviewed Papers**

Papers that successfully passed full-text screening were subdivided into three categories based on their thematic synergies. These were as follows:

- **Category 1 (generic methodologies):** papers that proposed generic methodologies to evaluate the quality of mHealth apps or mHealth websites
- **Category 2 (health condition–specific methodologies):** papers that proposed methodologies designed specifically to evaluate the quality of mHealth apps that focus on one medical condition (ie, App Quality Evaluation Tool to evaluate the quality of nutrition apps)
- **Category 3 (use of existing methodologies):** papers that used a prepublished methodology to evaluate certain groups of mHealth apps

**Data Extraction**

Data items extracted from all studies included paper title, author, year, aim or objective, name of methodology used or developed, target platform of methodology, disease focus of study, strengths, validity and reliability of methodology, weaknesses, and future work. The location of authors institute affiliations was classified based on the World Bank Classification system [28] into high-, middle-, or low-income countries. Any uncertainty was clarified through discussion with a second reviewer (JOD). This extraction form was initially piloted and amended where necessary.

**Quality Evaluation**

The aim of this rapid review is to assess the extent of published literature on mHealth quality assessment methodologies and related studies rather than to evaluate specific causes and effects. Therefore, as supported by the World Health Organization, risk of bias assessment was not conducted, as this review served as an information gathering process [29].

**Results**

The search and paper retrieval processes are illustrated in Figure 1. A total of 841 potentially relevant papers were identified. Of the 841 papers, following the removal of duplicates, 441 (52.4%) papers remained, with 52 (6.2%) papers meeting the criteria for inclusion.

**Characteristics of Retrieved Papers**

The papers were subdivided into three categories. Category characteristics and respective citations are indicated in Table 1.

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of papers, n (%)</th>
<th>General explanation of category</th>
</tr>
</thead>
</table>
| Category 1: generic methodologies            | 5 (10)                  | - Papers that propose generic methodologies to evaluate the quality of mHealth apps and health websites [30]  
|                                               |                         | - Papers that propose generic methodologies to evaluate the quality of mHealth apps [31-34]                  |
| Category 2: health condition–specific methodologies | 8 (15)                  | - Papers that propose methodologies designed specifically to evaluate the quality of mHealth apps which focus on one medical condition (ie, AQEL\(^a\) to evaluate the quality of nutrition apps) [35-42] |
| Category 3: use of existing methodologies    | 39 (75)                 | - Papers that use a prepublished methodology to evaluate certain groups of mHealth apps (ie, the use of MARS\(^b\) to evaluate the quality of traditional medicine mHealth apps available in Iran) [43-81] |

\(^a\)AQEL: App Quality Evaluation Tool.  
\(^b\)MARS: Mobile App Rating Scale.

**Category 1**

Of the five papers identified in category 1, 1 (20%) proposed a methodology to evaluate the quality of both mHealth apps and health websites [30], and 4 (80%) proposed methodologies solely used to evaluate the quality of mHealth apps [31-34]. The coverage of the Nouri et al [18] mHealth app evaluation criteria found in the methodologies within this category can be viewed in Table 2.
Table 2. Coverage of category 1 methodologies of the criteria for assessing the quality of mHealth apps proposed by Nouri et al [18].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Design</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suitability of design</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aesthetics</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Appearance</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design consistency</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Information or content</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credibility</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Accuracy</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Quality of information</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantity of information</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Usability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Operability</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visibility</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User control and freedom</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consistency and standards</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error prevention</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Completeness</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information needs</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flexibility and customizability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competency</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Style</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavior</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Functionality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Health warnings</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Feedback</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Connectivity and interpretability</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Record</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Display</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guide</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remind or alert</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communicate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Ethical issues</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beneficence</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonmaleficence</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autonomy</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Justice</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legal obligations</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Security and privacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Breakdown of methodologies used by papers in category 3 (N=39).

<table>
<thead>
<tr>
<th>Methodology used</th>
<th>Articles, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MARS(^a) [45-49,52,57,69-71,73-76,78,79]</td>
<td>15 (38)</td>
</tr>
<tr>
<td>uMARS(^b) [48,63]</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Silberg scale [51,53,64]</td>
<td>3 (8)</td>
</tr>
<tr>
<td>AQEL(^c) [50]</td>
<td>1 (3)</td>
</tr>
<tr>
<td>mHON(^d) code [61]</td>
<td>1 (3)</td>
</tr>
<tr>
<td>IOM(^e) aims [72]</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Combination of methodologies (System Usability Scale and clinical guidelines) [46,47,54-56,58-60,62,65-68,77,80,81]</td>
<td>16 (41)</td>
</tr>
</tbody>
</table>

\(^a\)MARS: Mobile App Rating Scale.
\(^b\)uMARS: user version of Mobile App Rating Scale.
\(^c\)AQEL: App Quality Evaluation Tool.
\(^d\)mHON: Mobile applications–Health on the Net.
\(^e\)IOM: Institute of Medicine.

Timeline of Published mHealth Assessment Methodologies and Studies

Research output on the topic of mHealth quality assessment has significantly increased in recent years. Since 2005, 52 papers have been published on this topic; of the 52 papers, 12 (23%) were published in 2020 alone. The research output of novel methodologies for evaluating mHealth apps (categories 1 and 2) and studies relating to the topic (category 3) since 2005 are illustrated in Figure 2.
International Input

The location of authors institute affiliations for all papers (categories 1, 2, and 3) was classified into high-, middle-, or low-income countries based on the World Bank Classification system [28]. All category 1 papers were published by authors affiliated with institutions in high-income countries. One paper in category 2 was published by authors affiliated with an institute in a low-or middle-income country [35]. Of the 39 papers in category 3, 2 (5%) were solely published by authors affiliated with institutes in LMICs [44,78]. A further 21% (8/39) of papers in this category had at least one author affiliated with institutes in LMICs [45,54,56,60,63,67,74,75]. The location of authors’ affiliated institutes can be viewed in the Geo chart in Figure 3. A breakdown of countries and the number of authors affiliated with it can be viewed in Table 4.
Table 4. A breakdown of research contribution based on the country of author affiliation institute.

<table>
<thead>
<tr>
<th>Author affiliation and country (ordered alphabetically)</th>
<th>Number of authors affiliated to institutions in that country, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High-income countries</strong></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>61 (23.7)</td>
</tr>
<tr>
<td>Canada</td>
<td>26 (10.1)</td>
</tr>
<tr>
<td>France</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Germany</td>
<td>7 (2.7)</td>
</tr>
<tr>
<td>Hungary</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Italy</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Japan</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Korea, Republic</td>
<td>13 (5.1)</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>10 (3.9)</td>
</tr>
<tr>
<td>Poland</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Spain</td>
<td>28 (10.9)</td>
</tr>
<tr>
<td>Singapore</td>
<td>16 (6.2)</td>
</tr>
<tr>
<td>Sweden</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>33 (12.8)</td>
</tr>
<tr>
<td>United States</td>
<td>51 (19.8)</td>
</tr>
<tr>
<td>Total affiliations from high-income countries</td>
<td>257 (100)</td>
</tr>
<tr>
<td><strong>Middle-income countries</strong></td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>17 (48.6)</td>
</tr>
<tr>
<td>India</td>
<td>7 (20)</td>
</tr>
<tr>
<td>Iran, Islamic Republic</td>
<td>9 (25.7)</td>
</tr>
<tr>
<td>Macedonia</td>
<td>1 (2.9)</td>
</tr>
<tr>
<td>Serbia</td>
<td>1 (2.9)</td>
</tr>
<tr>
<td>Total affiliations from middle-income countries</td>
<td>35 (100)</td>
</tr>
<tr>
<td><strong>Low-income countries</strong></td>
<td></td>
</tr>
<tr>
<td>Brunei</td>
<td>3 (42.9)</td>
</tr>
<tr>
<td>Malawi</td>
<td>4 (57)</td>
</tr>
<tr>
<td>Total affiliations from low-income countries</td>
<td>7 (100)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

A variety of methodologies to assess the quality of mHealth apps have been identified in this review. Some adopted a generic approach and can be used to evaluate mHealth apps for various medical conditions. Other methodologies take a disease-centric approach and are only relevant when considering apps concerned with that particular disease. Despite a number of quality assessment methodologies being available, significant variations in the dimensions of quality that they address were identified. Given the subjective nature of quality and its subdimensions, it is not surprising to find this high degree of diversity.

As presented in category 3, the MARS construct proposed by Stoyanov et al [33] has been widely used by other authors to evaluate the quality of mHealth apps. MARS is a concise, easy-to-use tool that covers many of the Nouri et al [28] criteria for assessing mHealth app quality (Table 2). Despite its popularity, MARS fails to address some important key aspects of quality, most notably security and privacy. The use of mHealth apps may involve the processing of sensitive information by multiple parties. Therefore, a rising awareness and concern exist in relation to the safety of the information that they contain [13,83]. This underscores the importance of considering privacy and security when evaluating mHealth apps and highlights a significant limitation of the MARS construct. Only two of the five generic methodologies took both of these dimensions into consideration [30,31].

In contrast to MARS, the Enlight suite of assessments proposed by Baumel et al [30] provides a more thorough assessment of quality. It has been designed for both mHealth apps and health
website quality evaluation purposes. As presented in Table 2, Enlight has comprehensive coverage of the Nouri et al. [28] criteria for mHealth app quality assessment. Rating measures within the Enlight suite are divided into two sections: quality assessments and checklists. The quality assessment section refers to aspects of quality that relate to the user’s experience of an mHealth app. The checklists are not expected to directly impact the end user’s experience of the product’s efficacy; rather, these lists may expose the user (or provider) to acknowledged risks or benefits.

Respondent fatigue is a well-documented phenomenon in questionnaires [84]. Although the Enlight suite provides a far-reaching means to evaluate the quality of mHealth apps, its all-encompassing nature may, in reality, curtail its use. Along with the checklists section, 28 questions are contained within the Enlight Quality Assessment section. This is significantly greater than that of other generic methodologies. Hence, the use of the Enlight suite would take significantly longer than others to score the quality of mHealth apps. Undeniably, a greater balance is needed to maximize user uptake and engagement among the health care community. This is especially important, as in many cases health care professionals are not allotted additional time to assess new apps.

Although an abundance of mHealth apps is available, academic studies on their clinical impact are lacking. Concerningly, many mHealth apps are not based on any behavior change theory, and in many cases, their effectiveness has not been correctly evaluated [82,85]. With that said, the ability of apps to stimulate behavior change is becoming a growing area of interest [86]. The behavior change technique is not an explicit quality criterion proposed by Nouri et al. [28]; however, the World Health Organization recognizes the importance of health outcome–based measures [87]. This review identified its considerations in three of the generic methodologies [30,32,33]. The App Chronic Disease Checklist (ACDC) construct includes behavior change as a singular point of consideration [32]. In contrast, the MARS construct assesses “the perceived impact of an app on the user’s knowledge, attitudes, intentions to change as well as the likelihood of actual change in the targeted health behavior” in its App-Specific section [33]. Similarly, the Enlight Suites Therapeutic Persuasiveness section is specifically dedicated to addressing the topic of behavior change techniques [30]. Although behavior change technique in itself is a broad concept, it is reassuring to identify its consideration even to a certain extent within many methodologies.

Challenges in App Assessment

As mentioned in the introduction, a paucity of uniform definitions for quality and its respective subdimensions exists. A lack of clear-cut definitions not only poses a challenge to this research but also adds a level of ambiguity to mHealth app quality evaluations as a whole. Until precise definitions of each dimension of quality are provided, ongoing subjectivity regarding the interpretation of a dimension of quality with respect to an mHealth app may continue.

It is quite important to consider the validity and reliability of the assessment tools in health care [88]. Validity indicates how well a tool measures what it intends to measure, and reliability expresses the extent to which the obtained results are reproducible [88]. Most of the selected tools offered some form of face and content validity based on expert opinions [30-33]. Only 4% (2/52) of studies [30,33] provided reliability results. However, the selected studies did not conduct factor analysis, which can limit their construct validity. In addition, none of the tools provided any predictive validity, which is the extent to which the scores predict the ability of the mHealth app to improve the targeted health condition. Thus, the paucity of information on the validity and reliability of the available tools could limit their usefulness in practice.

Methodologies proposed within category 1 provide the user with a means to assess the quality of mHealth apps. However, no methodology within this category provides the user with a scoring mechanism or rubric to interpret the results. For example, when using the ACDC checklist, what does it mean if an app contains an overwhelming amount of information but scores perfect results in all other dimensions of quality? Does this render the app low quality? A lack of clear scoring mechanisms may hinder a user’s interpretation of the evaluation process, making it an inconclusive exercise.

Applicability of mHealth App Evaluation Methodologies in High-, Middle-, and Low-Income Countries

Although 46% of new mHealth app publishers are from Europe [89], the apps they develop are often available in international markets. As the functionality of mHealth apps becomes more diverse and ownership of smartphones rises, it is likely that their adoption by those living in LMICs will continue to increase. The applicability of the aforementioned methodologies for assessing mHealth app quality in LMIC settings has not been widely considered. As a health care professional contemplates whether a specific mHealth app would be beneficial for their patient, the suitability of an app in the context of his or her patient must be considered. Various regulatory, technical, and user-prospective factors have been identified as obstacles to the integration of mHealth solutions in resource-poor settings [10].

Many regulatory factors that may affect mHealth use in LMICs also affect their use in high-income countries (HICs). Security and privacy of data are two examples. Table 2 highlights that these factors are currently considered in many quality assessment methodologies. Continued access to the internet represents a technological factor that may affect mHealth use in LMICs disproportionately to that in HICs [10]. Despite the penetration rate of mobile broadband signal doubling in LMICs over the past two decades [90], challenges such as use, cost, and speed continue to exist. As such, researchers may wish to consider the impact of inconsistent internet services on an app’s functionality. The ACDC checklist [32] was the sole generic methodology to address the facilitation of an offline mode. The incorporation of questions such as this within methodologies helps to consider the reality faced by many within LMICs at present.

Socioeconomics can impact the use of mHealth solutions. With increased global demand, it represents an important parameter for consideration. Two factors within the domain of
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Health literacy is a concern for many low- and middle-income populations. Within the domain of literacy, readability refers to the comprehension level required by an individual to correctly understand and engage with written material [92]. Past research indicates that many mHealth apps are written at excessively high reading grade levels [66,93]. Poor readability may increase the scope for misinterpretation and render an app inaccessible to many potential end users [66,93]. Nouri et al [28] considered readability as a subcriterion of ease of use [18]. Only two of the five generic methodologies explicitly consider these subcriteria [31,32]. Although the average reading level in LMICs is rising, in many cases, it is still behind that of HICs [94]. Given the proportion of mHealth app development from HICs, a salient need for health care professionals in LMICs to consider the readability of these apps in terms of their potential end users is important.

Future Work

The authors identify several directions for future work in this area of research. First, the review could be extended to papers published in languages other than English, providing a more accurate representation of quality assessment methodologies currently available at an international level.

The Enlight suite provides a thorough means for evaluating the quality of mHealth apps; however, its fundamental usability and ability to consider an app in the context of various populations could be enhanced. An area of active research by the authors is the revision and enhancement of this tool based on the knowledge of this rapid review. Through a Delphi study and supporting survey techniques, the suite is in the process of being modified to make it more user friendly and comprehensive in LMIC settings.

This study highlights several challenges associated with the use of quality assessment methodologies in practice. There is scope to formalize methodology reliability processes, yielding more transparency and comparability in assessments. A scoring mechanism or rubric may be considered in future methodologies that provides users with a means to summarize an app based on the aggregated dimensions of quality that it fulfills.

On a practical level, this research provides additional emphasis on the importance of mHealth app quality assessments. Methodologies such as the Enlight suite and MARS construct are suitable for the purposes outlined in this paper. However, going forward, these methodologies may also be used in consultation with health care professionals for reasons of app development, providing a template for quality assurance.

Strengths

This review has several strengths. To the best of the authors’ knowledge, this is the first review to consider the applicability of generic methodologies to evaluate the quality of mHealth apps in LMIC settings. Furthermore, it highlights the affiliations of authors institutes, indicating where significant research input has come from in the past. This review begins to consider further parameters that one may wish to incorporate into methodologies in the future to improve their relevancy across resource-poor settings.

Limitations

This research is not without limitations. A decision was made by the research team to exclude methodologies for the evaluation of health websites only and non-mHealth apps. This decision was based on the fact that such methodologies often consider parameters that are not applicable to mHealth apps themselves. In an effort to retrieve all relevant papers, terms relating to these concepts were included within the search string. However, only those papers that formally met the inclusion or exclusion criteria were considered in this review.

Although reviewed by a second author where necessary, paper retrieval, selection, and data extraction were completed by one reviewer (FW). Nouri et al provided generalized definitions or examples of its respective quality assessment criteria [18]. A considered approach was taken by the author FW, whereby a methodology with reasonable coverage of the criteria was positively reflected in data extraction. A lack of universal definitions for quality and its respective subdimensions posed a challenging factor for data extraction, comparison, and synthesis on this topic.

The investigators acknowledge that the country affiliation of methodology authors may have limited relevance toward the application of those methodologies within their respective locations. Nevertheless, given the international market demand and varying socioeconomics, the investigators believe that this approach serves as one of many, which may help indicate the suitability of mHealth app quality assessment methodologies in LMICs.

Finally, only articles published in English were included in this review. This may have some impact on our results presented in Figure 3 and Table 4, as methodologies published in other languages were not identified.

Conclusions

Quality assessment of mHealth apps is a complex task. Significant heterogeneity exists between the aspects of quality that are considered by the methodologies identified by this rapid review. Some key aspects of quality remain unaddressed by certain methodologies despite their growing popularity.
Although engagement with authors affiliated to institutes in LMIC exists on this topic, limited consideration has been made for the use of current methodologies in LMIC settings.

Owing to the variety of stakeholders involved in mHealth (eg, software engineers, information technology departments or companies, health care professionals, and patients), the challenges of finding or developing an all-encompassing methodology to assist health care professionals in assessing the quality of a given app is easily appreciated. With the ever-increasing role of mHealth apps in health care, it is time to consider policy development at the international level. An inclusive and intuitive mHealth app assessment methodology is required to ensure the reliable use of mHealth apps worldwide.
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Abstract

Background: Wearable devices are now widely available to collect continuous objective behavioral data from individuals and to measure sleep.

Objective: This study aims to introduce a pipeline to infer sleep onset, duration, and quality from raw accelerometer data and then quantify the relationships between derived sleep metrics and other variables of interest.

Methods: The pipeline released here for the deep phenotyping of sleep, as the DPSleep software package, uses a stepwise algorithm to detect missing data; within-individual, minute-based, spectral power percentiles of activity; and iterative, forward-and-backward–sliding windows to estimate the major Sleep Episode onset and offset. Software modules allow for manual quality control adjustment of the derived sleep features and correction for time zone changes. In this paper, we have illustrated the pipeline with data from participants studied for more than 200 days each.

Results: Actigraphy-based measures of sleep duration were associated with self-reported sleep quality ratings. Simultaneous measures of smartphone use and GPS location data support the validity of the sleep timing inferences and reveal how phone measures of sleep timing can differ from actigraphy data.

Conclusions: We discuss the use of DPSleep in relation to other available sleep estimation approaches and provide example use cases that include multi-dimensional, deep longitudinal phenotyping, extended measurement of dynamics associated with mental illness, and the possibility of combining wearable actigraphy and personal electronic device data (eg, smartphones and tablets) to measure individual differences across a wide range of behavioral variations in health and disease. A new open-source pipeline for deep phenotyping of sleep, DPSleep, analyzes raw accelerometer data from wearable devices and estimates sleep onset and offset while allowing for manual quality control adjustments.

(JMIR Mhealth Uhealth 2021;9(10):e29849) doi:10.2196/29849
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Introduction

Background and Challenge

Prolonged daily episodes of sleep behavior are expressed nearly ubiquitously in all members of our species, as they are innate and undergird both physical and mental health across the lifespan. Multiple studies have suggested that sleep loss or poor sleep quality are predictors (and potentially moderators and mediators) of mental illness symptoms and poor cognitive performance [1-6]. While the use of modern digital devices influences sleep timing, these devices also afford new low-burden opportunities to measure sleep [7-10]. This paper introduces an open-source sleep-analysis pipeline called DPSleep, referring to the deep phenotyping of sleep that we offer to the community as a platform to facilitate longitudinal studies of sleep using data from widely available wearable devices [11].

The current gold standard for documenting sleep timing and content is polysomnography (PSG), during which multiple physiological measures are recorded, usually in a clinic or laboratory setting [12,13] or recently in ambulatory settings [14,15]. Although PSG is a comprehensive assessment of sleep stages, there are limitations associated with cost and subject burden, and it is difficult to obtain in-patient or at-home versions of PSG for extended periods [16,17]. Actigraphy, defined as recording activity-related data, mainly acceleration, using wearable devices, has been suggested as an efficient and reliable alternative to measure certain features of sleep patterns in natural, at-home settings [18,19]. Actigraphy data, estimated from accelerometers, are a common output of many wearable and held devices, including wrist watches, ankle bands and wristbands, smartglasses, sewn-in or attached devices, and smartphones [15,20-24]. At the same time, openly available feature-extraction algorithms with the capability to retain and present the features from raw to derived measures are essential for a reproducible large-scale understanding of human sleep, even in the presence of proprietary algorithms associated with many of the devices.

Objective

In actigraphy-based sleep assessment using wristbands, acceleration is typically measured in 3 dimensions, where each axis—x, y, and z—reflects linear acceleration along with one dimension of a triaxial accelerometer; some devices also measure environmental factors such as ambient light, temperature, or physiological measures such as heart rate variability or electrodermal activity [25]. A body of literature investigating the sensitivity and specificity of wristbands to detect sleep parameters, including total sleep time, sleep onset latency, wake after sleep onset, and sleep efficiency, has evolved [26-28]. Although several of these approaches have been validated using PSG and self-reported sleep quality ratings under certain controlled conditions, there is ongoing research to validate the software and develop in-house algorithms for different applications and under real-world circumstances [29-31]. Several of the devices, in order to save memory and battery, provide preprocessed, 1-minute averaged acceleration data [6,32-35], whereas others provide continuous high-frequency data [36-38].

This study contributes to this evolving field by providing a comprehensive pipeline to analyze raw accelerometer data to estimate minute-based activity and detect the major Sleep Episode, defined as the longest continuous sleep episode of at least 100 minutes. The overall goals are to (1) develop an open-source processing pipeline to detect major Sleep Episodes from commonly available accelerometer data; (2) apply and validate the estimation procedure using real-world data, including individuals studied over extended periods who independently rated their sleep; and (3) apply the processing pipeline to exemplar data to illustrate its application. To this end, we aim to analyze data from undergraduate students who are studied over 6-9 months during college to illustrate sleep patterns that fluctuate with environmental demands and in relation to other self-report measures of sleep and mental state. We also aim to analyze data from 2 individuals who are outpatients with severe mental illness to illustrate the boundaries of the methods and their ability to measure dramatically altered sleep patterns.

Methods

Participants

Participants were enrolled into 2 distinct cohorts to obtain actigraphy data across a range of individuals. The samples are described separately.

Study 1: Undergraduate Study

In total, 6 undergraduate participants (all aged 19 years; 3 females; 4 White participants, 1 unspecified, and 1 Asian; all non-Hispanic) were recruited from a local private institution and participated for one academic year (165-268 days), including a buffer extending into the summer break. These individuals had successfully participated in a shorter, earlier pilot study that did not use the present actigraphy device or processing pipeline. Participants were compensated per hour for the lab visits and for completing daily app-based questionnaires and given milestone bonuses to encourage continued participation. Participants were required to be enrolled full-time in classes and own an iPhone or Android smartphone compatible with the study smartphone app, Beive, which is part of the open-source Beive platform for digital phenotyping [39]. The Beive app was configured to collect passive phone use, phone acceleration, and GPS data at an almost continuous rate, as well as active self-report data on a regular, daily basis. As each participant served as their own baseline, participants were not excluded for current or past psychiatric disorders or medication use. Mental health history was measured by self-report of current or past diagnoses of mental disorders, current or past use of prescribed psychotropic medications, and current or past concerns about mental health symptoms (undiagnosed). Only 1 participant reported any current or past mental health history (current psychotropic medication for anxiety). All study procedures were approved by the Institutional Review Board of Harvard University.
Study 2: Clinical Study

Two individuals (aged 62 and 24 years; 1 female) were recruited from an ongoing cohort following the clinical progression of severe mental illness at a local hospital. Individuals were diagnosed with psychotic disorders (bipolar, n=1; schizophrenia, n=1) using a structured clinical interview for Diagnostic and Statistical Manual of Mental Disorders (DSM)-IV [40]. The diagnoses were initially acquired before DSM-V gaining traction. However, the primary diagnosis was reviewed periodically, and DSM-V-(revised version) [41] criteria were referenced when adjusting the diagnoses. Participant enrollment for this study targeted obtaining >1 year of data for each participant (duration: 543 and 309 days), which included a nearly continuous collection of smartphone and actigraphy data via the Beiwe platform [39] and wearable watch, respectively, from each participant. Participants were compensated for these data and for monthly in-person study visits during which clinical assessments were recorded to quantify disease progression using clinical gold standard measures. Milestone bonuses were provided to encourage continued participation. All study procedures were approved by the Institutional Review Board of Partners Healthcare.

Wrist Actigraphy and Ancillary Data Acquisition

The present pipeline was developed using triaxial acceleration data from a commercially available waterproof watch worn on the wrist (GENEActiv, Activinsights Ltd) and is intended as a general open resource for processing accelerometer data from any device that saves raw triaxial, high-frequency, continuous accelerometer data, sampled at a fixed and known rate. Missed data was assumed to occur completely at random. Data saved as minute-based or shorter activity estimates can also be accommodated. The frequency of data sampling was set to 30 Hz for study 1 and 20 Hz to preserve the memory in case the patients missed their study visits for study 2. Following the initial consent and receipt of the watch, individuals in studies 1 and 2 visited the lab every 4-5 weeks to return the watch and receive a new, fully charged watch with formatted memory: participants in study 2 were given the watches during their in-patient study visits. Participants were instructed to wear the watch continuously, including during sleep and while bathing. Using the same sampling rates across modalities of 30 Hz in study 1 and 20 Hz in study 2, the watch collected acceleration (g), light (lux), and ambient temperature (°C). In addition, the wristband recorded key presses. Participants were instructed to press the key when they started to go to sleep and when they woke in the morning. The acceleration data are the primary data used for the automatic detection of episodes that would be scored as sleep with additional corrections from light and key press data when available and when necessary.

Data obtained from a smartphone (iPhone or Android) were used as an ancillary data source [39,42]. None of the automated processing or manual Sleep Episode adjustments used data from the smartphone. The smartphone data provided valuable independent information for validation. Individuals installed the research smartphone app, Beiwe, to collect active (questionnaire), passive phone use (via timestamping of lock-unlock events), accelerometer, and GPS data [39,43,44]. The GPS location of the phone was sampled every 10 minutes for a 2-minute duration, and phone acceleration was sampled 10 seconds on and 10 seconds off. At 5 PM each day, an in-app questionnaire appeared that asked about the quality of the previous night’s sleep on a Likert scale (5-point Likert scale from 0 [exceptional] to 4 [terribly]), the amount of caffeine consumed in the previous 24 hours (5-point Likert scale from 0 [none] to 4 [five +]; Multimedia Appendix 1), and a set of questions about their mood and social and academic activities. Answers to these questions and passive estimates of phone use were used to validate the identification of the major Sleep Episodes from the independent watch actigraphy data.

DPSleep: A Processing Pipeline for Deep Phenotyping of Sleep

Raw Actigraphy Data and Removal of Missing Data (Wrist-Off)

Raw wrist actigraphy data were originally saved as large, compressed files, each containing multiple weeks of data. Each file comprises a table with columns of acceleration, light, and temperature (depending on the device). To overcome the challenge of time-consuming access to specific rows during analysis, the first step in our processing pipeline is to parse and save the data into separate daily files from midnight to 11:59 PM. For days on which a watch change occurred (to allow continuous data sampling), a new, already charged watch was placed on the wrist. As the old watch keeps collecting nonwrist data until it is connected back to the data extraction station, the data from the new watch were formatted to overwrite any data from the previous watch at the same clock times.

Raw actigraphy data (30 Hz) are displayed for one daily data file illustrating each separate accelerometer trace (Figure S1 of Multimedia Appendix 2). This type of raw actigraphy data measures linear acceleration and is thus most sensitive to dynamic movements with varying amplitudes and frequencies during different activities such as walking, phone typing, or even tossing and turning in bed [45]. The amplitude of the fluctuations, measured in units of gravity (g), reflects the relative acceleration of the actigraphy device related to the gravity of the Earth. Each axis—x(g), y(g), and z(g)—reflects linear acceleration along one dimension of a triaxial accelerometer. The raw data always include the Earth’s gravity component, which can be reflected on different axes depending on the orientation of the device. The separate channels are highly correlated and, for our purposes here, provide redundant information that can be interrogated separately or combined to make estimates more robust. The amplitude of the accelerometer fluctuations varies across the awake hours but shows a stark reduction in fluctuation in all three axes during the sleep period. As explained below, the DPSleep processing pipeline is optimized to detect the reduction in fluctuations and estimate a single extended episode each day.

An immediate challenge is that, even for compliant participants with charged waterproof actigraphy watches, they occasionally removed their devices. Figure 1 shows an epoch in which the watch was off the wrist. Unlike the Sleep Episode, which contains residual periodic low levels of fluctuations, the...
accelerometer traces are nearly flat during the wrist-off periods. The first step is to detect and remove the wrist-off minutes. As the focus of these analyses is to identify the major Sleep Episode, a window size of 150 minutes is used to detect the wrist-off minutes. The SD of the acceleration time series for each of the three axes was calculated for each minute. A forward-and-backward–moving window of SD for each axis was calculated for a window size of 150 minutes. Then, the root mean square (RMS) of the moving average SD values for the three axes is compared with a small experimental threshold of 0.0185 to detect the wrist-off minutes. This threshold was determined based on more than 600 hours (5 volunteers from our research group for 5-7 days each) of annotated data collected in-house. The minute of data is considered wrist-off if the RMS of the variance of the three channels is below this threshold. The remaining data were considered for further analyses.

**Figure 1.** The DPSleep processing pipeline. The sequential steps in the processing pipeline are illustrated with example data for key steps. The pipeline begins with raw accelerometer data and derives estimates of individualized sleep scores (A) and raw (B) and corrected Sleep Episodes (C). Sleep variables are calculated based on the corrected Sleep Episodes as estimated in C. Specifically, as the first step, the SD of the acceleration along three axes is averaged over 150-minute windows forward and backward to find the wrist-off minutes. The power density spectrum of the acceleration signal is calculated at different frequencies, and the area under the curve estimates power as the root mean squared integrated over the three axes. Minutes are classified based on 10, 25, 50, and 75 percentile thresholds and can be visualized (A; blue, cyan, green, orange, and red display the minutes based on increasing power scores). A series of forward and backward moving average windows is used to flag the candidate Sleep Episodes that are then further filtered to derive the raw sleep estimate (B). Quality control and adjustment for the local time zone then yield to the final corrected sleep estimate (C). QC: quality control; RMS: root mean square.

**Scoring Activity Level for Each Minute**
After removing the wrist-off minutes from the analysis, the power density spectrum of the acceleration signal in each minute was calculated using Welch formula [46]. The power of the signal in each minute is the area under the curve of the power density spectrum. Within-individual power thresholds were then determined for 10, 25, 50, and 75 percentiles. A 15-minute-wide
window of the average RMS power that combines across the three axes is used to find the percentile thresholds specific to each individual. Data from each minute of the study were classified based on their spectral power in comparison with these percentile cut-offs, and color-coded daily maps of the activity scores for each individual were generated (Figure 1, center-left). Highly active minutes are colored in red and orange, minutes with medium activity are colored in green, and low active minutes are colored in blue and cyan. Daily maps provide intuitive information about the sleep patterns of the individual. As the watch is recording continuous actigraphy without reference to the external world, when the time zone is changed due to traveling, the sleep pattern is shifted and will need to be accommodated at a later stage of processing, as can be seen in Figure 1 at approximately day 150. Standard or daylight saving time transitions require correction.

**Estimating Major Sleep Episodes**

To automatically estimate the timing of the Sleep Episode, we used multiple moving windows that slide over a weighted transformation of the minute-based activity levels. The minutes with less than 25% activity (25th percentile of the empirical distribution of activity for the person) are assigned a sleep score of 1, and those with higher than 50% activity are penalized by negative experimental scores (-0.75 and -1). Then, two moving windows of narrow (60 minutes) and wide (100 minutes) sizes were used to sweep the scores and find a provisional nocturnal episode of sleep, while the narrower window adjusts the beginning and end estimates of the major Sleep Episode. The separation of tasks between two window sizes was found, in pilot analyses, to better capture the distinct targeted events, where detecting the nocturnal Sleep Episode benefitted from the larger window, but the precision of the sleep onset and offset time transitions benefitted from the smaller window. A clean-up 90-minute wide moving window was then used to connect adjacent short candidate Sleep Episodes with more than three-quarter sleep-scored minutes in each 90-minute window. However, this process, on some occasions, left two separate candidate Sleep Episodes that were separated by a period of activity during the middle of the night. As a convention, the automated algorithm joined discontinuous Sleep Episodes into one longer episode if they fell within 22.5 minutes (a quarter of the 90-minute window) of one another. This is a decision of convention and occurred in 2.34% (34/1448) of the cases in which sleep was measured in healthy young adults.

The outcome of these steps is an estimate of a single provisional Sleep Episode for each day. The estimate, via the filtering approaches used, usually underestimates the full Sleep Episode duration by not including minutes on either temporal side of the sliding windows that have low activity. To mitigate this bias, as a final step, the initial estimate was expanded or shrunk to include all adjacent minutes that show less than 25% activity so long as they were after (when available) the evening button press (indicating the participant’s intended start of attempting to sleep) and before their waking button press. A button press was considered available if the device successfully recorded a button press within 60 minutes of the estimate. The compliance of the individuals to provide informative (within 60 minutes of the estimate) button presses for sleep or bed ranged from 76.9% to 90.4% across the 6 participants in study 1 (mean 84.0%, SD 5.5%) and was 0.3% and 22.6% for the 2 participants in study 2. The duration of the major Sleep Episode after these corrections is recorded in the data output files as the automatically generated SleepDuration with its beginning (SleepOnset) and end (SleepOffset) times.

Figure S2 of Multimedia Appendix 2 displays examples of the initial automatic estimate of the Sleep Episode (yellow bottom bar) and the final corrected Sleep Episode (middle green bar) in the third row of panels A, B, and C. A third estimate, shown as a blue bar, expands from the final Sleep Episode to include adjacent minutes when the activity is below the 50% threshold, such as when individuals are resting in bed but not yet asleep. We store the beginning of the expanded epoch as the BedrestOnset, the end as the BedrestOffset, and the duration as the BedrestDuration. For some purposes, the time from the beginning of the BedrestOnset to SleepOnset can be used as a distinct measure (eg, SleepOnsetLatency). The variables are listed in Textbox 1. The estimated light exposure level from the watch is also shown in Figure S2 of Multimedia Appendix 2, as well as the timestamps of the recorded button presses. The light level is not used by the algorithm to estimate the Sleep Episode but is visualized because it can aid manual adjustments that are applied during quality control. An assumption of the present approach is that a single Sleep Episode will occur that is usually 100 minutes or more; the limitations of this simplifying assumption will be discussed.
Textbox 1. Sleep variables generated by the DPSleep pipeline.

<table>
<thead>
<tr>
<th>Parameter name and description</th>
</tr>
</thead>
<tbody>
<tr>
<td>• OffWrist: percentage of wrist-off time per 24 hours (%)</td>
</tr>
<tr>
<td>• SleepOnset: beginning of the Sleep Episode (hh:mm)</td>
</tr>
<tr>
<td>• SleepOffset: end of Sleep Episode (hh:mm)</td>
</tr>
<tr>
<td>• SleepDuration: difference between SleepOnset and SleepOffset (min)</td>
</tr>
<tr>
<td>• BedrestOnset: beginning of Bedrest Episode (hh:mm)</td>
</tr>
<tr>
<td>• BedrestOffset: end of Bedrest Episode (hh:mm)</td>
</tr>
<tr>
<td>• BedrestDuration: difference between BedrestOnset and BedrestOffset (min)</td>
</tr>
<tr>
<td>• SleepOnsetLatency: difference between BedrestOnset and SleepOnset (min)</td>
</tr>
<tr>
<td>• SleepEfficiency: percentage of SleepDuration or BedrestDuration (%)</td>
</tr>
<tr>
<td>• ActiveMinutes: number of minutes during Sleep Episode with activity higher than the 40th percentile</td>
</tr>
<tr>
<td>• ImmobileMinutes: number of minutes during Sleep Episode with activity lower than the 40th percentile</td>
</tr>
<tr>
<td>• ActiveBouts: number of bouts (sequences) during Sleep Episode with continuous ActiveMinutes, with 1-Min immobility tolerance</td>
</tr>
<tr>
<td>• SleepImmobility: percentage of immobile minutes or sleep duration (%)</td>
</tr>
<tr>
<td>• LightMinutes: number of minutes during Sleep Episode with light greater than 1 lux</td>
</tr>
<tr>
<td>• LightBouts: number of bouts during Sleep Episode with continuous LightMinutes, with 1-minute darkness tolerance</td>
</tr>
<tr>
<td>• PhoneMinutes: number of minutes during sleep episodes with any phone event, including locked, unlocked, or in use</td>
</tr>
<tr>
<td>• PhoneBouts: number of bouts during Sleep Episode with continuous PhoneMinutes, letting 1-minute no-event tolerance</td>
</tr>
</tbody>
</table>

Smartphone Data

In addition to wearing the actigraphy watch, most of the individuals in studies 1 and 2 installed the Beiwe app on their smartphones. The Beiwe app was configured to passively collect phone on or off times and the GPS location of the phone. An independent pipeline was used to securely analyze the GPS data and extract the places most visited by the individual during the study and estimate their major locations every 12 minutes. Then, a daily map was color-coded based on the presence of the individual at those points of interest. The GPS map provides the time zone of the locations where the subject has visited and evidence of location stability or movement around the time of the major Sleep Episode.

When participants traveled across time zones, a challenge arose as a matter of practice: when the new time zone was behind the old time zone, the data shifted back and overwrote the previously recorded data, and when the new time zone was ahead of the old one, the data shifted forward, and there was a missing data gap. The time shifts occurring during the actual days of travel, especially when travel occurs by plane, are challenging to incorporate, and we considered these days as missing data with the days before and after being retained with data shifted to reflect the time zone experienced by the participant. The participants in study 1 traveled two to four times during the course of the study, whereas the participants in study 2 did not travel. A similar time-shifting issue occurs for standard or daylight saving time transitions. In these cases, the time is shifted forward or backward accordingly, and the two transition nights are considered as missing data. Alternate goals, such as estimating circadian rhythms, may be better served by analyzing the data in a continuous fashion and will be different from the present focus, where the discrete daily patterns require these practical adjustments.

The smartphone data from Beiwe also provided relevant data for validation, including accelerometer and phone use data (via the recorded lock-unlock events). The DPSleep pipeline allows the integration and visualization of smartphone data when available. To integrate accelerometer data for the validation purposes of this study, a simple SD analysis was applied to the phone acceleration along the x-axis as a representative of the acceleration score to recognize minutes of high movement. The distribution of the acceleration score in all minutes during the study for each individual was used to find minutes with greater than 75 and 90 percentile movement (normalized to the individual). These minutes were color-coded in yellow and red, respectively, contrasting the lower acceleration minutes in gray and plotted in relation to the daily Sleep Episode estimates (Figure S3 of Multimedia Appendix 2). In addition, the locked-unlocked events of the phone document when the phone is in use. Phone in use time was defined as the time between every consecutive unlocked-locked event lasting no more than 15 minutes. This is to soften the strong assumption of the phone being in use all the time after the unlocked event and before it is locked again. The daily map is then color-coded to show the locked-unlocked minutes in red and blue, respectively, in-use minutes in green (Figure S3 of Multimedia Appendix 2). These data are used in this study to build confidence in the DPSleep estimates of the major Sleep Episodes. They may also be useful for understanding the relationship between digital technology use and sleep patterns, for example, as might occur if individuals use their phone sporadically at night.
Sleep Estimation Quality Control

DPSleep should not be expected to deliver a perfectly accurate output when operating in automatic mode. Several assumptions are made, and the structure of an individual sleep night can be complex. Instead, DPSleep provides an elaborate day-by-day report, examples of which appear in Figure S2 of Multimedia Appendix 2. The user can decide about the confidence of the estimated Sleep Episode and revise the results manually, if necessary. DPSleep includes editing tools. Every page of the report presents the data about one day from 6 PM on the previous day to 6 PM on the original day. The report also includes, when available, smartphone data, as illustrated in Figure S3 of Multimedia Appendix 2. The daily report is a significant help to the investigators to decide about and increase the precision of the sleep estimation results based on the availability and richness of the data.

All results in this paper have been quality-controlled by 2 individuals independently relying on only the watch actigraphy data and not any ancillary data from the smartphone to make modifications. Thus, the data are analyzed here, as would be from any typical study that only obtained watch actigraphy data. The guidelines used for quality control are described in Multimedia Appendix 3. Figure S4 of Multimedia Appendix 2 illustrates the plots of sleep duration across nights before and after manual adjustments for each of the 6 individuals in study 1. As shown, most nights show identical values before and after quality control, meaning no adjustment was required, whereas many others showed slight adjustments. For several nights, a large adjustment was required (eg, in Figure S4 P6 of Multimedia Appendix 2, there is an outlier value; in Figure S4 P5 of Multimedia Appendix 2 there are several values that were substantially corrected). The automated values showed a correlation with the final corrected values that ranged between r=0.92 and r=0.98. Figure S5 of Multimedia Appendix 2 illustrates examples of errors that require manual adjustments. Manual adjustments were made for 18.02% (261/1448) of the nights. As illustrated in Figure S4 of Multimedia Appendix 2, although approximately one in five nights were adjusted, most were small adjustments that would not impact most analyses. Approximately 9.05% (131/1448) of the nights were adjusted to change the major Sleep Episode estimate by greater than 1 hour.

Data Security

Throughout the analysis, the pipeline is designed to handle the data securely without exposing any identifiable information. Days are reported as the days of the study relative to the individual’s consent days. We consider the GPS data identifiable not only when the actual coordinates are presented but also the patterns of the daily maps as presented with significant (for the individual) locations. Therefore, the pipeline was designed to work with the encrypted data and avoid saving any of the coordinates or maps as unencrypted scratch files. The final results are saved directly in an encrypted format.

Within-Individual Statistical Modeling

To analyze the longitudinal association between actigraphy-based sleep estimation and self-reported data, a simple individual-level linear model was used with self-reported sleep quality as a predictor and actigraphy-based sleep duration as the outcome. This simple linear model was selected after using a mixed linear model analysis to account for the time and autocorrelation of the observations. The categorical day of the week was included as a covariate to account for weekly structure related to course schedules and weekday-weekend differences. Only data collected during the academic year were included (ie, fall and spring semesters, including exam periods and Thanksgiving and spring breaks, but excluding winter and summer breaks) to account for differences between the school year and extended school breaks. All analyses were conducted in R (R Foundation for Statistical Computing) using the stats package `lm()` function [47].

Code Availability

The DPSleep pipeline software package is available [11] as an open-source package to be downloaded and used by the research community.

Results

Longitudinal Activity-Based Sleep Estimates Within Individuals

Longitudinal sleep patterns and daily sleep maps are the key outcomes of the DPSleep pipeline (Figure 1; see the Methods section). To show the performance of the pipeline, four examples of processed data are shown for individuals from study 1 (see the Methods section; Figures 2 and 3; Figure S6 and S7 of Multimedia Appendix 2). The data are from the full academic year with travel to and from campus and across daylight saving time. Each figure contains five plots, and three plots on the left are described here. Plot A is the color-coded daily map of activity scores that show the minutes with high (>50% orange; >75% red), low (<25% cyan; <10% blue), and medium (25%-50% green) activity. Plot B represents the raw estimated Sleep Episodes for each day. Plot C is the time zone–adjusted and quality control–adjusted longitudinal plot of sleep behavior. The third plot represents the data used for all the quantitative analyses and validations.
Figure 2. Longitudinal Sleep Episode estimates in P1 related to phone use. Three left panels display longitudinal activity score and Sleep Episode estimates for 243 days. Day 1 is near to the ninth day after the beginning of the semester. Winter break falls near days 102 to 133. Each vertical line displays data for a 24-hour day. (A) The top panel displays the continuous activity scores colored by the threshold for each day. For each day, the plot begins at 6 PM at the bottom and ends at 6 PM at the top, allowing the nighttime sleep period to plot in the center of the graph. Over days, the low activity band (in blue) is relatively consistent except for a dramatic shift at day 118, which is attributed to travel outside of the time zone. (B) The middle panel displays the same data revealing the automated detection of Sleep Episodes and nap periods. (C) The bottom panel displays the time zone–adjusted and fully quality-controlled estimates of the final Sleep Episodes. On the right panels, the Sleep Episodes of panel C are plotted (light blue) in relation to independently estimated phone events. (D) The phone status is shown with colored hashing for when the phone is locked (red), unlocked (blue), and in use (green). Note that there is no phone use during the estimated Sleep Episodes. The phone use events, on many nights, occur up until and just before the beginning of the Sleep Episode. However, on most mornings, there is a gap between when the Sleep Episode ends and phone use begins, which often begins abruptly around 9 AM, possibly reflecting that phone use begins with an alarm-triggered event. (E) Phone acceleration data are plotted and also reveal no phone movement during the Sleep Episodes.
Figure 3. Longitudinal Sleep Episode estimates in P4 in relation to phone use. Longitudinal activity score, Sleep Episode estimates, and phone use data for 257 days are plotted. Day 2 is near to the beginning of the semester. Winter break falls near days 112 to 143. (A) The top-left panel shows the continuous activity scores colored by the threshold for each day. (B) The middle-left panel displays the same data revealing the automated detection of Sleep Episodes and nap periods. (C) The bottom-left panel demonstrates the time zone-adjusted and fully quality-controlled estimates of the final Sleep Episodes. On the right panels, the Sleep Episodes of panel C are plotted (light blue) in relation to independently estimated phone events. (D) The phone status is shown with colored hashing for when the phone is locked (red), unlocked (blue), and in use (green). (E) Phone acceleration data are plotted and also reveal no phone movement during the Sleep Episodes. This individual shows highly irregular Sleep Episodes. Note that the phone status and phone acceleration events track the irregular Sleep Episodes.

Figure 2 shows the sleep data for P1 with a highly regular sleep pattern where the subject goes to bed sometime between 1 AM and 2 AM and wakes up consistently near 8 AM. On weekends, the participant wakes up about an hour later than usual. Figure 3 shows the sleep data for P4, which displays the most irregular sleep patterns. There are some nights when this participant goes to bed at around midnight and does not wake up before 9 AM, and on other nights, the individual does not go to sleep before 6 AM and sleeps for only a few hours. The irregular sleep pattern does not appear to be related to the academic calendar because the participant displays a similar sleep pattern during breaks. In addition, the sleep data for P2 and P3 with a less regular sleep pattern compared with P1 are shown in Figure S6 and S7 of Multimedia Appendix 2. The effect of beginning the academic year is notable, with a gradual transition to a later sleep time (first 25 days). Break and travel also significantly affect the sleep schedule during days 125-150.

Smartphone Use Tracks Sleep Episodes

One way of validating the estimated Sleep Episode arises from the independent phone data collected simultaneously through the Beiwe app on each individual’s cell phone. Even though these data do not continuously measure activity, as the phone can be put down, they do indicate the minutes during which the individual is clearly not sleeping. The right parts of Figures 2 and 3 and Figure S6 and S7 of Multimedia Appendix 2 plot the smartphone data for the 4 participants analyzed above. In each plot, panel D shows the phone status via locked-unlocked events. When the phone is not used, there should be no change in the phone status. Panel E displays phone acceleration that, similar to the wristwatch, provides a measure of dynamic movement when the phone is picked up, used, or is moving with the participant’s body.

In all participants, the phone activity measures were generally outside the time of the estimated Sleep Episodes and tracked
the variations in sleep period from night to night. P2 and P3 (Figure S6 and S7 of Multimedia Appendix 2) show this quite clearly because their sleep patterns change gradually during the first 25 nights of measurement. Phone activity measures tracked these transitions. P4, who showed the most erratic sleep patterns, also demonstrated clear evidence that phone use was frequent and intensive only outside the time of the major Sleep Episodes (Figure 3). Beyond the general correspondence between phone and sleep, there were also interesting features in the details of the phone use that are relevant for comparing the activity- and phone-based data types.

As an additional visualization, Figure S8 of Multimedia Appendix 2 shows data from P1 with the horizontal axis representing clock time (48 consecutive hours, with the second 24 hours on each horizontal line repeated in the first 24 hours of the next horizontal line) and day number down the y-axis. This is the plotting convention often used by investigators interested in circadian rhythms [48]. DPSleep allows plotting using either lateral (as in most figures in this paper) or horizontal (eg, Figure S8 of Multimedia Appendix 2) conventions.

**Actigraphy Measures of Sleep Duration Track**

**Self-report Sleep Quality**

In each individual, the DPSleep pipeline yielded an estimate of sleep duration (SleepDuration in Textbox 1), the time difference between SleepOnset and SleepOffset. Each day, the individuals also reported the quality of the previous night’s sleep on a Likert scale (Multimedia Appendix 3). Figure S9A of Multimedia Appendix 2 shows the variation in sleep duration across days in each of the 6 individuals from study 1, and their self-reported sleep rating. Missing data excluded from the analysis included data from winter break (the gaps near day 120) and noncompliant data (eg, the wristband was removed or the survey was submitted the following day).

An individual-level linear model analysis was used to evaluate the longitudinal association between self-reported sleep quality (for both concurrent night and nights preceding) as the predictor and actigraphy-based sleep duration as the outcome. There was a significant correlation between the concurrent night’s self-reported sleep rating and the actigraphy-measured sleep duration in each of the 6 participants (Figure 4A): short sleep duration predicts self-reported ratings of poor sleep. The observation that sleep rating and sleep duration measures track one another in healthy young individuals provides evidence of validity. No correlation or a weakly positive correlation was observed for the preceding night.
Figure 4. Correlation, autocorrelation, and weekly patterns of sleep rating and sleep duration. (A) Individual-level linear model applied to each subject shows the association between self-report sleep rating and actigraphy-based sleep duration. In each case, the self-report sleep rating negatively predicted sleep duration when the sleep rating targeted the night of sleep (red line and circles). When the sleep rating was shifted to the next day so that the rating no longer matched the night of sleep duration, the relationship between sleep rating and sleep duration in most participants showed either no relation (P1 and P3) or a small positive relation, perhaps a form of sleep rebound (P2, P4, and P6; blue triangles and lines). P5 showed negative association for both nights. The larger gray circles to the left of each plot show the mean (SD) sleep duration across the study for each participant. The larger gray circles below each plot show the most frequent mode (SD) sleep rating across the study for each participant. The bottom-left box in each panel indicates which associations are significant (P<.05). (B) The autocorrelation, or the correlation of each variable’s time course with itself at varying lags, is plotted for actigraphy-based sleep duration (blue) and self-report sleep rating (red) averaged across the 6 participants of study 1. Shading illustrates the SE of the mean. Increased autocorrelation values at lags of 7 and 14 days indicate that sleep duration and sleep rating for a given weekly night (eg, Friday or Saturday) are more similar to the same weekly nights on different weeks than to the immediately adjacent nights falling on different weekdays. Although autocorrelation is generally weak, there is a time-dependent structure within the data that should be considered when the data are modeled. (C) Sleep onset and offset (wake) times show differences depending on the day of the week. Each participant’s sleep onset (circles) and offset (diamonds) times are displayed (large circles or diamonds =medians) on a 24-hour clock format. Between-subject sleep onset and offset times are variable, as well are weekday patterns within the same individuals. These structured patterns, which can vary from participant to participant, should be considered when the data are modeled.

Sleep Duration and Sleep Ratings Show Structured Weekly Variation

One of the outcomes of accurate estimation of major Sleep Episodes in individuals is the ability to investigate nonstationary effects that fluctuate with the weekly schedule, holidays, and academic calendar. An autocorrelation analysis was performed to evaluate the weekly variation. Actigraphy-based sleep duration showed almost no lag effect, such that one night’s duration showed little association with the next (Figure 4B). Interestingly, there was a notable lag effect on days 7 and 14, suggesting a strong autocorrelation between the same days of the week. Self-report sleep rating shows similar lag day 7 and lag day 14 effects and a temporal autocorrelation at lag days 1 and 2, suggesting a poor or good sleep rating predicted a similar rating on subsequent nights despite no evidence of autocorrelation in the actigraphy-based sleep duration.

When data were analyzed by day of the week (Figure S9B of Multimedia Appendix 2), most participants showed relative stability in their sleep duration. We used a circle plot to show the sleep onset and offset distributions for each participant separately on weekdays (Figure 4C). Each point indicates the
beginning or end of a major Sleep Episode and their medians. Although there were participants with stable average sleep onset (P1) and offset (P6), the plots confirm different effects of weekdays for different participants, such as the effect of the weekend from Friday to Monday on late sleep in P5; the effect of Monday, Tuesday, and Thursday on very late sleep in P4; and the effect of Monday, Tuesday, and Thursday on earlier wake up in P2, that is, specific structured sleep patterns are highly idiosyncratic to individuals. The daily caffeine consumption was also assessed. Figure S10A of Multimedia Appendix 2 shows the variation in caffeine consumption ranging from 0 (none) to 4 (5+ drinks) for each of the 6 participants in study 1; Figure S10B of Multimedia Appendix 2 shows the weekly variation; Figure S11 of Multimedia Appendix 2 shows the individual-level linear model for each participant modeling the relationship between caffeine consumption and sleep duration. Although the effect is quantitatively small, 4 of the 6 participants show a statistically significant relationship such that more caffeine consumption predicts shorter sleep duration for the upcoming night.

Example Use Case: Sleep Patterns Show State Variation in Severe Mental Illness

To explore the feasibility and utility of sleep measures from extensive longitudinal assessments in patients, data from 2 individuals managing severe mental illness from study 2 were analyzed using the DPSleep pipeline. Individuals participated for 543 and 309 days, with 89.1% (484/543) and 59.2% (183/309) of completed days of data obtained after data loss due to missingness and quality control, respectively.

Figure 5 illustrates the data from P11, who is managing mood fluctuations originally diagnosed with bipolar disorder. Of interest are the slowly changing sleep patterns that can be immediately visualized in the activity score plots (Figure 5A). Two separate features of the data are interesting and require distinct measures for quantification. The first is that the shifts to low-level activity, indicative of sleep, begin earlier and end considerably later across two long episodes that begin near day 110 and day 300. The reduced activity scores extended until noon on many days. The change in sleep onset and sleep offset and increase in sleep duration was quantified with a 14-previous-day sliding window with less than three missing value tolerance in the DPSleep output shown in Figure 5C. The Sleep Timing Regularity Index (STRI) was also calculated as a 0-1 similarity index for 24-hour sleep and wake minutes of every day compared with an assumed day with the averaged sleep onset and offset. The STRI is a modified version of the Sleep Regularity Index (SRI) introduced by Phillips et al [2]. The SRI "calculates the percentage probability of an individual being in the same state (asleep vs awake) at any 2 minutes 24 hours apart", thus focusing on day-to-day, circadian fluctuations in sleep. The STRI, our modified version of the SRI, compares each study day with each participant's average sleep day.

Computing a participant’s average sleep day involves several steps to select the minutes from each day during which a participant is most frequently asleep such that the total duration is equal to the participant's average daily sleep duration. The daily STRI is then computed by comparing each daily Sleep Episode with the average Sleep Episode at the minute level and computing the proportion of minutes for which these two Sleep Episodes matched in sleep. This value, demonstrated in Figure 5C with a backward 14-day sliding window, shows noticeable drops that roughly occur at the beginning of the period of longer sleep intervals. Data with more than three missing values during the sliding window were considered missing.

What is further notable is that the major Sleep Episodes include higher activity score periods than during typical sleep, suggesting interrupted and inconsistent sleep. This feature is picked up in the derived measures of SleepImmobility percentage, defined in Textbox 1 as the percentage of ImmobileMinutes in the major Sleep Episode illustrated as similar sliding window values in Figure 5C. Adopting a previously described quantitative framing of Immobility [34], the ImmobileMinutes are defined in Textbox 1 as minutes with lower than a cut-off threshold (40th percentile activity here), which is the threshold to show the activity level in Figure S3 of Multimedia Appendix 2 (see the Methods section). To further illustrate the use of these data, the clinical severity of illness, measured using the Positive and Negative Syndrome Scale Total Score, is shown overlaid on top of the major Sleep Episode in Figure 5B. The periods of sleep disruption and extended sleep offsets correspond to the periods of high illness severity.

In addition, Figure S12 of Multimedia Appendix 2 illustrates data from P12, who lives with psychosis associated with schizophrenia. The activity scores displayed irregular and slowly drifting patterns, including a shift to low activity episodes that occurred later in the day around day 55 and then an earlier shift beginning near day 70 (Figure S12A of Multimedia Appendix 2). The period of most severe illness symptoms occurred near the most irregular sleep periods after day 75. It is to note that this individual has generally poorer clinical scores (Figure S12B of Multimedia Appendix 2) as compared with P11 and a generally lower STRI (Figure S12C of Multimedia Appendix 2). These data illustrate the complexity and richness of information that can be obtained through extensive longitudinal analysis of the actigraphy data and how different individuals can be from one another.
Figure 5. Example longitudinal sleep pattern over 500 days in a patient with severe mental illness. Three panels display longitudinal activity score, Sleep Episode estimates, and clinical severity score and quantitative metrics derived from the actigraphy for P11 of study 2. (A) The top panel displays the continuous activity scores colored by the threshold for each day. (B) The middle panel displays the time zone–adjusted and fully quality-controlled estimates of the Sleep Episodes with the severity of the clinical score overlaid by a red line. The clinical score reflects the total score on the Positive and Negative Syndrome Scale. (C) Temporally smoothed (14-day backward moving average) estimates of three activity-based measures are plotted: the estimated sleep duration (labeled Duration), the Sleep Timing Regularity Index, and the SleepImmobility percentage (labeled Immobility). Gaps in the plots reflect missing days; if more than 2 days were missing, the temporal average that would include those days is absent. Clear state changes in the sleep patterns can be observed (demarcated by dashed black lines in B) that are temporally coincident with negative changes in the clinical score. PANSS: Positive and Negative Syndrome Scale; STRI: Sleep Timing Regularity Index.
Example Use Case: Sleep Patterns Related to Deep Dynamic Phenotyping

To demonstrate how sleep measures can be combined with additional forms of digital phenotyping information, 2 individuals from study 1 are displayed in Figure 6 and Figure S13 of Multimedia Appendix 2. In each plot, the sleep patterns for each individual are illustrated through the course of an academic year, along with the quantified measures of sleep duration and STRI. In addition, self-report measures of social and academic behaviors (time on homework and time interaction) and mood (happy and stress) were displayed aligned to the estimates of the longitudinal Sleep Episodes. The examples illustrate clear dynamics of sleep, including weekend (empty circles) or weekday (filled circles) effects, changes between the active semester and breaks, and intermittent deviations for regular patterns. These data illustrate the potential of using low-burden wearables in combination with smartphone-based digital phenotyping to capture a great deal of information about life rhythms and changes due to environmental demands.

Figure 6. Example year in the life of college student P1. Four panels display multimodality longitudinal data from the full academic year in a college undergraduate (P1 of study 1). (A) Actigraphy-based estimates of the Sleep Episode are displayed, colored by academic period (black=academic school year; red=winter break). Missing data with gray backgrounds reflect missing (wrist-off) or quality removed data (eg, on a travel day across time zones). The mean Sleep Episode is shown to the left in blue. (B) Temporally smoothed (3-day backward moving average with no missing tolerance) estimated of the sleep duration (Duration) and Sleep Timing Regularity Index. (C) Temporally smoothed estimates of time spent interacting and time spent doing homework from the self-report questionnaire. (D) Self-report estimates of mood, including happiness (Happy) and stress (Stress). This individual displays stable and regular sleep patterns with periodic deviations. Note the deviations in time spent interacting and time spent doing homework during the break period. STRI: Sleep Timing Regularity Index.

An Example of Limitations

In showing examples of the utility of the DPSleep processing pipeline and example apps, we wanted to also show, as the last point, a clear example of a limitation. The present pipeline and quality control adjustments make assumptions that have been selected because they work most of the time in the range of contexts for which they were tested. However, real-life situations are complex. Figure S14 of Multimedia Appendix 2 shows an interesting example. In this example, the daily data from Figure
S2 of Multimedia Appendix 2 are replotted along with phone use and GPS location data from the same participant of the third example. What is notable is that our original estimate, based only on watch actigraphy data and the button press, combined with the rule used to join episodes of low activity as a continuous major Sleep Episode, likely mischaracterizes this night’s true continuous Sleep Episode. The phone data reveal that the nighttime period of activity is followed by missing GPS data, intermittent phone use, and eventual arrival at a new location. This individual most likely woke up early and got on a bus or train. Our automated estimation procedures, as well as our quality control, using only watch actigraphy, mischaracterizes this Sleep Episode.

**Discussion**

**Principal Findings**

This work describes and demonstrates the utility of an open-source, longitudinal sleep-analysis platform called DPSleep. The platform was applied to two cohorts of participants that possessed extended data over months to years and included clinically healthy undergraduates and outpatients living with severe mental illness. The goal of these diverse explorations was to validate the approach and demonstrate its utility across multiple real-world participant cohorts. The results revealed that the approach captured the major Sleep Episode and detected dynamic patterns of sleep behavior, including in individuals presenting with episodic clinical illness (eg, Figure 5 and Figure S12 of Multimedia Appendix 2).

Several previous studies have investigated the validity and accuracy of wrist-worn actigraphy devices to estimate sleep parameters and compare them against gold standard PSG-derived measures and self-reported sleep quality [49]. DPSleep uses frequency-based analysis and begins with high-frequency raw data from the wrist-worn accelerometer. The high precision of the sampling frequency and the continuity of the collected data in our samples provided ideal data sets for frequency-based analysis, a robust and efficient tool to analyze the activity of the individual that complements alternative procedures such as zero crossing mode, time above threshold, or digital integration mode [19]. Frequency-based analysis inherently and automatically discounts the alternating gravity effect on different axes, without the need to eliminate the amplitude of the signal [50]; at the same time, it disentangles the natural high-frequency shakes of the body from the actual repositioning dynamic, which is the focus of sleep research. As explained earlier, the raw accelerometer data contain the gravity component offset that can be systematically removed in the frequency analysis.

A challenge with our approach was related to participant burden, as the participants had to visit the lab every 4-5 weeks to get a refreshed battery and download data. An alternative solution to attenuate the burden on subjects is to use wireless data transfer and cloud storage; however, this approach has its own limitations, based on the wireless storage size and battery usage in addition to data security concerns. We expect advances in widely available commercial technologies to gradually alleviate existing challenges. Another challenge was the time changes caused by travel or standard or daylight saving switches during the study. To reduce the uncertainty around participants’ true sleep behavior when the time was shifted, days with time transitions were removed and considered missing data, although future steps could leverage the phone-based GPS data to exclude the relocating epochs from sleep and adjust the data on those days with more confidence.

In our study, self-reported sleep quality showed a strong correlation with the activity-based sleep duration measure; therefore, the focus of our sleep algorithm development was mainly to optimize this parameter, while building a platform to explore other relevant sleep-related parameters in future work. Despite existing sleep detection algorithms that look for 5-15 low activity minutes [50,51], DPSleep starts with a structural analysis of the daily activity to first detect the large episode of the day with the lowest average activity, and then the edges of the episode are adjusted using smaller moving windows and heuristic rules. This approach is an efficient solution to eliminate the need for any kind of sleep diary or ambient light assumptions because the former is not usually available and accurate, and the latter could be misleading because the wristband can be blocked by a long sleeve at any time of the day. Moreover, this approach distinguishes short naps or inactive periods during the day from the long, continuous, and disrupted Sleep Episodes without any assumptions about sleep time. Structural analysis of the activity scores during the whole study, using the individual’s statistics and moving average windows with different sizes, suggests the most likely episode for the individual’s sleep during the day. In addition to moving average windows to automatically detect the major Sleep Episode, DPSleep provides a helpful tool for investigators to decide, with reasonable confidence, about idiosyncratic sleep behaviors such as no sleep or very short Sleep Episodes. Additional button presses, if available, and adjacent activities are used to tune this episode and connect smaller pieces to shape the entire Sleep Episode.

**Caveats and Limitations**

As illustrated in Figure S14 of Multimedia Appendix 2, our approach can make mistakes. Although we illustrate how inexpensive and easy-to-obtain actigraphy data can be analyzed to estimate the major Sleep Episodes and dynamic patterns over many days, the real world is messy. Atypical behavioral patterns (eg, many short naps without a clear extended primary Sleep Episode) and behaviors that yield extreme accelerometer readings are challenging for our approach. Specifically, using our methods, actigraphy-based sleep detection is not appropriate for measuring sleep when an individual is on a shaking platform such as a plane, train, or bus. This is an unavoidable situation in longitudinal studies; however, as the on-plane sleep effect was not the focus of our study, and those days were very few compared with the days of the entire study, we were able to detect those days using GPS data and eliminate them from the results. To solve the continuous shaking challenge in similar situations or in studies with individuals with Parkinson disorder, sleep detection devices based on ambulatory circadian monitoring are recommended [28]. More broadly, as actigraphy research grows and repositories of annotated data from common and less common activities become available, machine learning
techniques can be leveraged to further refine the present approach (and others) handle a wider variety of situations. The validation and exploration of DPSleep, as illustrated in these initial explorations, provides a tool that can be used today and continues to be refined and expanded through its open-source release. Future directions include examining whether the association between mood and actigraphy-based sleep and activities can serve as a biomarker of psychiatric illness, and eventually use these objective measures to predict clinical patients’ mood fluctuations.
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Abstract

Background: Atrial fibrillation (AF) is the most common tachyarrhythmia and associated with a risk of stroke. The detection and diagnosis of AF represent a major clinical challenge due to AF’s asymptomatic and intermittent nature. Novel consumer-grade mobile health (mHealth) products with automatic arrhythmia detection could be an option for long-term electrocardiogram (ECG)-based rhythm monitoring and AF detection.

Objective: We evaluated the feasibility and accuracy of a wearable automated mHealth arrhythmia monitoring system, including a consumer-grade, single-lead heart rate belt ECG device (heart belt), a mobile phone application, and a cloud service with an artificial intelligence (AI) arrhythmia detection algorithm for AF detection. The specific aim of this proof-of-concept study was to test the feasibility of the entire sequence of operations from ECG recording to AI arrhythmia analysis and ultimately to final AF detection.

Methods: Patients (n=159) with an AF (n=73) or sinus rhythm (n=86) were recruited from the emergency department. A single-lead heart belt ECG was recorded for 24 hours. Simultaneously registered 3-lead ECGs (Holter) served as the gold standard for the final rhythm diagnostics and as a reference device in a user experience survey with patients over 65 years of age (high-risk group).

Results: The heart belt provided a high-quality ECG recording for visual interpretation resulting in 100% accuracy, sensitivity, and specificity of AF detection. The accuracy of AF detection with the automatic AI arrhythmia detection from the heart belt ECG recording was also high (97.5%), and the sensitivity and specificity were 100% and 95.4%, respectively. The correlation
between the automatic estimated AF burden and the true AF burden from Holter recording was >0.99 with a mean burden error of 0.05 (SD 0.26) hours. The heart belt demonstrated good user experience and did not significantly interfere with the patient’s daily activities. The patients preferred the heart belt over Holter ECG for rhythm monitoring (85/110, 77% heart belt vs 77/109, 71% Holter, P=.049).

**Conclusions:** A consumer-grade, single-lead ECG heart belt provided good-quality ECG for rhythm diagnosis. The mHealth arrhythmia monitoring system, consisting of heart-belt ECG, a mobile phone application, and an automated AF detection achieved AF detection with high accuracy, sensitivity, and specificity. In addition, the mHealth arrhythmia monitoring system showed good user experience.

**Trial Registration:** ClinicalTrials.gov NCT03507335; https://clinicaltrials.gov/ct2/show/NCT03507335

**KEYWORDS** atrial fibrillation; ECG; algorithm; stroke; mHealth; user experience; Awario analysis Service; Suunto Movesense; cardiology; digital health; mobile health; wearable device; heart belt; arrhythmia monitor; heart monitor

**Introduction**

Atrial fibrillation (AF) is the most common tachyarrhythmia diagnosed in clinical practice. The aging of the global population is expected to increase the prevalence of AF by 2.3-fold by 2030 as compared with 2010 [1]. The most serious complication of AF is embolic stroke. The stroke risk can be reduced by as much as 60% with oral anticoagulation therapy in high-risk AF patients [2-6]. Evidently, there is a need to develop new approaches to diagnose AF in patients who would benefit from anticoagulation.

According to the current recommendations from the European Society of Cardiology (ESC), an electrocardiography (ECG) documentation interpreted by a physician is required to establish the diagnosis of AF [7]. AF screening recommendations include opportunistic or systematic screening in patients ≥65 years of age or with other characteristics suggesting an increased risk of stroke [7]. The clinical challenge is that AF is often paroxysmal or asymptomatic. Thus, it remains often undiagnosed when using traditional 12-lead ECG or Holter recordings [8,9]. Even the widely available patient-triggered mobile health (mHealth) products have not been able to resolve this challenge in asymptomatic patients [10]. User experience also is particularly important in the development of mHealth products, as these technologies can be too technical and complex for elderly people (ie, those who would benefit most from AF screening and anticoagulation therapy) [11]. In the development of medical technology, user involvement has positive effects, such as increased awareness of users’ needs and experiences, better design, and clearer interfaces, as well as improved functionality, usability, and quality [12].

In this proof-of-concept study, we evaluated the feasibility and accuracy of the entire sequence of operations from ECG recording to artificial intelligence (AI) arrhythmia detection and the diagnosis of AF. This novel mHealth arrhythmia self-monitoring system includes a commonly available consumer-grade, single-lead heart rate belt ECG device (heart belt), a mobile phone application, and a cloud service with an AI arrhythmia detection algorithm.

The specific aims of the study were to (1) evaluate the feasibility and quality of a single lead heart belt for ECG recording, (2) determine the accuracy of the heart belt ECG in AF diagnosis, (3) assess the accuracy of the AI arrhythmia detection algorithm for AF screening, and (4) evaluate the user experience with the heart belt in a subgroup of patients >65 years of age (high-risk group).

**Methods**

**Study Design**

This study was part of a larger study entity, Atrial Fibrillation Detection: 24 Hour Study (AFIB24h), in which several different measurement techniques for detecting AF were studied. The study was performed as a single-center study at Kuopio University Hospital. The local ethics committee approved the study protocol (July 23, 2017), and the study was registered in the ClinicalTrials.gov database (NCT03507335).

**Recruitment**

The inclusion criteria were AF or sinus rhythm (SR) based on a 12-lead resting ECG recorded during admission to the hospital. The exclusion criteria were (1) estimated stay in the hospital <24 hours, (2) BMI ≥35 kg/m², (3) left bundle branch block (LBBB) or right bundle branch block (RBBB), (4) implanted cardiac pacemaker, and (5) a medical condition requiring immediate treatment.

A total of 654 patients were screened in the emergency department between April 2018 and December 2019. In the initial screening, 454 patients were excluded for the reasons summarized in Figure 1. Of the remaining 200 patients, 100 patients with AF were assigned to the AF group, and 100 patients with SR were assigned to the control group. However, a further 41 patients were excluded: 38 patients due to technical reasons and 3 patients who withdrew their consent. In addition, the rhythm of some patients had converted from the time of 12-lead ECG recording prior to study measurements. Consequently, the final rhythm classification made from Holter ECG recording reclassified 9 patients from the AF group to the control group. Thus, the final study population consisted of 159 patients, of whom 73 were in the AF group and 86 were in the control group. The clinical characteristics of the patients were collected using a standardized data collection protocol and confirmed or complemented from the medical records.
participants provided written informed consent to participate in the study. In addition, the performance of the AI arrhythmia detection algorithm for identifying short AF episodes was tested using 173 ECG recordings from 4 public AF-detection datasets (Multimedia Appendix 1).

Figure 1. Study flow chart. AF: atrial fibrillation.

ECG Recordings
A consumer-grade, single-lead heart belt (Suunto Movesense, Suunto, Vantaa, Finland) was attached to the patient’s chest approximately 2 cm below the lower end of the sternum (Figure 2). The heart belt ECG data were transferred via Bluetooth connection to a mobile phone from where the data were transmitted to a cloud service for both visual and automatic analyses (Figure 3). A heart belt ECG was recorded for 24 hours. A simultaneously registered 3-lead Holter ECG recording (Faros 360, Bittium, Oulu, Finland) was used as the gold standard for rhythm classification (Figure 2).
Figure 2. Electrocardiogram (ECG) recordings using a (1) single-lead heart belt ECG recording and (2) 3-lead Holter ECG recording. LA: left arm; LL: left limb; RA: right arm; V3: V3 lead of the 12-lead ECG.

Figure 3. Schematic presentation of the heart belt electrocardiogram (ECG)-based automatic arrhythmia detection.

**ECG Analysis**

The heart belt ECG and Holter recordings were both analyzed using Medilog Darwin Professional V2.8.1 software (Schiller Global, Baar, Switzerland). The ECG recordings were reviewed in a random order independently by 4 investigators blinded to the 12-lead ECG and classified as either an AF or non-AF rhythm. Subsequently, commercial AI arrhythmia analysis software (Awario, Heart2Save, Kuopio, Finland) was used for automatic AF screening from the heart belt ECG recordings. The AI arrhythmia detection algorithm classified the heart belt ECG data into SR, AF, or noninterpretable. The accuracy of the visual and automatic rhythm classifications from the heart belt ECG recording was further assessed by comparing it with the gold standard Holter ECG recording. The rhythm analyses were performed from recordings in which both the heart belt ECG and Holter ECG recordings were interpretable.

**Heart Belt User Experience**

The patients were asked to complete a user experience questionnaire developed for this study at the end of the ECG registration. Patients evaluated their heart belt and Holter experience separately, answering the following questions for each device: how you rank the device (comfortable=1, reasonably comfortable=2, neutral=3, slightly uncomfortable=4, uncomfortable=5); did the device interfere with sleep, eating, toileting, or movement (Yes or No); and would you be willing to use the device at home for rhythm monitoring (Yes or No). The user experience was analyzed in a subgroup of patients >65 years of age (ie, in those patients in whom the AF screening is recommended by the ESC guidelines).
**Statistical Analysis**

The AF and control groups were compared using t tests for continuous variables and χ² tests or Fisher exact tests for dichotomous variables. The following parameters were used to quantify the performance of (1) detecting AF per patient (subject-based) and (2) total accumulated AF duration across all patients (time-based) from heart belt ECG recordings visually and with an AI arrhythmia detection algorithm: accuracy, sensitivity, specificity, negative predictive value (NPV), and positive predictive value (PPV). The absolute difference between the AF burden derived from the heart belt and the Holter was described using the mean AF burden error (time). The AF burden determined by the heart belt was compared with the reference AF burden from the Holter using a Bland-Altman plot [13]. In the survey assessing user experience, the users’ opinions of the heart belt and Holter were compared using Wilcoxon signed rank tests and McNemar tests. All significance tests were two-tailed, and P≤.05 was considered statistically significant. The data were analyzed using SPSS version 25.

**Results**

**Clinical Characteristics**

In comparison with the control group, AF patients were older (mean 77, SD 10 years vs mean 68, SD 16 years; P<.001), presented more often with a history of paroxysmal AF (P<.001) or congestive heart failure (P<.001), and were more often on anticoagulation (P<.001), digoxin (P=.045), and beta-blocker (P=.02) therapy (Table 1). Furthermore, the AF patients also reported more often the presence of palpitations (P=.02) and respiratory distress (P=.001).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control group (n=86)</th>
<th>AF group (n=73)</th>
<th>Significance (2-sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>68 (16)</td>
<td>77 (10)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>BMI (kg/m²), mean (SD)</strong></td>
<td>26 (4)</td>
<td>27 (4)</td>
<td>.31</td>
</tr>
<tr>
<td><strong>Male gender, n (%)</strong></td>
<td>34 (40)</td>
<td>38 (52)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Medical history, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earlier AF episode</td>
<td>17 (20)</td>
<td>58 (80)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Coronary heart disease</td>
<td>22 (26)</td>
<td>22 (30)</td>
<td>.52</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>19 (22)</td>
<td>17 (23)</td>
<td>.86</td>
</tr>
<tr>
<td>Hypertension</td>
<td>51 (59)</td>
<td>53 (73)</td>
<td>.08</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>11 (13)</td>
<td>34 (47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Previous heart surgery</td>
<td>5 (6)</td>
<td>10 (14)</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Medication, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anticoagulation therapy</td>
<td>22 (26)</td>
<td>61 (84)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Beta-blocker</td>
<td>40 (47)</td>
<td>48 (66)</td>
<td>.02</td>
</tr>
<tr>
<td>Digoxin</td>
<td>4 (5)</td>
<td>10 (14)</td>
<td>.045</td>
</tr>
<tr>
<td>Anti-arrhythmic medication</td>
<td>0 (0)</td>
<td>2 (3)</td>
<td>.21</td>
</tr>
<tr>
<td><strong>Symptoms prior to hospital admission, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in general condition</td>
<td>48 (56)</td>
<td>43 (59)</td>
<td>.70</td>
</tr>
<tr>
<td>Fatigue</td>
<td>47 (55)</td>
<td>44 (60)</td>
<td>.48</td>
</tr>
<tr>
<td>Palpitations</td>
<td>22 (26)</td>
<td>32 (44)</td>
<td>.02</td>
</tr>
<tr>
<td>Respiratory distress</td>
<td>24 (28)</td>
<td>39 (53)</td>
<td>.001</td>
</tr>
<tr>
<td>Chest pain</td>
<td>16 (19)</td>
<td>13 (18)</td>
<td>.90</td>
</tr>
</tbody>
</table>

aAF: atrial fibrillation.

**Quality of the Heart Belt ECG Data**

In the analysis of heart belt ECG data (all subjects), 2707 hours (2707.44/3416.81, 79.24%) of visual analysis and 2748 hours (2747.73/3416.81, 80.42%) of automatic analysis were deemed interpretable. Based on the visual assessment, 1226 hours (1225.59/1566.45, 78.24%) of the AF group recordings and 1482 hours (1481.85/1850.40, 80.08%) of the control group recordings were judged as being interpretable. Correspondingly, 1224 hours (1223.91/1566.39, 78.14%) of the AF recordings and 1524 hours (1523.82/1850.40, 82.35%) of the control group recordings were interpretable when analyzed with the AI arrhythmia detection algorithm. The subject-based median for visually interpretable data was 87% (25th percentile=76%; 75th percentile=95%), very similar to the automatic analysis, (median 89%; 25th percentile=76%; 75th percentile=97%; Figure 4).
The accuracy of visual and automated rhythm analyses was evaluated from the ECG data deemed interpretable in both heart belt and Holter ECG recordings (2655.72 hours). Representative examples of heart belt ECG measurements are presented in Figure 5.

Figure 4. Percentage of interpretable electrocardiograms (ECGs) in individual subject recordings, which are sorted using an automatic quality value.

Figure 5. Examples of heart belt electrocardiogram (ECG) recordings for (A) sinus rhythm and (B) atrial fibrillation.

Accuracy of Visual Assessment From Heart Belt ECG
The quality of the ECG signal from the mHealth system was tested by classifying the heart belt ECG recordings visually into AF and non-AF rhythms. In the subject-based analysis, all the patients with AF were correctly identified, and correspondingly, none of the subjects with SR were given a false AF diagnosis (Table 2). In the time-based analysis, the accuracy, sensitivity, and specificity of diagnosing AF from the heart belt ECG recordings were all >99.9%. Correspondingly, the PPV and NPV of detecting the presence or absence of AF were both >99.9%.

<table>
<thead>
<tr>
<th>Type of algorithm</th>
<th>Accuracy, %</th>
<th>Sensitivity, %</th>
<th>Specificity, %</th>
<th>PPV, %</th>
<th>NPV, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visual subject-based</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Visual time-based</td>
<td>&gt;99.9</td>
<td>&gt;99.9</td>
<td>&gt;99.9</td>
<td>&gt;99.9</td>
<td>&gt;99.9</td>
</tr>
<tr>
<td>Algorithm subject-based</td>
<td>97.5</td>
<td>100</td>
<td>95.4</td>
<td>94.8</td>
<td>100</td>
</tr>
<tr>
<td>Algorithm time-based</td>
<td>99.2</td>
<td>98.5</td>
<td>99.7</td>
<td>99.6</td>
<td>&gt;99.9</td>
</tr>
</tbody>
</table>

Table 2. Subject- and time-based atrial fibrillation (AF) detection accuracy, sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) based on visual and automatic artificial intelligence (AI) arrhythmia algorithms.
Accuracy of the AI Arrhythmia Detection Algorithm From the Heart Belt ECG

The AI arrhythmia detection algorithm detected AF correctly in all the patients in the AF group and suggested the presence of AF in 4 patients in the SR group (false-positive AF detection), resulting in a subject-based accuracy of 97.5%, sensitivity of 100%, specificity of 95.4%, PPV of 94.8%, and NPV of 100% (Table 2). The time-based accuracy, sensitivity, and specificity values for the AI arrhythmia detection algorithm for identifying AF were 99.2%, 98.5%, and 99.7%, respectively, and the PPV and NPV for detecting the presence or absence of AF were 99.6% and >99.9%, respectively (Table 2). The correlation between the true and automatically estimated AF burden from AF patients was >0.99, and the mean burden error was 0.05 (SD 0.26) hours (Figure 6).

The supplementary analyses performed for 4 freely available ECG datasets including different arrhythmias found that the sensitivity of the AI arrhythmia detection algorithm to detect short AF episodes was moderate. The AI arrhythmia detection algorithm detected 83.43% (2421/2902) of all AF episodes with a duration of >30 seconds, but the sensitivity increased significantly with the duration of an AF episode. The AI arrhythmia detection algorithm detected 95.10% (641/674) of AF episodes lasting >5 minutes and 98.49% (327/332) of episodes with a duration >15 minutes (Figure S1 in Multimedia Appendix 1). The overall time-based accuracy, sensitivity, and specificity for AF detection were high, at 97.8%, 97.1%, and 98.4%, respectively (Table S1 in Multimedia Appendix 1). The correlation between the reference AF burden and the estimated AF burden was >0.99, and the mean burden error was 0.05 (SD 0.82) hours (Figure S2 in Multimedia Appendix 1).

User Experience With the Heart Belt

A total of 112 patients over 65 years of age filled in the user experience survey. Using a scale of 1 to 5 (1=comfortable and 5=uncomfortable), the patients rated the heart belt as a median of 3 (25th percentile=2; 75th percentile=4; Table 3). In terms of discomfort, 9 (9/112, 8.0%) patients reported that the heart belt device interfered with their sleep, 3 (3/112, 2.7%) with eating, 4 (4/112, 3.6%) with toileting, and 4 (4/112, 3.6%) with normal movement. Finally, 85 (85/110, 77.3%) of the patients reported that they would be willing to use the heart belt device at home for rhythm monitoring (P=.049; Table 3).

Figure 6. Correlation between atrial fibrillation (AF) burden estimated by the artificial intelligence (AI) arrhythmia detection algorithm and the reference AF burden from (A) Holter recording and (B) Bland Altman plot of the AF burden estimate.
Table 3. User experience with the heart belt and Holter devices.

<table>
<thead>
<tr>
<th>Question</th>
<th>Holter</th>
<th>Heart belt</th>
<th>Significance (2-sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>How would you rank the devicea, median (25th percentile, 75th percentile)</td>
<td>3 (2.3)b</td>
<td>3 (2.4)c</td>
<td>.06b</td>
</tr>
</tbody>
</table>

**Device interference, n (%)**

- Device interfered with sleep: 9 (8.0)d, 9 (8.0)d (1.0e)
- Device interfered with eating: 1 (0.9)d, 3 (2.7)d (.63e)
- Device interfered with toileting: 4 (3.6)d, 4 (3.6)d (1.0f)
- Device interfered with movement: 1 (0.9)d, 4 (3.6)d (.40f)

**Experience with device usability, n (%)**

- I would use the device at home for rhythm monitoring: 77 (70.6)f, 85 (77.3)c (.049f)

aComfortable=1, reasonably comfortable=2, neutral=3, slightly uncomfortable=4, uncomfortable=5.
b\(n=108\).
c\(n=110\).
d\(n=112\).
e\(n=111\).
f\(n=109\).
g\(n=107\).

**Discussion**

**Principal Findings**

We demonstrated that a novel mHealth arrhythmia monitoring system using a consumer-grade heart belt ECG device, a mobile phone application, and an automated AI arrhythmia analysis was both feasible and accurate for 24-hour ECG monitoring and rhythm diagnostics. The heart belt provided a high-quality ECG signal for visual evaluation, achieving an AF diagnostic accuracy of 100%. In addition, the AI arrhythmia detection algorithm identified AF patients with a sensitivity of 100% and a specificity of 95.4% (4 false positives).

In our study, 80% of the heart belt ECG recordings were of sufficient quality to permit visual and automatic rhythm diagnostics. The proportion of analyzable data using the heart belt operating with dry electrodes was comparable with results obtained in earlier studies using adhesive-coated wet electrodes or shirt-type ECG recording devices [14-16]. In these publications, the amount of analyzable data varied from 92% to 99% of the total wear time, which ranged from 48 hours to several days.

AF diagnosis requires confirmation by a physician [7]. Thus, the ECG signal provided by the mHealth system needs to be of high quality. In previous studies, the sensitivity of AF detection by health care professionals using mHealth ECG recordings has ranged from 73% to 100%, with specificity from 84% to 100% [17-20]. In our study, the accuracy of AF diagnosis was superior to previous studies. In the visual assessment, all AF patients were identified, and no patient with SR was misdiagnosed as having AF. Thus, the mHealth monitoring system described here represents a useful tool for identification of AF.

Visual analysis of long-term ECG recording for AF screening is very time and manpower consuming. Thus, there is an unmet need for automatic AF detection. In previous studies, the sensitivity of identifying AF using arrhythmia detection algorithms from mHealth ECG recording has ranged from 87% to 99%, with a specificity from 80% to 97% [21-26]. In our study, when using the AI arrhythmia detection algorithm, the AF detection sensitivity (100%) was superior, and the specificity (95.4%) was comparable or even superior to those in previous studies. Only 4 of 86 patients had a false AF alarm, and, in most cases, this was due to frequent (>10,000 per 24 hours) supraventricular or ventricular extrasystoles. Although the accuracy of current “state-of-the-art” AF detection algorithms is high, the presence of false positives (approximately 2-5/100) indicates that AF diagnosis needs to be confirmed by a physician. Nonetheless, the benefits of automated AI arrhythmia detection in ambulatory screening are evident; they can (1) exclude poor quality data, (2) detect AF patients with high sensitivity and specificity, and (3) exclude >90% of patients who do not require medical attention. In addition to AF diagnosis, the frequency and duration of an AF episode as well as the AF burden are associated with the risk of stroke [27-31]. We found that the AF burden estimated by the AI arrhythmia detection algorithm correlated almost perfectly with the true AF burden (>0.99).

Previous studies have reported poor compliance with lead-based, long-term ECG monitoring devices, such as Holter devices, mobile telemetry devices, and event monitors, because of their difficulty in use; interference with the patient’s work, travel, or lifestyle; and skin irritation [32-35]. In contrast, novel mHealth methods have been more comfortable, causing less interference with daily living; therefore, participants have preferred the new mHealth ECG devices instead of the traditional Holter for...
rhythm monitoring \[36,37\]. In our study, the heart belt user experience was found to be significantly better than the Holter ECG in a subgroup of elderly patients (over 65 years of age). Indeed, a higher proportion (77.3% vs 70.6%) of elderly patients preferred the heart belt to the Holter device, the gold standard of rhythm monitoring. Patient-reported discomfort caused by the heart belt was very low. The advantage of heart belts over traditional measurement methods is that they have been designed to allow freedom of movement and users find them easy to use. It should be mentioned here that the Holter device used in this study was very small, weighing only 18 grams.

Several new photoplethysmography and ECG-based wearable mHealth technologies, such as smartphones and watches, have been studied for AF detection \[18-20,38-41\]. These wearable technologies could provide a practical and cost-effective solution for AF detection and AF burden assessment \[7\]. According to a recent survey \[42\], there is consensus on recommending mHealth wearable devices or apps as an alternative to traditional methods such as Holter monitoring for detecting AF in symptomatic patients or post stroke or TIA. However, health care professionals do not feel that health care systems are ready for mass consumer-initiated AF screening with these techniques, as there still appears to be a need to better define suitable screening population and an appropriate management pathway for consumers with positive results \[42\]. From the perspective of health care professionals, the presented approach with the heart belt monitoring has the potential to be a small change from traditional Holter and therefore to be widely accepted. Our study suggests that the presented mHealth monitoring technology enables long-term AF screening and can be considered as being user-friendly. An AI arrhythmia monitoring system can warn the patient of a possible AF, store the ECG from the AF episode, and send it to the physician for a final rhythm confirmation. In addition to the AF diagnosis, the system could provide an estimate of the AF burden and help in the initiation of appropriate treatment for stroke prevention and rhythm control.

Study Limitations
We acknowledge some limitations in our study. First, morbid obesity could degrade the signal quality and thus, produce more failed measurements. In addition, in cases with RBBB and LBBB, the presence of 2 broad R-peak QRS complexes could increase the variation of the R-R interval, which could result in false AF detection by the automatic algorithm. For these reasons, these patients were excluded, and further studies in these subgroups will be needed. Second, the study was conducted in a proof-of-concept style to test the feasibility of the entire sequence of operations, from ECG recording to automatic AF analysis. Examining a greater number of patients was not possible due to technical aspects related to telecommunication links to the server as well as some application problems with this proof-of-concept system. In addition, poor electrode contacts and incorrect placement of the heart belt caused some noninterpretable periods of recording. In addition, our mHealth system for AF monitoring should be studied in an out-of-hospital setting to assess the signal quality, the accuracy of AF detection, and AF burden estimate as well as the overall usability.

Conclusions
A consumer-grade, single-lead ECG heart belt provided good-quality ECG for rhythm diagnosis. The mHealth arrhythmia monitoring system, consisting of heart-belt ECG, a mobile phone application, and automated AF detection achieved AF detection with high accuracy, sensitivity, and specificity. In addition, the mHealth arrhythmia monitoring system showed good user experience.

Acknowledgments
This work was supported by the Research Committee of the Kuopio University Hospital Catchment Area for the State Research Funding (project 5101137, Kuopio, Finland).

We thank the nursing and medical staff of Kuopio University Hospital and especially Menna Kuosmanen BM, Matias Rapo BM, Antti Redsven BM, Roope Sepponen BM, Salla Autio BM, and Vilppu Kekkonen BM for their work with data acquisition; Oona Silvennoinen for illustration assistance; and biostatistician Tuomas Selander MSc for statistical advice.

Authors' Contributions
All authors contributed to the study and preparation of this manuscript. TJM, JAL, HJ, MPT, JH, JEKH, TTR, OES, and ESV designed the study. OES and ESV were responsible for collecting the data. JAL, OES, ESV, TPL, TML, and SM contributed to data analysis and figure and table preparation. OES, JH, SM, HJ, TTR, MPT, TPL, TML, ESV, JEHK, TJM, JAL were responsible for editing and further improvements to the manuscript. OES was responsible for literature search, drafting the first version of the manuscript, final editing, and preparation of the manuscript for submission. All authors read and approved the final manuscript.

Conflicts of Interest
OS received research support from the Finland’s state research fund (VTR). JAL, TTR, TJM, SM, HJ, JH, and MPT are shareholders of a company (Heart2Save) that designs ECG-based software for medical equipment. SM, JAL, MPT, and HJ report personal fees from Heart2Save.

Multimedia Appendix 1
Supplementary material A.
References


Abbreviations

AF: atrial fibrillation
AI: artificial intelligence
ECG: electrocardiogram
ESC: European Society of Cardiology
LBBB: left bundle branch block
mHealth: mobile health
NPV: negative predictive value
PPV: positive predictive value
RBBB: right bundle branch block
SR: sinus rhythm
Augmented Reality for Guideline Presentation in Medicine: Randomized Crossover Simulation Trial for Technically Assisted Decision-making

Andreas Follmann¹, MD; Alexander Ruhl¹; Michael Gösch², PhD; Marc Felzen¹,³, MD; Rolf Rossaint¹, MD; Michael Czaplik¹, MD, PhD

¹Department of Anesthesiology, Faculty of Medicine, Rheinisch-Westfälische Technische Hochschule Aachen University, Aachen, Germany
²Tech2go Mobile Systems GmbH, Hamburg, Germany
³Medical Direction, Emergency Medical Service, City of Aachen, Aachen, Germany

Corresponding Author:
Andreas Follmann, MD
Department of Anesthesiology
Faculty of Medicine
Rheinisch-Westfälische Technische Hochschule Aachen University
Pauwelsstraße 30
Aachen, 52074
Germany
Phone: 49 241 80 36219
Email: afollmann@ukaachen.de

Abstract

Background: Guidelines provide instructions for diagnostics and therapy in modern medicine. Various mobile devices are used to represent the potential complex decision trees. An example of time-critical decisions is triage in case of a mass casualty incident.

Objective: In this randomized controlled crossover study, the potential of augmented reality for guideline presentation was evaluated and compared with the guideline presentation provided in a tablet PC as a conventional device.

Methods: A specific Android app was designed for use with smart glasses and a tablet PC for the presentation of a triage algorithm as an example for a complex guideline. Forty volunteers simulated a triage based on 30 fictional patient descriptions, each with technical support from smart glasses and a tablet PC in a crossover trial design. The time to come to a decision and the accuracy were recorded and compared between both devices.

Results: A total of 2400 assessments were performed by the 40 volunteers. A significantly faster time to triage was achieved in total with the tablet PC (median 12.8 seconds, IQR 9.4-17.7; 95% CI 14.1-14.9) compared to that to triage with smart glasses (median 17.5 seconds, IQR 13.2-22.8, 95% CI 18.4-19.2; P=.001). Considering the difference in the triage time between both devices, the additional time needed with the smart glasses could be reduced significantly in the course of assessments (21.5 seconds, IQR 16.5-27.3, 95% CI 21.6-23.2) in the first run, 17.4 seconds (IQR 13-22.4, 95% CI 17.6-18.9) in the second run, and 14.9 seconds (IQR 11.7-18.6, 95% CI 15.2-16.3) in the third run (P=.001). With regard to the accuracy of the guideline decisions, there was no significant difference between both the devices.

Conclusions: The presentation of a guideline on a tablet PC as well as through augmented reality achieved good results. The implementation with smart glasses took more time owing to their more complex operating concept but could be accelerated in the course of the study after adaptation. Especially in a non–time-critical working area where hands-free interfaces are useful, a guideline presentation with augmented reality can be of great use during clinical management.

(JMIR Mhealth Uhealth 2021;9(10):e17472) doi:10.2196/17472
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Introduction

Guidelines as well as standard operating procedures consist of recommendations for action in corresponding diseases or injuries and they contribute to a standardized, high-quality patient care, preferably independent from the user’s experiences [1]. Many studies have certainly proven the benefit of guidelines but have also shown their deficiencies in appropriate implementation. Most of these decision trees are complex and are often misapplied or not applied at all [2,3]. Other studies have shown that the simultaneous visual presentation of the guidelines as well as electronic decision-support systems have improved their implementation [4,5]. Various guidelines are therefore available as printed versions or posters in clinics.

Electronic tools such as the display on tablet computers are beneficial [6]. A display using augmented reality in smart glasses has the decisive advantage of a hands-free concept, which enables operation of the smart glasses and the simultaneous use of hands as important tools for examination or treatment. Moreover, these smart glasses can collect and save all the guidelines to use case-related data iteratively [7]. Smart glasses have already been applied in experimental implementations, especially in the field of telesupervision for intraoperative teleconsultation from a surgeon’s point of view [8] or to transfer medical knowledge from medically highly advanced countries to low-income countries [9]. Smart glasses can display patient-related information such as radiographic images [10] as well as the name of the currently consulted patient and his/her vital parameters [11].

In emergency and disaster medicine, decisions are taken in a short amount of time. However, the rapid expansion of medical literature has led to a high publication rate of various guidelines, further limiting the rapid implementation into practice [12,13]. The introduction of electronic-based decision-making systems could provide a decisive advantage in the use of clinical guidelines. This advantage is additionally strengthened by the fact that emergency medicine has been an early adaptor for a variety of technology-based tools [14,15]. Carenzo et al [16] tested the Google glasses for the first time in a large-scale emergency with 100 theoretical emergency patients and used a triage algorithm that was implemented into an app, and they reported that smart glasses have a high potential to be used as decision-support systems.

To provide iterative technical support for triage in case of mass casualty incidents and as an example for any other guideline-related decision, we have developed a guideline presentation as a decision support running on smart glasses (Recon Jet, Recon Instruments). Guidelines were displayed on a small monitor on the smart glasses. With simple operating gestures performed on an optical touchpad, menu items can be selected. Although the results showed a clearly improved implementation of the guideline, they also showed that more time was necessary for the processing of all decisions [17]. This finding suggests that a lot of time is needlessly wasted due to the unusual application of the smart glasses’ operating concept. Only after a long-term application, the user achieves a learning effect, which accelerates the app performance. The use of a device with the usual display and choice of decisions such as a tablet computer could save a lot of time. However, these devices are not appropriate for use in emergency cases: hands cannot be used freely, body fluids can come into contact with the devices compared to smart glasses because of the short distance between the device and patient, and thereby cause further transmission of germs.

The objective of this study was to examine if smart glasses are in an inferior position compared to tablet computers in the case of guideline presentation. This study will evaluate if the application of a guideline displayed by smart glasses is performed much slower than that performed using a tablet computer and if the time required can be reduced by the learning effect after longer use. Another purpose of this study was to analyze if the test person’s experience in emergency medicine has an influence on the time and accuracy of the triage. Especially in case of a mass casualty incident with shortage of staff, it is important to transfer medical staff from other departments with less experience in emergency medicine to the place of accident to support the experienced staff. Therefore, this study analyzes if staff with no or less experience in emergency or disaster medicine can also triage patients quickly and accurately.

Methods

Study Design and Triage

This study is a randomized controlled crossover simulation trial for guideline presentation. A so-called “PRIOR” (primary ranking for initial orientation in rescue service) triage algorithm [18] was applied and displayed on a tablet PC or smart glasses (Figure 1). By using the triage algorithm and following its flowchart, the test person’s task was to determine 1 of the 3 triage categories for each of the 30 theoretical patient cases.
First, the user of the PRIOR algorithm has to decide if there are any chemical, biological, radiological, or nuclear hazards concerning the injured person that should be triaged. If there are any of these hazards, the triaging person is instructed to set the focus on self-protection and not to triage the injured patient. This concept should prevent the triaging person from spreading the contamination. If these hazards do not exist, the test subject can triage the injured person by following the further paths of the algorithm. The main structure of the algorithm is based on the ABCDE-scheme (airway, breathing, circulation, disability, environment) that is applied in emergency medicine.

The user has to decide if the current criterion (e.g., unconscious) can be applied concerning the injury of the triaged patient and choose between “Yes” or “No.” At the end of each path, the algorithm announces 1 of the 3 possible triage categories (red, yellow, or green), and the triage of 1 injured patient is finished. The 3 triage categories represent the urgency of a fast treatment of the injured person. An injured person that is triaged red...
(emergency) should be treated immediately; yellow (urgent) and green (routine) triaged persons should be treated within 1 hour and 4 hours, respectively. [16].

**Electronic Devices**

The following 2 devices for technical support were used by the test subjects to triage 30 theoretical emergency patients after receiving approval from the local ethics committee (Aachen, Germany; EK320/16):

1. Tablet PC as an established control device (Samsung Galaxy Tab A 2016, Samsung Electronics AG)
2. Smart glasses as a new technical method of support (Recon Jet, Recon Instruments Corp).

The tablet PC was operated using a touchscreen, whereas the smart glasses were operated using several buttons (touchpad, switch with 2 buttons). The front switch is used to confirm a choice, while the back switch is used as the return key. Moreover, with the visual touchpad that is located at the right-hand outer side of the smart glasses, the marked choice can be changed by swiping with the index finger to the left or right.

**Test Procedure**

The triage time and the correct application of the guideline ("PRIOR") via smart glasses were analyzed and compared with the already established operating concepts of the tablet. Forty volunteer test subjects were included in this study by using the triage as an exemplary application of a guideline with the help of theoretical case descriptions. During the introduction, the test subjects were allowed to try out the relevant operating buttons on the smart glasses. Depending on the test subject number, which was randomly assigned, participants started either with the tablet (uneven subject number) or with the smart glasses (even subject number). First, the triage of 30 fictive patients was performed with either only the smart glasses (n=20) or only the tablet (n=20). After that, the test subjects performed the triage on the same patients in the identical order with the other electronic device (Figure 2). Moreover, after each run of 10 patient triages, a break of 1 minute was taken.

**Fictive Patients in This Study**

In this study, the cases designed for triage with technical support consisted of 30 different theoretical patients separated into 3 runs with 10 fictive patients each. The cases were text-based scenarios, and the text of each case was presented on a display of a desktop PC. The attended time of the guideline’s application was defined as the primary outcome parameter, and the correct application was defined as the secondary outcome. The start of the time measurement was defined as the beginning of the presentation of the fictive patient and the end was defined by determining the triage category.

During the trial, the test subjects only used the smart glasses or the tablet with the installed app, whereas the presentation of the cases, the monitoring of time, and the documentation of the correct use concerning the applied guideline was performed by the investigator. The fictive cases were presented on the screen of a desktop PC. The attended time of the guideline’s application was defined as the primary outcome parameter, and the correct application was defined as the secondary outcome. The start of the time measurement was defined as the beginning of the presentation of the fictive patient and the end was defined by determining the triage category.

A comparison of all 3 runs (complexity of cases, triage categories, quantity of signs) for the subsequent evaluation was included to compare the triage results within the study process and between the devices. Different linguistic designs of comparable cases were used to mask the similarities preventing the recognition of comparable patients. The description of the cases consisted of short sentences, and no medical terms were used so that medical novices as well as medical experts could understand the description of the cases. In the following sentences, 3 exemplary descriptions of the theoretical patients that were applied in the study are listed with the triage category in brackets:

1. At a traffic collision, an involved person runs in your direction. He speaks normally and seems to be fully orientated (triage category: green).
2. The codriver of a passenger car is trapped in his car too. He cannot move his legs but he is awake and approachable. He breathes normally and has only little pain (triage category: yellow).
3. There is a trapped person under a seat of a bus. The person’s breaths are very flat and very fast, but she is orientated (triage category: red).

Volunteers in This Study

The volunteers took part in this study in November and December 2017. They were recruited by an information letter with information about the workflow and intention of the study. The information letter was presented on a board where all public studies of the University Hospital of the RWTH (Rheinisch-Westfälische Technische Hochschule) Aachen are advertised. The subjects who were interested in participating in this study had to email or call the director of the study if they had any questions regarding the study or had the intention to take part in the study.

The participation in this study was voluntary and the participating students had no advantages or disadvantages by participating in this study along with their university studies. The only exclusion criterion of this study was the inability to use smart glasses because of visual impairment (inability to see the information on the display of the smart glasses or tablet screen clearly despite wearing glasses or contact lenses). Only 1 of the 41 test subjects was excluded because of visual impairment. Prior medical knowledge was not required because the used “PRIOR” triage algorithm can be applied by nonmedical subjects. Moreover, special technical knowledge or the application of technical devices in the past was also not an inclusion criterion. The test persons received a financial incentive of €10 (US $11.73).

Android App

In the Android app “AUDIME” (Augmented Disaster Medicine, Tech2go Mobile Systems GmbH), which was designed for application in smart glasses as well as on the tablet PC, individual decision criteria of the guidelines are displayed to support test subjects with the triage of the respective case. The test subject’s task was to decide whether the respective criterion of the algorithm can be applied on the patient and to choose accordingly between “Yes” or “No.” The app was programmed in a way that the next criterion is displayed only after the previous criterion has been answered. This stepwise processing of the exact decision tree was necessary to avoid skipping of questions. Regarding the operating of the “AUDIME” app, there were device-specific differences: with the tablet PC, questions of the algorithm were answered by one-time typing on the Yes button or No button on the tablet display (Figure 3). Because of the smart glasses’ different operating concept, answers with reference to the questions of the algorithm were marked as “Yes” or “No” on the response fields. The marked answer could be changed by a one-time swipe on the touchpad of the smart glasses and chosen by a press on the confirmation key (Figure 4).

![Figure 3](https://mhealth.jmir.org/2021/10/e17472) First question of the PRIOR (primary ranking for initial orientation in rescue service) triage algorithm on the user interface of the app on a tablet PC. The selection is done via a touch on the screen; answers are Yes or No. CBRN: chemical, biological, radiological, nuclear; MANV: mass casualty incident.
Figure 4. User interface of the app on the smart glasses. The answer (Yes or No) is chosen on an optical touchpad and confirmed with the confirmation key. CBRN: chemical, biological, radiological, nuclear; MANV: mass casualty incident.

Statistical Analysis
Data analysis was performed with a nonparametric distribution of the primary outcome parameters using the Mann-Whitney U test and the Wilcoxon test for independent samples ($P=.05$). SPSS Statistics 23.0.0.2 (IBM Corp) was used for statistical evaluation. All data included median or arithmetic mean, IQR, and 95% CI.

Results

Sample Characteristics
A total of 40 test subjects took part in this trial: 53% (21/40) were males and 48% (19/40) were females. The age of the test subjects ranged between 18 and 37 years, with a median age of 24 years (Table 1). Approximately 85% (34/40) of all the test subjects had medical knowledge because of their medical studies or a medical job. The proportion of students among all the participants was 93% (37/40); 29 volunteers were students of human medicine and 4 were students of dentistry. With regard to experience in emergency medicine, the subjects had the following experience: none (n=25), 1-100 hours (n=9), 101-1000 hours (n=5), and >1000 hours (n=1). None of the volunteers had experience with the use of smart glasses or the “AUDIME” Android app.

Table 1. Demographic data of the volunteers, depending on the device used in part 1.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Tablet PC (n=20)</th>
<th>Smart glasses (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Females (n)</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Males (n)</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>23.5 (19-37)</td>
<td>24.0 (18-35)</td>
</tr>
</tbody>
</table>

All 40 test subjects examined 30 fictive patients and applied the integrated guideline in each case by using both technical devices in a crossover, which resulted in 2400 triages: 1200 with the support of the smart glasses and 1200 with the support of the tablet PC (Figure 5).
Figure 5. Number of triages per device group: tablet PC (as a usual device for control group) and smart glasses.

**Duration of Triage**

The median time to triage with smart glasses was 17.5 seconds (IQR 13.2-22.8, 95% CI 18.4-19.2) and that to triage with the tablet was 12.8 seconds (IQR 9.4-17.7, 95% CI 14.1-14.9). Thirty triages were subdivided into 3 sequential runs with 10 triages each. All 30 triages were finished with 1 device and subsequently with the other electronic device. The triage time within the same run with the tablet was significantly faster than that with the smart glasses for all 3 runs, which means that in total, triage using the tablet was significantly faster (Wilcoxon test, run 1: \( z = -10.178, P < .001 \); run 2: \( z = -10.373, P < .001 \); run 3: \( z = -10.697, P < .001 \); in total: \( z = -17.898, P < .001 \)).

With the smart glasses, the median triage time was 21.5 seconds (IQR 16.5-27.3, 95% CI 21.6-23.2) in the first run, 17.4 seconds (IQR 13-22.4, 95% CI 17.6-18.9) in the second run, and 14.9 seconds (IQR 11.7-18.6, 95% CI 15.2-16.3) in the third run, whereas with the tablet, triage in the first, second, and third run took 15.0 seconds (IQR 11.0-20.8, 95% CI 16.1-17.7), 12.8 seconds (IQR 9.4-17.0, 95% CI 13.5-14.9), and 11.0 seconds (IQR 8.6-15.4, 95% CI 11.8-12.9), respectively.

Both with the smart glasses and the tablet, significantly faster triage time was achieved in the subsequent runs compared to the triage time in the previous run (Wilcoxon test, run 1 vs 2 with smart glasses: \( z = -9.332, P < .001 \); run 2 vs 3 with smart glasses: \( z = -7.169, P < .001 \); run 1 vs 2 with tablet: \( z = -7.582, P < .001 \); run 2 vs 3 with tablet: \( z = -5.191, P < .001 \)). Moreover, the scattering of the triage times in consideration of the interquartile range was less for both devices in the subsequent runs compared with that in the previous runs (Figure 6).
With regard to the triage time for all the test subjects, the median triage time concerning all 30 patients with the tablet was lesser than that with the smart glasses (Figure 7). However, the time difference between both electronic devices decreased as the study progressed (with the increasing number of cases). Considering the respective medians, triage with the smart glasses took 5 seconds (IQR –0.9 to 11.8, 95% CI 4.5-6.5) in the first run, 4.1 seconds (IQR –0.3 to 8.5, 95% CI 3.3-4.8) in the second run, and only 3.5 seconds (IQR –0.2 to 7.0, 95% CI 2.8-4.0) longer than that with the tablet in the last run. Here, considering the difference in the triage time between both devices, the additional time needed with the smart glasses could be reduced significantly comparing the subsequent runs to its previous run (Wilcoxon test: run 1 vs 2, \(z=-3.142, P=.002\); run 1 vs 3: \(z=-4.805, P<.001\); run 2 vs 3: \(z=-2.181, P=.03\)).
Figure 7. Line diagram showing the medians of triage duration (in seconds) depending on device and case as well as the calculated time difference between both devices.

The first triage of all 30 fictive patients (before changing the device) with the used device showed a median time of 17.7 seconds (IQR 13.5-23.1, 95% CI 18.6-19.5), whereas the retriage (after device change) with the other device required 12.6 seconds (IQR 9.5-17.4, 95% CI 13.8-14.6) and was therefore significantly faster (Wilcoxon test: \( z = -20.090, P < 0.001 \)). Similar results appeared comparing the triage time of the same device depending on the first or second application for triage by the test subject. That way, triage with smart glasses took about 3.5 seconds and triage with the tablet took almost 6 seconds longer compared to those test subjects who started their triage with this device with those test subjects who used this device secondly (Mann-Whitney \( U \) test: \( z = -8.696, P < 0.001 \); tablet: \( z = -16.372, P < 0.001 \)). Thus, triage with smart glasses took the longest time in the case of the triage started with the smart glasses (median 19.1 seconds, IQR 15.3-24.7, 95% CI 19.8-21.0). Triage using the tablet was faster after having used the smart glasses (median 10.2 seconds, IQR 8.0-13.6, 95% CI 10.9-11.6). Moreover, test persons with experience in emergency medicine (\( n = 15 \)) needed a median time of 14.5 seconds (IQR 10.3-19.5, 95% CI 15.1-16.0) to triage, whereas inexperienced volunteers (\( n = 25 \)) were significantly slower (Mann-Whitney \( U \) test: \( z = -5.018, P < 0.001 \)) with a median of 15.7 seconds (IQR 11.3-21.5, 95% CI 16.9-17.7).

### Accuracy of the Devices

Approximately 86.3% (95% CI 0.84-0.88) of all triages were finished correctly by using smart glasses and 85.6% (95% CI 0.84-0.88) of all triages were finished correctly with the application of the tablet (Table 2). Within the same run as well as in total, there was no significant difference between both devices and their triage reliability (Wilcoxon test: run 1, \( z = -0.452, P = 0.65 \); run 2, \( z = -0.000, P > 0.99 \); run 3, \( z = -0.696, P = 0.46 \); in total, \( z = -0.727, P = 0.47 \)). The triage accuracy with both devices during the trial showed the following values: 85% accuracy in the first run (95% CI 0.83-0.88), 82% accuracy in the second run (95% CI 0.80-0.85), and 90% accuracy in the third run (95% CI 0.88-0.92).

Table 2. Triage accuracy with the used device and runs.

<table>
<thead>
<tr>
<th>Runs</th>
<th>Accuracy with smart glasses (%), mean (95% CI)</th>
<th>Accuracy with tablet PC (%), mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
<td>85.0 (81.5-88.5)</td>
<td>85.8 (82.3-89.2)</td>
</tr>
<tr>
<td>Run 2</td>
<td>82.3 (78.5-86.0)</td>
<td>82.3 (78.5-86.0)</td>
</tr>
<tr>
<td>Run 3</td>
<td>89.5 (86.5-92.5)</td>
<td>90.8 (87.9-93.6)</td>
</tr>
<tr>
<td>Total</td>
<td>86.3 (84.3-88.2)</td>
<td>85.6 (83.6-87.6)</td>
</tr>
</tbody>
</table>

Consequently, triage reliability was the highest in the last run. Furthermore, test subjects using smart glasses had a significantly more reliable triage in the third run than that in the first 2 runs (Wilcoxon test: run 1 vs 3, \( z = 2.025, P = 0.04 \); run 2 vs 3, \( z = 3.558, P < 0.001 \)) and were significantly more precise with the tablet in the third run than that in the second run (Wilcoxon test: run 2 vs 3, \( z = 3.558, P < 0.001 \)).
Discussion

Principal Results

In this study, a significantly faster triage time was achieved with the tablet compared to that with the smart glasses in all 3 runs as well as in total. While triage with the tablet took a median of 12.8 seconds, that with the smart glasses took a median of 17.5 seconds. Consequently, triage with the tablet was approximately 27% faster. Repetitive usage led to a learning curve with steadily decreasing time consumption. The accuracy of the triages was not different between using smart glasses or the tablet.

The differences between using both the devices can be attributed to the fact that the different operating concepts of both the devices have an enormous influence on the triage time and thus show great potential in the use of clinical guidelines. Therefore, future developments of these electronic devices should place a special focus on an easier operating concept to enable faster decision-making. A comparison of the triage time of smart glasses with triage times in other studies is not possible, although there have been studies with smart glasses in use without recordings of the triage times [16,19].

During this study, test subjects using both devices achieved an increasingly faster triage time as they became familiar with the guidelines and thus, the triage of patients. In addition, the use of smart glasses needed the subjects to adapt to an unfamiliar operating system, which later led to a constant reduction in the time difference between using smart glasses and tablet in numerous triages. In contrast, an adaptation to the tablet’s operation could be neglected owing to an intuitive operation.

Taking the respective medians into consideration, triage with smart glasses took 6.5 seconds longer in the first run, 4.7 seconds in the second run, and 4.0 seconds longer in the third run compared to triage with the tablet. However, the time difference between both the devices could be reduced in the following runs as the test subjects became familiar with the operation of the smart glasses and finished triages faster.

The triage result using the guideline with smart glasses was correct in 86.3% of the fictive cases and that with the tablet was correct in 85.6% of the cases. Thus, the operation concepts of the devices within the same test conditions did not have a significant impact on the triage accuracy. In other triage studies with electronic triage support (ie, personal digital assistant, tablets, or computer), a comparable triage accuracy of 79%-83% has been achieved. However, only 1 electronic device was used in these studies, and therefore, the effect of the operation concept on the reliability of triage could not be differentiated [20,21].

Volunteers with experience in emergency medicine achieved significantly (P<.001) faster and more reliable triage results (median 14.5 seconds, 91.6% accuracy) compared to the inexperienced test subjects (median 15.7 seconds, 82.5% accuracy). Therefore, this study showed that the time to triage and the accuracy depends on the experience in emergency medicine of the triaging person. Nevertheless, our study shows that subjects inexperienced in emergency medicine knowledge are also able to triage at a mass casualty incident by using electronic devices and the PRIOR triage algorithm because they also achieved fast and accurate triage results. Owing to the good triage results of the test subjects who did not have experience in disaster or emergency medicine, it was not a methodical flaw that these volunteers took part in the study, and experience in emergency medicine was not defined as an inclusion criterion in this study.

This study shows the exemplary display of standardized treatment cords in augmented reality and the related information transfer. Thus, this study proves that standardized algorithms can be displayed with the help of electronic devices and therefore enable users to have direct access to compressed and situation-related information. This is especially relevant for medical care as well as other departments in which standardized guidelines exist and simultaneously targeted effective action is of crucial importance. The use of electronic-based decision-making systems such as smart glasses can help in this regard to quickly overcome the initial alienation and complexity of many clinical guidelines and enable an effective implementation in clinical patient care. In addition, it has been shown that by using electronic support, even inexperienced persons become capable of gradually making decisions within these guidelines, which makes the use of these devices also suitable for education purposes.

The operating concept of smart glasses is still unfamiliar compared to the simple touchscreen on tablet computers and smartphones. Therefore, it is recommended that paramedics use smart glasses and the triage algorithm regularly to triage emergency patients to receive frequent practice with the use of the triage algorithm and electronic device. For this reason, the implementation of further guidelines and algorithms that are useful for paramedics in all daily emergency medicine is preferable. In addition, paramedics who use these electronic devices and guidelines daily are better prepared for the use of these technologies at a mass casualty incident. If smart glasses are developed further and become widely spread, augmented reality will become a superb opportunity for guideline-conforming operation with free usable hands. In addition to the presentation of guidelines, they can record relevant information by using an integrated camera or can be used as a tool for telemedical support.

Limitations

A limiting factor for the presentation of guidelines with smart glasses is the low battery life of many models. Moreover, numerous models, including the model used in this study, are not suited for spectacle wearers. The operating concept of the used smart glasses with the optical touchpad and the switch is surely complex in the beginning, but easier user interfaces can be expected in the future. Another limitation of our study design is the adaptation to the guideline apart from the adaptation to the electronic devices. These parameters cannot be evaluated.
separately; therefore, the influence of the adaptation to the guideline on the speed of operation cannot be calculated. Through the preparation of comparable theoretical patient cases in 3 runs, it was possible to simulate and analyze the time and correctness of the triage. It certainly would have been more realistic to use, for example, a real disaster operation, though this would hardly be viable compared to a simulation. In this case, the examination of an alternative guideline that can be implemented into a real work environment can be planned.

Future studies should also focus on the age and experience of the test subjects, as this study is limited by test subjects' average age of 24 years, which is certainly a young age and includes an already existing experience and familiarity with the developed technological devices. As medical staff consists of people of various ages and age generations, future studies should also evaluate the influence of the age generation on the usage of electronic devices for medical algorithm and decision-making. Further, experienced paramedics or other persons that become more familiar with the algorithm because of many triages might not strictly use a triage algorithm but use it only in a case of need. Therefore, future studies should analyze how often paramedics use a triage algorithm in reality and if the use of the triage algorithm in the course of many triages is reduced because they become more familiar with the triage (algorithm).

**Conclusion**

In summary, the presentation of a guideline on a tablet as well as in the form of augmented reality achieved good results even with inexperienced users. The exemplary guideline was securely implemented. The implementation using smart glasses took more time owing to its more complex operating concept but could be accelerated in the course after adaptation. The tablet, however, with its touchscreen as a familiar operating concept, achieved faster results. This operating concept has nevertheless the disadvantage of the use of both hands, which can be especially relevant in departments with special hygiene requirements or a high proportion of manual occupation. Especially in a non–time-critical working area, a guideline presentation with smart glasses can be implemented and a free-hand occupation can be executed. Further development of the operating concepts in the future or a highly intense training can speed up the processes, thereby making smart glasses a usable tool for guideline-conforming technical decision support.
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Abstract

Background: Depression is a prevalent mental disorder that is undiagnosed and untreated in half of all cases. Wearable activity trackers collect fine-grained sensor data characterizing the behavior and physiology of users (ie, digital biomarkers), which could be used for timely, unobtrusive, and scalable depression screening.

Objective: The aim of this study was to examine the predictive ability of digital biomarkers, based on sensor data from consumer-grade wearables, to detect risk of depression in a working population.

Methods: This was a cross-sectional study of 290 healthy working adults. Participants wore Fitbit Charge 2 devices for 14 consecutive days and completed a health survey, including screening for depressive symptoms using the 9-item Patient Health Questionnaire (PHQ-9), at baseline and 2 weeks later. We extracted a range of known and novel digital biomarkers characterizing physical activity, sleep patterns, and circadian rhythms from wearables using steps, heart rate, energy expenditure, and sleep data. Associations between severity of depressive symptoms and digital biomarkers were examined with Spearman correlation and multiple regression analyses adjusted for potential confounders, including sociodemographic characteristics, alcohol consumption, smoking, self-rated health, subjective sleep characteristics, and loneliness. Supervised machine learning with statistically selected digital biomarkers was used to predict risk of depression (ie, symptom severity and screening status). We used varying cutoff scores from an acceptable PHQ-9 score range to define the depression group and different subsamples for classification, while the set of statistically selected digital biomarkers remained the same. For the performance evaluation, we used k-fold cross-validation and obtained accuracy measures from the holdout folds.

Results: A total of 267 participants were included in the analysis. The mean age of the participants was 33 (SD 8.6, range 21-64) years. Out of 267 participants, there was a mild female bias displayed (n=170, 63.7%). The majority of the participants were Chinese (n=211, 79.0%), single (n=163, 61.0%), and had a university degree (n=238, 89.1%). We found that a greater severity of depressive symptoms was robustly associated with greater variation of nighttime heart rate between 2 AM and 4 AM and between 4 AM and 6 AM; it was also associated with lower regularity of weekday circadian rhythms based on steps and estimated with nonparametric measures of interdaily stability and autocorrelation as well as fewer steps-based daily peaks. Despite several reliable associations, our evidence showed limited ability of digital biomarkers to detect depression in the whole sample of working adults. However, in balanced and contrasted subsamples comprised of depressed and healthy participants with no risk of depression (ie, no or minimal depressive symptoms), the model achieved an accuracy of 80%, a sensitivity of 82%, and a specificity of 78% in detecting subjects at high risk of depression.
Conclusions: Digital biomarkers that have been discovered and are based on behavioral and physiological data from consumer wearables could detect increased risk of depression and have the potential to assist in depression screening, yet current evidence shows limited predictive ability. Machine learning models combining these digital biomarkers could discriminate between individuals with a high risk of depression and individuals with no risk.
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Introduction

Background

Depression is the third-largest contributor to years lost to disability and affects 264 million people globally [1]. Despite its high prevalence, depression remains undiagnosed and untreated in half of all cases [2,3]. At the same time, the evolving COVID-19 pandemic and related economic crisis are worsening the population’s mental health [4-6].

Wearable activity trackers are increasingly widely used and provide an opportunity to harness sensor data for detection of different health conditions [7]. Wearable trackers can monitor physiological and behavioral data, including steps, heart rate, energy expenditure, sleep patterns, respiration rate, blood oxygen saturation, skin temperature, and skin conductance, among others. Close interrelationships between everyday behavior, physiology, and mental well-being makes digital phenotyping with wearables especially attractive for detection of mental disorders and discovering respective digital biomarkers [8-11]. These digital biomarkers could be used for risk prediction of depression and to scale up population mental health screening. Moreover, due to the unprecedented granularity of available data, digital phenotyping can advance our understanding of etiology and subtypes of mental disorders and complement established diagnostic criteria. Complementary smartphone apps could be further used for prevention and treatment of mental disorders, to deliver digital health interventions and personalized cognitive behavioral therapy [12-14]. In this work, we focus on digital biomarkers based on wearable sensor data for depression screening.

Related Work

Current evidence is mainly comprised of studies investigating separate associations between depressive symptomatology and various actigraphy and sensor-based metrics, which capture meaningful aspects of behavior and physiology, to reveal objective risk or diagnostic markers. These aspects include physical activity, sleep characteristics, circadian rhythms, and physiological parameters. Systematic reviews and meta-analyses of actigraphy studies demonstrated that patients with depression were significantly less physically active than healthy controls [15,16]. Meta-analyses of prospective cohort studies showed that physical activity had a protective effect against the future onset of depression [17], while sedentary time increased the risk of depression [18]. For example, odds of depression development were 1.8 to 2.7 times lower in participants with more time spent in moderate to vigorous physical activity compared to the least active participants [19].

Sleep disturbance is another common symptom and risk factor for depression that can be measured objectively together with other sleep characteristics. Meta-analyses of polysomnography (PSG) studies showed that depression is associated with less total sleep time (TST), increased sleep onset latency (SOL), lower sleep efficiency (SE), lower duration and fraction of slow-wave sleep, lower fraction of light sleep, reduced latency between sleep onset and onset of rapid eye movement (REM) sleep, greater duration and fraction of REM sleep, greater number of awakenings, and increased wake after sleep onset (WASO) time compared to healthy controls [20,21]. Although PSG is a gold standard for sleep measurement, contemporary wearables can measure sleep and identify sleep stages. A systematic review of actigraphy studies suggested that the most persistent sleep abnormality in depressive patients is longer WASO, whereas other parameters had mixed effects [16]. Separate actigraphy studies showed lower SE, longer SOL, later sleep offset [22,23], and a greater sleep fragmentation in adults with depression [24].

Contrary to measuring physical activity and sleep as separate factors, circadian rhythms characterize the activity pattern of a full 24-hour cycle. Circadian rhythm metrics quantify regularity, shape, and timing of repeated daily processes and can be derived from fine-grained wearable data. Actigraphy studies suggested that people with clinically significant depressive symptoms had lower mesor, a rhythm-adjusted mean activity level [24-26]; reduced total locomotor activity [27,28]; lower amplitude [25,26]; shorter active periods [29,30]; delayed acrophase [22,30]; and less robust circadian activity rhythms [22,25,31]. Longitudinal studies showed that lower rhythm robustness predicted worsening of depressive symptoms in the future [26]. Depressive symptoms were also associated with heart rate–based mesor [32] and amplitude [32] as well as increased heart rate in the night and morning hours [33]. Few studies using nonparametric rhythm measures demonstrated that participants with more severe depressive symptoms had lower interdaily stability (IS) and higher intradaily variability (IV) of circadian activity rhythm [31,34], reduced relative amplitude (RA) between the highest and the lowest activity levels [28,35], and reduced RA of skin temperature [36]. Although findings on separate circadian rhythm indicators are mixed, the evidence suggests that depression is often associated with disturbed, irregular, and delayed circadian behavioral and physiological rhythms.
Another stream of evidence is comprised of a few studies that developed predictive models for depression detection from multimodal wearable data using data-driven approaches and machine learning. For example, Jacobson et al. extracted 9929 digital markers using signal processing methods from a publicly available actigraphy data set of 55 individuals to detect people with depressive disorder [37]. A machine learning model correctly predicted the diagnostic status in 89% of the cases with a sensitivity of 94% and a specificity of 83% using leave-one-cohort-out cross-validation. Only spectral density features were important predictors [38]. In another study, authors extracted distribution characteristics of wearable data, including acceleration, skin conductance, and temperature, collected for 1 month and sampled from different time windows within 24-hour cycles, which resulted in 204 features in total [39]. A machine learning model with this feature set reached 87% accuracy in classifying 47 participants with high or low mental health scores using leave-one-out cross-validation. Nighttime skin conductance features were most important in prediction models. Tazawa et al. extracted distribution characteristics of per-hour data from multidimensional wearable data, including steps, energy expenditure, body motion, heart rate, skin temperature, sleep time, and ultraviolet light, which resulted in 63 features [33]. A machine learning model with features based on a 7-day period achieved an accuracy of 76%, a sensitivity of 73%, and a specificity of 79% in prediction of depression screening status in 86 participants using 10-fold cross-validation. Authors found that features of skin temperature and sleep were most important for the model’s predictive ability.

**Objectives**

The first stream of evidence from actigraphy and PSG studies lacks research on the predictive ability of various metrics to assess the risk of depression, whereas the other stream of data-driven studies often ignores established risk markers and leaves associations between depressive symptomatology and wearable data uninterpreted. Absence of robust and interpretable digital biomarkers complicates further development of a comprehensive and explainable algorithm for depression screening in the general population. To address these gaps, we examined the associations between depressive symptomatology and digital biomarkers based on sensor data from consumer-grade fitness trackers, including established and novel markers, and explored the predictive ability of these digital biomarkers in depression screening.

**Methods**

**Study Design and Participants**

In a cross-sectional study, we collected data from a multiethnic working population in Singapore. A total of 290 adult volunteers (aged ≥21 years) among full-time employees of Nanyang Technological University (NTU) were recruited to participate in the study from August to October 2019. Participants responded to online questionnaires and wore activity trackers for at least 14 days. Subjects received financial compensation for participating in the study. The study protocol and informed consent form were approved by the NTU Institutional Review Board (application reference: RB-2016-03-033).

**Wearable Data Preprocessing**

Fitbit devices measure steps; energy expenditure, measured in metabolic equivalents (METs); and heart rate, measured in beats per minute (bpm), and they identify sleep stages (ie, wake, light, deep, or REM sleep). Steps and energy expenditure are available at by-the-minute intervals, sleep stages are available at 30-second intervals, and heart rate data are available at 5- or 10-second intervals. We examined the completeness of the data set using heart rate data to verify the actual device use time as the most sensitive to inappropriate use or nonuse. Missing and complete time points of heart rate data were determined from
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the full period of participant tracking within the study. Time points of activity and sleep data corresponding to complete heart rate data points were sampled and considered as clean data. We used data from days with at least 20 hours of complete recording for further analysis. Participants with a minimum of 10 complete days were included for further analysis (see Multimedia Appendix 1 for the distribution of complete days among participants). Outliers were identified using the Tukey rule for outliers—outliers are values more than 1.5 times the IQR from the quartiles—either below the first quartile or above the third quartile.

**Extraction of Digital Biomarkers**

We extracted a range of digital biomarkers characterizing physical activity, sleep, circadian rhythms, and physiological parameters from the raw data. This set of digital biomarkers relied on previous findings and was substantially extended with novel metrics hypothetically indicative of depressive symptoms [15-18,20,21,24-26,30,32,34,36].

First, we extracted physical activity metrics based on steps and energy expenditure data, including daily steps, time spent at different intensity levels of physical activity, and sedentary time. The daily durations of light, moderate, and vigorous physical activity were determined according to the physical activity guidelines of the US Centers for Disease Control and Prevention [51], where moderate activity corresponds to energy expenditures from 3.0 to 6.0 METs, vigorous activity is above 6.0 METs, and light physical activity is below 3.0 METs. We sampled minutes within these intervals separately and calculated the mean daily sum of these minutes. Sedentary time was defined as any waking behavior with energy expenditure less than 1.5 METs [52]. Hence, to determine sedentary time, we excluded all sleep intervals and calculated a daily mean of total minutes with ≤1.5 METs. Daily steps and sedentary time were calculated for all days, and for weekdays and for weekends separately.

Second, we extracted sleep metrics, including average values and coefficients of variation (CVs) of time in bed, TST, SE, SOL, and WASO. TST is the difference between the length of time in bed and the length of wake time, and SE is the ratio of TST to time in bed. SOL is the length of time in minutes until the first minute of sleep onset from bedtime (ie, from the beginning of a sleep episode). WASO was calculated as the number of wake minutes in the middle half of a sleep episode (ie, in the second and third quartiles of a sleep episode). Additionally, we computed the mean and SD of sleep offset and sleep midpoint time as measured in hours since midnight. All sleep metrics were calculated for all days, and for weekdays separately.

Third, we extracted cosinor-based and nonparametric measures of circadian rhythms using steps and heart rate data. These metrics were extracted based on data from all days and based on weekdays only separately. Cosinor-based metrics were estimated using the extended cosinor model with antilogistic transformation and included mesor, acrophase, amplitude, pseudo-F statistic, and $\alpha$ and $\beta$ parameters. Nonparametric measures included IS, IV, interdaily coefficient of variation (ICV), diurnal activity level (mean activity of the 10 consecutive most active hours of the day [M10]), nocturnal activity level (mean value of the 5 consecutive least active hours of the day [L5]), and RA. In addition, we calculated lagged autocorrelation and peak detection–based metrics. Mesor is a rhythm-adjusted mean value that estimates central tendency of the distribution of an oscillating variable, with lower values indicating reduced activity levels [53]. Acrophase is the time of day of the cosine curve peak. Amplitude is the difference between the peak value of the curve and mesor, where lower amplitude indicates a more dampened rhythm. The pseudo-$F$ statistic is the goodness-of-fit estimate of the fitted model, which indicates so-called robustness of the rhythm. $\alpha$ is the relative width of the curve at the middle of the peak, and $\beta$ is an indicator of the steepness of the rise and fall of the curve.

IS is a measure of stability and regularity of activity patterns across a series of 24-hour cycles and is calculated as the ratio of variance of the average 24-hour activity profile to the total variance of data aggregated by the hour from all days [54]. Higher IS indicates more stable, more regular circadian rhythm:

where $N$ is the total number of data points, $p$ is the number of data points per day (24 in this case), $x_i$ represents values of each hour from the mean 24-hour profile, $x_i$ represents each given hour of raw data, and $\bar{x}$ is the mean of all data.

IV quantifies the fragmentation of rest and activity periods within a 24-hour cycle and is calculated as the mean square of differences between successive hourly aggregated data normalized by the total variance of all days [54]. Higher IV indicates a more fragmented rhythm and reflects shorter alternating periods of rest and activity rather than one extended active period and one extended rest period:

where $N$ is the total number of data points, $x_i$ represents the value of a given hour, and $\bar{x}$ is the mean of all data.

RA reflects the difference between the most and the least active periods and is calculated as the difference between M10 and L5 divided by sum of M10 and L5, where higher values show greater amplitude:

IVC is a novel rhythm stability measure and is calculated as the 24-hour mean of CVs, which is the ratio of the SD to the mean in each hour between days. A higher coefficient indicates higher variation and less stable rhythm. We proposed this metric as an alternative to IS, which aims to assess the same phenomena with a different approach:

where $p$ is the number of data points per day (24 in this case; data are aggregated by the hour), $x_i$ represents values corresponding to each hour from all days, $x_0$ represents values corresponding to each hour from all days, and $\bar{x}$ is the mean of all data.
of each hour from the mean 24-hour profile, and $N$ is the number of days.

Autocorrelation is another measure of rhythm stability, calculated as the lagged autocorrelation of time series. Autocorrelation was calculated for time series aggregated into 15-minute, 30-minute, and 60-minute intervals with a day-length lag:

$$\rho_k = \frac{\sum_{t=1}^{N-k} (x_t - \bar{x})(x_{t+k} - \bar{x})}{\sum_{t=1}^{N} (x_t - \bar{x})^2}$$

where $AC$ is autocorrelation, $k$ is the day-length lag (eg, 24 if data are aggregated by the hour), $\bar{x}$ represents values of each interval, $\bar{x}$ is the mean of all data, and $N$ is total number of data points.

We applied the robust peak-detection algorithm based on $z$ scores to times series to identify peaks in steps and heart rate data [55]. We calculated the daily mean number of peaks and SD.

Finally, extracted heart rate–based metrics included the overall average heart rate, resting heart rate (RHR), delta heart rate, daytime and nighttime heart rate, a variation of these measures using SD and CV, and the root mean square of successive differences (RMSSD) of heart rate. RHR was calculated as the average heart rate for 15-minute intervals with zero steps. Daytime heart rate was obtained by averaging heart rate values between 2 PM and 4 PM, whereas nighttime heart rate was obtained by averaging values sampled from three consecutive 2-hour intervals: 12 AM to 2 AM, 2 AM to 4 AM, and 4 AM to 6 AM. Unlike daytime heart rate, nighttime heart rates were sampled from more time intervals because nocturnal physiological processes seemed to be more sensitive to depression [56]. We calculated SDs and CVs for all heart rates. Delta heart rate is the difference between average heart rate and RHR. RMSSD values of heart rate were calculated from raw data and from data aggregated into hourly intervals.

In total, we extracted 126 digital biomarkers. The full list of digital biomarkers with detailed descriptions is presented in Multimedia Appendix 2.

**Statistical Analysis and Predictive Modeling With Machine Learning**

Spearman rank correlation was used to evaluate the strength of associations between digital biomarkers and severity of depressive symptoms. The false discovery rate (FDR) was used for multiple testing correction of $P$ values [57]. A multiple hierarchical linear regression was used to determine the strength of association between digital biomarkers and severity of depressive symptoms adjusted for covariates, including sociodemographics, alcohol consumption, smoking, self-rated health, subjective sleep characteristics, and loneliness.

Next, we trained a series of supervised machine learning models predicting symptom severity and depression screening status of participants (ie, depressed or healthy) to evaluate the predictive ability of digital biomarkers identified at the previous step of statistical analysis. Digital biomarkers were selected based on Spearman correlation at different levels of significance, including $P<.01$, $P<.05$, and $P$ values between .01 and .05. Extreme gradient boosting algorithm (DART [Dropouts meet Multiple Additive Regression Trees]) was used for model training, as it was the most efficient method in similar studies [33,37,58]. For performance evaluation of the symptom severity prediction model, we used repeated k-fold cross-validation with 4 folds and 25 repeats and obtained $R^2$, mean absolute error (MAE), and root mean square error (RMSE) for holdout folds. For evaluation of the model predicting depression screening status, we used k-fold cross-validation with 4 folds and 25 repeats and obtained accuracy, sensitivity, specificity, positive predictive value, negative predictive value, Cohen $\kappa$, and area under the curve (AUC). The k-fold cross-validation was used as an alternative to performance evaluation with the testing set, which is usually between 20% and 30% of a sample and, therefore, using 4-fold cross-validation corresponds to 25% of a sample in holdout folds for performance evaluation. Relative feature importance, which indicates the contribution of each predictor in the overall improvement of classification accuracy across all decision trees, was reported. We used RStudio from R (version 3.6.0; The R Foundation) for all analyses. R scripts for feature extraction and statistical analyses are available in Multimedia Appendix 3.

**Results**

**Characteristics of the Data and Participants**

We collected 5180 days of observational data in total, or 17 days and 20 hours per participant, on average. The mean compliance with wearing the activity tracker among participants within the observation period was 84.8% (SD 10.4), whereas the total fraction of complete data was 84.0% (6,265,469 minutes of complete data from 5180 days). A total of 77.7% (4025/5180) of days contained at least 20 hours of complete data; however, only 277 participants out of 290 (95.5%) had at least 10 days with enough data (see Table S1 in Multimedia Appendix 1). Thus, 5,464,248 minutes of complete data from 3948 days in total (83.7%) were included for further analysis, and 801,221 minutes of complete data (12.8%) were discarded. Further, we identified and excluded outliers: 1 participant was excluded due to outlying heart rate, 4 participants were excluded due to exceeding average steps, and another 5 participants were excluded due to insufficient sleep data with less than three nights on weekdays. The final sample comprised of 267 participants with 14 days of tracking data, on average; the participant flowchart is presented in Multimedia Appendix 4.

The mean age of the participants was 33 (SD 8.6, range 21–64) years. Out of 267 participants, a mild female bias was displayed (n=170, 63.7%). The majority of the participants were Chinese (n=211, 79.0%), single (n=163, 61.0%), with a university degree (n=238, 89.1%), and with a monthly income below SGD 4000 (US $3000; n=154, 57.7%). Only 15 participants (5.6%) were current smokers, while 158 participants (59.2%) reported drinking alcohol. Finally, most participants rated their health as “good” (n=124, 46.4%) or “very good” (n=105, 39.3%); fewer participants rated their health as “fair” (n=21, 7.9%) and the lowest number of participants felt that their health was “excellent” (n=17, 6.4%). The mean step count was 10,252 (SD
2822) steps per day and the mean heart rate was 74 (SD 7.1) bpm. Figure 1 shows the smoothed 24-hour daily profile of heart rate and steps averaged in 1-hour windows in the study sample. Table 1 summarizes the characteristics of the participants.

**Figure 1.** Average 24-hour profiles of heart rate and steps measured by the wearable activity tracker. The purple and orange lines represent the means and the gray shaded areas represent the SDs. bpm: beats per minute.
Table 1. Sociodemographic characteristics, self-reported health outcomes, and basic wearable metrics of participants.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Value (N=267)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>32.8 (8.6)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>97 (36.3)</td>
</tr>
<tr>
<td>Female</td>
<td>170 (63.7)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>211 (79.0)</td>
</tr>
<tr>
<td>Indian</td>
<td>22 (8.2)</td>
</tr>
<tr>
<td>Malay</td>
<td>10 (3.7)</td>
</tr>
<tr>
<td>Other</td>
<td>24 (9.0)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>104 (39.0)</td>
</tr>
<tr>
<td>Single</td>
<td>163 (61.0)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>University degree</td>
<td>238 (89.1)</td>
</tr>
<tr>
<td>Below university degree</td>
<td>29 (10.9)</td>
</tr>
<tr>
<td>Monthly income (SGD\textsuperscript{a}), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;4000</td>
<td>154 (57.7)</td>
</tr>
<tr>
<td>≥4000</td>
<td>113 (42.3)</td>
</tr>
<tr>
<td>Alcohol consumption, n (%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>109 (40.8)</td>
</tr>
<tr>
<td>Yes</td>
<td>158 (59.2)</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td></td>
</tr>
<tr>
<td>Current smoker</td>
<td>15 (5.6)</td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>252 (94.4)</td>
</tr>
<tr>
<td>Overall self-rated health, n (%)</td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>21 (7.9)</td>
</tr>
<tr>
<td>Good</td>
<td>105 (46.4)</td>
</tr>
<tr>
<td>Very good</td>
<td>124 (39.3)</td>
</tr>
<tr>
<td>Excellent</td>
<td>17 (6.4)</td>
</tr>
<tr>
<td>Sleep Hygiene Index score, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Pittsbugh Sleep Quality Index score, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Daytime sleepiness score (ESS\textsuperscript{b}), mean (SD)</td>
<td>5.4 (2.7)</td>
</tr>
<tr>
<td>Loneliness score (UCLA\textsuperscript{c} Loneliness Scale), mean (SD)</td>
<td>7.2 (4.2)</td>
</tr>
<tr>
<td>Complete actigraphy days, mean (SD)</td>
<td>37.8 (9.8)</td>
</tr>
<tr>
<td>Steps per day, mean (SD)</td>
<td>14.2 (2.1)</td>
</tr>
<tr>
<td>Heart rate (beats per minute), mean (SD)</td>
<td>10,252 (2822)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}A currency exchange rate of SGD 1=US $0.75 is applicable.
\textsuperscript{b}Epworth Sleepiness Scale.
\textsuperscript{c}UCLA: University of California, Los Angeles.

Table 2 and Figure 2 display the distribution of PHQ-9 scores across two assessments and show the change in scores over a 2-week period. PHQ-9 scores are highly and linearly correlated (r=0.73, P<0.001), showing that the change in depressive symptoms over time is quite smooth and gradual rather than quick and sharp. However, participants experienced an overall
decrease in depressive symptoms over time; for example, 20 participants with moderate (score 10-14) depressive symptoms at the first assessment shifted to the mild range (score 5-9) at the second assessment, while just 5 participants with mild symptoms at the first assessment appeared to have moderate symptoms at the second assessment. Figure 2 shows the same trend. Hence, using the widely adopted cutoff score of ≥10 for both assessments significantly reduced the prevalence rate of depressed participants: only 8 participants had PHQ-9 scores of ≥10 at both assessments. Given that the overall change in symptom severity is gradual, we used less strict criteria and defined a participant as provisionally depressed if he or she scored 10 at one or both assessments and was otherwise healthy. Having a PHQ-9 score of ≥10 at any time point means that the score at an adjacent time point is likely to be comparable in magnitude. In total, 38 out of 267 (14.2%) participants had PHQ-9 scores of ≥10 at either of the two assessments and were identified as depressed. In addition, we used alternative cutoff points to define depression in participants. First, a meta-analysis by Manea et al [59] showed that a PHQ-9 cutoff score of ≥8 also has acceptable screening properties; in our sample, there were 22 (8.2%) participants who had scores of ≥8 at both assessments. Second, given the linearity of PHQ-9 change over time, we used an average PHQ-9 score of ≥8 as another criterion; 42 (15.7%) participants had an average PHQ-9 score ≥8.

### Table 2. The distribution of PHQ-9 scores across two assessments.

<table>
<thead>
<tr>
<th>PHQ-9 score at the first assessment</th>
<th>Participants within each category of PHQ-9 scores at the second assessment (N=267), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal: score of 0-4</td>
<td>143 (53.6)</td>
</tr>
<tr>
<td>Mild: score of 5-9</td>
<td>14 (5.2)</td>
</tr>
<tr>
<td>Moderate: score of 10-14</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Moderately severe: score of ≥15</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>157 (58.8)</td>
</tr>
<tr>
<td>Mild: score of 5-9</td>
<td>32 (12.0)</td>
</tr>
<tr>
<td>Moderate: score of 10-14</td>
<td>40 (15.0)</td>
</tr>
<tr>
<td>Moderately severe: score of ≥15</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Total</td>
<td>77 (28.8)</td>
</tr>
<tr>
<td>Moderate: score of 10-14</td>
<td>3 (1.1)</td>
</tr>
<tr>
<td>Moderately severe: score of ≥15</td>
<td>20 (7.5)</td>
</tr>
<tr>
<td>Total</td>
<td>29 (10.9)</td>
</tr>
<tr>
<td>Moderately severe: score of ≥15</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Total</td>
<td>4 (1.5)</td>
</tr>
<tr>
<td>Total</td>
<td>179 (67.0)</td>
</tr>
<tr>
<td>Normal: score of 0-4</td>
<td>75 (28.0)</td>
</tr>
<tr>
<td>Mild: score of 5-9</td>
<td>12 (4.5)</td>
</tr>
<tr>
<td>Moderate: score of 10-14</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Moderately severe: score of ≥15</td>
<td>267 (100)</td>
</tr>
</tbody>
</table>

**aPHQ-9: 9-item Patient Health Questionnaire.**

Figure 2. Scatterplot of 9-item Patient Health Questionnaire (PHQ-9) scores at two assessments (T1 and T2). The blue line is the linear projection of the relationship between two scores with CIs and the dashed diagonal line represents no change in scores between two assessments.

### Associations Between Digital Biomarkers and Depressive Symptoms

Correlation analysis revealed that 36 digital biomarkers were significantly associated with the average PHQ-9 score—absolute coefficients of Spearman rank correlation were weak and varied from 0.12 to 0.26—and only 17 of them remained significant predictors after the FDR correction (Table 3). Severity of depressive symptoms was correlated to variation in nighttime heart rate in several time intervals, regularity of circadian rhythms measured with nonparametric and cosinor measures, daily peaks, and timing and variation in sleep offset and midpoint. Physical activity metrics were not associated with PHQ-9 scores.
Table 3. Correlation between digital biomarkers and 9-item Patient Health Questionnaire scores.

<table>
<thead>
<tr>
<th>Category and digital biomarkers</th>
<th>Spearman rank correlation coefficient</th>
<th>P value</th>
<th>Adjusted P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Heart rate metrics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DHR&lt;sup&gt;b&lt;/sup&gt;.cv&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.121</td>
<td>.047</td>
<td>.18</td>
</tr>
<tr>
<td>NHR&lt;sup&gt;d&lt;/sup&gt;.0204.sd&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.262</td>
<td>&lt;.001</td>
<td>.001</td>
</tr>
<tr>
<td>NHR.0204.cv</td>
<td>0.257</td>
<td>&lt;.001</td>
<td>.001</td>
</tr>
<tr>
<td>NHR.0406.sd</td>
<td>0.182</td>
<td>.003</td>
<td>.04</td>
</tr>
<tr>
<td>NHR.0406.cv</td>
<td>0.185</td>
<td>.002</td>
<td>.04</td>
</tr>
<tr>
<td>NHR.0002.sd</td>
<td>0.149</td>
<td>.01</td>
<td>.08</td>
</tr>
<tr>
<td>NHR.0002.cv</td>
<td>0.138</td>
<td>.02</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Circadian rhythm metrics: nonparametric</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IS.&lt;sup&gt;f&lt;/sup&gt;.st.&lt;sup&gt;g&lt;/sup&gt;.wd&lt;sup&gt;h&lt;/sup&gt;</td>
<td>−0.165</td>
<td>.007</td>
<td>.049</td>
</tr>
<tr>
<td>IS.hr&lt;sup&gt;i&lt;/sup&gt;.wd</td>
<td>−0.199</td>
<td>.001</td>
<td>.02</td>
</tr>
<tr>
<td>AC.&lt;sup&gt;j&lt;/sup&gt;.st.60m&lt;sup&gt;k&lt;/sup&gt;</td>
<td>−0.125</td>
<td>.04</td>
<td>.15</td>
</tr>
<tr>
<td>AC.st.15m</td>
<td>−0.175</td>
<td>.004</td>
<td>.04</td>
</tr>
<tr>
<td>AC.st.30m</td>
<td>−0.155</td>
<td>.01</td>
<td>.07</td>
</tr>
<tr>
<td>AC.st.60m.wd</td>
<td>−0.159</td>
<td>.009</td>
<td>.06</td>
</tr>
<tr>
<td>AC.st.15m.wd</td>
<td>−0.177</td>
<td>.004</td>
<td>.04</td>
</tr>
<tr>
<td>AC.st.30m.wd</td>
<td>−0.177</td>
<td>.004</td>
<td>.04</td>
</tr>
<tr>
<td>AC.hr.60m.wd</td>
<td>−0.150</td>
<td>.01</td>
<td>.08</td>
</tr>
<tr>
<td>AC.hr.30m.wd</td>
<td>−0.144</td>
<td>.02</td>
<td>.08</td>
</tr>
<tr>
<td>ICV.&lt;sup&lt;l&lt;/sup&gt;.st.wd</td>
<td>0.176</td>
<td>.004</td>
<td>.04</td>
</tr>
<tr>
<td>ICV.hr</td>
<td>0.177</td>
<td>.004</td>
<td>.04</td>
</tr>
<tr>
<td>ICV.hr.wd</td>
<td>0.237</td>
<td>&lt;.001</td>
<td>.004</td>
</tr>
<tr>
<td>peaks.st</td>
<td>−0.205</td>
<td>&lt;.001</td>
<td>.02</td>
</tr>
<tr>
<td>peaks.st.wd</td>
<td>−0.202</td>
<td>&lt;.001</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Circadian rhythm metrics: cosinor based</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>acro.&lt;sup&gt;m&lt;/sup&gt;.st</td>
<td>0.133</td>
<td>.03</td>
<td>.12</td>
</tr>
<tr>
<td>F.st.wd</td>
<td>−0.121</td>
<td>.046</td>
<td>.17</td>
</tr>
<tr>
<td>beta.hr</td>
<td>0.169</td>
<td>.006</td>
<td>.04</td>
</tr>
<tr>
<td>acro.hr</td>
<td>0.146</td>
<td>.02</td>
<td>.09</td>
</tr>
<tr>
<td>F.hr</td>
<td>−0.126</td>
<td>.04</td>
<td>.15</td>
</tr>
<tr>
<td>beta.hr.wd</td>
<td>0.126</td>
<td>.04</td>
<td>.15</td>
</tr>
<tr>
<td>acro.hr.wd</td>
<td>0.154</td>
<td>.01</td>
<td>.07</td>
</tr>
<tr>
<td>F.hr.wd</td>
<td>−0.137</td>
<td>.03</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Sleep metrics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sleep.offset</td>
<td>0.144</td>
<td>.02</td>
<td>.09</td>
</tr>
<tr>
<td>sleep.midpoint</td>
<td>0.172</td>
<td>.005</td>
<td>.04</td>
</tr>
<tr>
<td>sleep.offset.wd</td>
<td>0.134</td>
<td>.03</td>
<td>.12</td>
</tr>
<tr>
<td>sleep.offset.wd.sd</td>
<td>0.199</td>
<td>.001</td>
<td>.02</td>
</tr>
<tr>
<td>sleep.midpoint.wd</td>
<td>0.146</td>
<td>.02</td>
<td>.09</td>
</tr>
<tr>
<td>sleep.midpoint.wd.sd</td>
<td>0.146</td>
<td>.02</td>
<td>.09</td>
</tr>
</tbody>
</table>
Further linear regression analysis showed that 11 digital biomarkers—seven nonparametric measures of weekday circadian rhythm regularity, based on steps and heart rate, and four metrics of heart rate variation at nighttime intervals—were significantly associated with severity of depressive symptoms independent of sociodemographic confounders, including age, gender, ethnicity, marital status, education, and income levels (see Table S2 in Multimedia Appendix 1). Only three digital biomarkers—weekday steps–based IS, autocorrelation (based on 15-minute intervals), and CV of heart rate between 4 AM and 6 AM—were consistently associated with symptom severity independent of all confounders, which additionally included alcohol consumption, smoking, self-rated health, loneliness, and subjective sleep characteristics (Table 4). Weekday steps–based IS and autocorrelation were negatively associated with PHQ-9 scores (for IS in the fully adjusted model: $\beta = -0.30$ per 10% change, 95% CI $-0.51$ to $-0.08$, $P=.01$; for autocorrelation: $\beta = -0.38$ per 10% change, 95% CI $-0.75$ to $-0.01$, $P=.04$), so participants with lower stability of circadian activity rhythms had more severe symptoms. Heart rate variation between 4 AM and 6 AM was positively associated with PHQ-9 scores ($\beta = 0.90$ per 10% change, 95% CI $0.04$-$1.78$, $P=.04$), where a greater magnitude of heart rate variation indicated higher PHQ-9 scores. This digital biomarker correlated to depressive symptoms independent of sleep offset time, which might cause greater variation (Table S3 in Multimedia Appendix 1).
Table 4. Coefficients of multiple regression analysis for digital biomarkers and 9-item Patient Health Questionnaire (PHQ-9) scores. Fully adjusted models.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Model 1</th>
<th>β[^a^] (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital biomarker: IS.st.wd[^b^]</td>
<td></td>
<td>–2.974 (–5.202 to –0.747)</td>
<td>.009</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>–0.011 (–0.163 to –0.064)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male)</td>
<td></td>
<td>–0.165 (–0.811 to 0.481)</td>
<td>.62</td>
</tr>
<tr>
<td>Ethnic group (Indian)</td>
<td></td>
<td>–0.297 (–1.393 to 0.798)</td>
<td>.59</td>
</tr>
<tr>
<td>Ethnic group (Malay)</td>
<td></td>
<td>–0.036 (–1.629 to 1.556)</td>
<td>.96</td>
</tr>
<tr>
<td>Ethnic group (others)</td>
<td></td>
<td>1.012 (–0.021 to 2.045)</td>
<td>.06</td>
</tr>
<tr>
<td>Marital status (single)</td>
<td></td>
<td>–0.633 (–1.341 to 0.076)</td>
<td>.08</td>
</tr>
<tr>
<td>Education level (university degree)</td>
<td></td>
<td>–1.023 (–2.079 to 0.034)</td>
<td>.06</td>
</tr>
<tr>
<td>Monthly income level (SGD 4000[^c^] and above)</td>
<td></td>
<td>0.283 (–0.422 to 0.988)</td>
<td>.43</td>
</tr>
<tr>
<td>Alcohol consumption (yes)</td>
<td></td>
<td>–0.201 (–0.834 to 0.433)</td>
<td>.53</td>
</tr>
<tr>
<td>Smoking status (nonsmoker)</td>
<td></td>
<td>–0.768 (–2.075 to 0.54)</td>
<td>.25</td>
</tr>
<tr>
<td>Self-rated health (fair)</td>
<td></td>
<td>1.528 (–0.103 to 3.159)</td>
<td>.07</td>
</tr>
<tr>
<td>Self-rated health (good)</td>
<td></td>
<td>0.597 (–0.631 to 1.824)</td>
<td>.34</td>
</tr>
<tr>
<td>Self-rated health (very good)</td>
<td></td>
<td>–0.026 (–1.246 to 1.194)</td>
<td>.97</td>
</tr>
<tr>
<td>UCLA (University of California, Los Angeles) Loneliness Scale score</td>
<td></td>
<td>0.094 (0.062 to 0.127)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep Hygiene Index (SHI) score</td>
<td></td>
<td>0.082 (0.022 to 0.143)</td>
<td>.008</td>
</tr>
<tr>
<td>Pittsburgh Sleep Quality Index (PSQI) score</td>
<td></td>
<td>0.362 (0.227 to 0.496)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Epworth Sleepiness Scale (ESS) score</td>
<td></td>
<td>0.06 (–0.014 to 0.134)</td>
<td>.11</td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td>3.407 (–0.167 to 6.98)</td>
<td>.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Model 2</th>
<th>β[^a^] (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital biomarker: AC.st.15m.wd[^d^]</td>
<td></td>
<td>–3.843 (–7.567 to –0.119)</td>
<td>.04</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>–0.113 (–0.163 to –0.063)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male)</td>
<td></td>
<td>–0.063 (–0.712 to 0.586)</td>
<td>.85</td>
</tr>
<tr>
<td>Ethnic group (Indian)</td>
<td></td>
<td>–0.19 (–1.285 to 0.904)</td>
<td>.73</td>
</tr>
<tr>
<td>Ethnic group (Malay)</td>
<td></td>
<td>–0.038 (–1.64 to 1.563)</td>
<td>.96</td>
</tr>
<tr>
<td>Ethnic group (others)</td>
<td></td>
<td>1.126 (0.09 to 2.162)</td>
<td>.03</td>
</tr>
<tr>
<td>Marital status (single)</td>
<td></td>
<td>–0.635 (–1.348 to 0.077)</td>
<td>.08</td>
</tr>
<tr>
<td>Education level (university degree)</td>
<td></td>
<td>–1.056 (–2.12 to 0.007)</td>
<td>.051</td>
</tr>
<tr>
<td>Monthly income level (SGD 4000 and above)</td>
<td></td>
<td>0.309 (–0.402 to 1.02)</td>
<td>.39</td>
</tr>
<tr>
<td>Alcohol consumption (yes)</td>
<td></td>
<td>–0.229 (–0.87 to 0.413)</td>
<td>.48</td>
</tr>
<tr>
<td>Smoking status (nonsmoker)</td>
<td></td>
<td>–0.741 (–2.056 to 0.573)</td>
<td>.27</td>
</tr>
<tr>
<td>Self-rated health (fair)</td>
<td></td>
<td>1.574 (–0.066 to 3.213)</td>
<td>.06</td>
</tr>
<tr>
<td>Self-rated health (good)</td>
<td></td>
<td>0.604 (–0.631 to 1.838)</td>
<td>.34</td>
</tr>
<tr>
<td>Self-rated health (very good)</td>
<td></td>
<td>–0.031 (–1.259 to 1.196)</td>
<td>.96</td>
</tr>
<tr>
<td>UCLA Loneliness Scale score</td>
<td></td>
<td>0.092 (0.059 to 0.124)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SHI score</td>
<td></td>
<td>0.091 (0.031 to 0.151)</td>
<td>.003</td>
</tr>
<tr>
<td>PSQI score</td>
<td></td>
<td>0.351 (0.216 to 0.486)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ESS score</td>
<td></td>
<td>0.062 (–0.013 to 0.136)</td>
<td>.11</td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td>2.526 (–0.921 to 5.973)</td>
<td>.15</td>
</tr>
</tbody>
</table>
Depression Screening Using Digital Biomarkers and Machine Learning

The performance of the symptom severity prediction models was evaluated using the whole data set of 267 participants. The range of mean correlations between actual and predicted PHQ-9 scores across trained models was 0.14 to 0.27 ($R^2=0.03-0.08$), the range of mean RMSE was 3.10 to 3.20, and the range of average MAE in holdout samples was 2.54 to 2.63 (Table 5, models A1-C1). Adding sociodemographic characteristics did not substantially improve performance (Table 5, models A2-C2). However, applying more conservative feature selection criteria, including digital biomarkers most correlated to the outcome, showed relatively better results compared to the less conservative criteria and including digital biomarkers less correlated to the outcome. The selected digital biomarkers are presented in Table 3 and listed in Table S4 in Multimedia Appendix 1.
Table 5. Performance of symptom-severity prediction model.

<table>
<thead>
<tr>
<th>Model (feature set)</th>
<th>$R^2$, mean (SD)</th>
<th>Pearson correlation, mean (SD)</th>
<th>Root mean square error, mean (SD)</th>
<th>Mean absolute error, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1$^a$</td>
<td>0.06 (0.04)</td>
<td>0.23 (0.09)</td>
<td>3.12 (0.22)</td>
<td>2.57 (0.15)</td>
</tr>
<tr>
<td>B1$^b$</td>
<td>0.06 (0.04)</td>
<td>0.22 (0.09)</td>
<td>3.14 (0.22)</td>
<td>2.58 (0.15)</td>
</tr>
<tr>
<td>C1$^c$</td>
<td>0.03 (0.03)</td>
<td>0.14 (0.08)</td>
<td>3.20 (0.21)</td>
<td>2.63 (0.14)</td>
</tr>
<tr>
<td>A2$^d$</td>
<td>0.08 (0.05)</td>
<td>0.27 (0.09)</td>
<td>3.10 (0.22)</td>
<td>2.54 (0.16)</td>
</tr>
<tr>
<td>B2$^d$</td>
<td>0.06 (0.04)</td>
<td>0.24 (0.09)</td>
<td>3.12 (0.22)</td>
<td>2.57 (0.15)</td>
</tr>
<tr>
<td>C2$^d$</td>
<td>0.04 (0.03)</td>
<td>0.18 (0.08)</td>
<td>3.16 (0.20)</td>
<td>2.60 (0.13)</td>
</tr>
</tbody>
</table>

$^a$Model A1 includes digital biomarkers selected at a significance level of <.01.

$^b$Model B1 includes digital biomarkers selected at a significance level of <.05.

$^c$Model C1 includes digital biomarkers selected at a significance level of <.05 and ≥.01.

$^d$Models A2, B2, and C2 additionally include sociodemographic characteristics: age, gender, ethnic group, and marital status.

Next, we trained models for classification of the outcome of depression screening using different PHQ-9 score cutoff points to determine which participants were depressed or healthy. For the default cutoff point (ie, either baseline or follow-up PHQ-9 score of ≥10), the accuracy of the models in holdout folds was 86% (equal to the no information rate 86%), the sensitivity range was 3% to 13%, the specificity range was 98% to 100%, and the AUC range was 0.51 to 0.66 (Table 6, models A1-C1). Adding sociodemographic characteristics did not improve classification accuracy (Table 6, models A2-C2). However, applying more conservative feature selection criteria, including digital biomarkers most correlated to the outcome, showed relatively better results compared to the less conservative criteria and including digital biomarkers less correlated to the outcome.

For the second cutoff point option (ie, both baseline and follow-up PHQ-9 scores of ≥8), the accuracy of the models in holdout folds was 92% (no information ratio 92%), the sensitivity range was 0% to 5%, the specificity was 100%, and the AUC range was 0.54 to 0.67 (Table 6). Finally, for the third cutoff point option (ie, average PHQ-9 score of ≥8), the accuracy range of the models in holdout folds was 85% to 87% (no information ratio 84%), the sensitivity range was 2% to 24%, the specificity range was 97% to 100%, and the AUC range was 0.62 to 0.74 (Table 6). Thus, the performance of models classifying the outcome of depression screening was relatively better when the third cutoff point was applied.

In general, the accuracy of models predicting severity of depressive symptoms and depression screening status based on digital biomarkers in the whole sample was poor, probably indicating a significant heterogeneity of data within groups of depressed and healthy participants.
Table 6. Performance of the prediction models of depression screening status for different cutoff points and varying sets of selected digital biomarkers.

<table>
<thead>
<tr>
<th>Outcome cutoff point and model (feature set)</th>
<th>No information rate</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV(^a)</th>
<th>NPV(^b)</th>
<th>(\kappa)</th>
<th>AUC(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PHQ-9(^d) score of (\geq 10) at assessment 1 or 2 (n=38 in depressed group)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1(^e)</td>
<td>0.86</td>
<td>0.86</td>
<td>0.05</td>
<td>0.99</td>
<td>0.50</td>
<td>0.86</td>
<td>0.07</td>
<td>0.66</td>
</tr>
<tr>
<td>B1(^f)</td>
<td>0.86</td>
<td>0.86</td>
<td>0.03</td>
<td>1.00</td>
<td>0.50</td>
<td>0.86</td>
<td>0.04</td>
<td>0.63</td>
</tr>
<tr>
<td>C1(^g)</td>
<td>0.86</td>
<td>0.86</td>
<td>0.03</td>
<td>1.00</td>
<td>1.00</td>
<td>0.86</td>
<td>0.04</td>
<td>0.51</td>
</tr>
<tr>
<td>A2(^h)</td>
<td>0.86</td>
<td>0.86</td>
<td>0.03</td>
<td>1.00</td>
<td>0.50</td>
<td>0.86</td>
<td>0.04</td>
<td>0.64</td>
</tr>
<tr>
<td>B2(^h)</td>
<td>0.86</td>
<td>0.86</td>
<td>0.13</td>
<td>0.98</td>
<td>0.56</td>
<td>0.87</td>
<td>0.17</td>
<td>0.64</td>
</tr>
<tr>
<td>C2(^h)</td>
<td>0.86</td>
<td>0.86</td>
<td>0.05</td>
<td>1.00</td>
<td>0.67</td>
<td>0.86</td>
<td>0.08</td>
<td>0.61</td>
</tr>
<tr>
<td><strong>PHQ-9 score of (\geq 8) at assessment 1 or 2 (n=22 in depressed group)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>0.92</td>
<td>0.92</td>
<td>0.05</td>
<td>1.00</td>
<td>1.00</td>
<td>0.92</td>
<td>0.08</td>
<td>0.64</td>
</tr>
<tr>
<td>B1</td>
<td>0.92</td>
<td>0.92</td>
<td>0.00</td>
<td>1.00</td>
<td>N/A(^i)</td>
<td>0.92</td>
<td>0.00</td>
<td>0.54</td>
</tr>
<tr>
<td>C1</td>
<td>0.92</td>
<td>0.92</td>
<td>0.05</td>
<td>1.00</td>
<td>1.00</td>
<td>0.92</td>
<td>0.08</td>
<td>0.56</td>
</tr>
<tr>
<td>A2</td>
<td>0.92</td>
<td>0.92</td>
<td>0.05</td>
<td>1.00</td>
<td>1.00</td>
<td>0.92</td>
<td>0.08</td>
<td>0.67</td>
</tr>
<tr>
<td>B2</td>
<td>0.92</td>
<td>0.92</td>
<td>0.00</td>
<td>1.00</td>
<td>N/A</td>
<td>0.92</td>
<td>0.00</td>
<td>0.58</td>
</tr>
<tr>
<td>C2</td>
<td>0.92</td>
<td>0.92</td>
<td>0.05</td>
<td>1.00</td>
<td>1.00</td>
<td>0.92</td>
<td>0.08</td>
<td>0.62</td>
</tr>
<tr>
<td><strong>PHQ-9 average score of (\geq 8) (n=42 in depressed group)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>0.84</td>
<td>0.85</td>
<td>0.12</td>
<td>0.99</td>
<td>0.63</td>
<td>0.86</td>
<td>0.16</td>
<td>0.70</td>
</tr>
<tr>
<td>B1</td>
<td>0.84</td>
<td>0.85</td>
<td>0.19</td>
<td>0.97</td>
<td>0.57</td>
<td>0.87</td>
<td>0.23</td>
<td>0.67</td>
</tr>
<tr>
<td>C1</td>
<td>0.84</td>
<td>0.85</td>
<td>0.02</td>
<td>1.00</td>
<td>1.00</td>
<td>0.85</td>
<td>0.04</td>
<td>0.62</td>
</tr>
<tr>
<td>A2</td>
<td>0.84</td>
<td>0.87</td>
<td>0.24</td>
<td>0.99</td>
<td>0.77</td>
<td>0.87</td>
<td>0.31</td>
<td>0.74</td>
</tr>
<tr>
<td>B2</td>
<td>0.84</td>
<td>0.85</td>
<td>0.17</td>
<td>0.98</td>
<td>0.64</td>
<td>0.86</td>
<td>0.21</td>
<td>0.70</td>
</tr>
<tr>
<td>C2</td>
<td>0.84</td>
<td>0.85</td>
<td>0.07</td>
<td>1.00</td>
<td>1.00</td>
<td>0.85</td>
<td>0.12</td>
<td>0.62</td>
</tr>
</tbody>
</table>

\(^a\)PPV: positive predictive value.
\(^b\)NPV: negative predictive value.
\(^c\)AUC: area under the curve.
\(^d\)PHQ-9: 9-item Patient Health Questionnaire.
\(^e\)Model A1 includes digital biomarkers selected at a significance level of <.01.
\(^f\)Model B1 includes digital biomarkers selected at a significance level of <.05.
\(^g\)Model C1 includes digital biomarkers selected at a significance level of <.05 and \(\geq\) .01.
\(^h\)Models A2, B2, and C2 additionally include sociodemographic characteristics: age, gender, ethnic group, and marital status.
\(^i\)N/A: not applicable, due to division by zero.

Detecting Individuals at High Risk of Depression Against Those With No Risk

We retrained models using random downsampling of healthy participants from the lowest range of PHQ-9 scores (0-4) to address the class imbalance in our data and to increase the contrast between compared groups, similar to Sano et al [39]. We believe that excluding participants with midrange (ie, borderline) PHQ-9 scores results in the larger difference between groups and, therefore, increases the discriminatory power of digital biomarkers. We excluded participants with zero scores (n=24) due to concerns in honesty of their responses to minimize the bias in self-reported outcome. We used three contrasted subsamples varying by the PHQ-9 cutoff points determining the depressed group similar to the classification in the whole sample; additionally, we used the contrasted subsample comprised of the top 20% and the bottom 20% of participants by average PHQ-9 scores. For the default cutoff point (ie, either baseline or follow-up PHQ-9 score of \(\geq 10\)), the contrasted sample included 78 participants (38 depressed and 40 healthy); for the second cutoff point (ie, both baseline and follow-up PHQ-9 scores of \(\geq 8\)), the contrasted sample included 44 participants (22 depressed and 22 healthy); and for the third cutoff point (ie, average PHQ-9 scores of \(\geq 8\)), the contrasted sample included 84 participants (42 depressed and 42 healthy). Finally, the fourth subsample included 96 participants (48 depressed and 48 healthy), where the range of PHQ-9 scores for the healthy group was 0.5 to 1.5 and for the depressed group was 7.5 to 14. Subsamples mainly did not differ from the whole sample in terms of sociodemographic characteristics, with two...
exceptions: the second subsample had a slightly younger age, and the fourth subsample did not have a gender bias (see Tables S5 to S8 in Multimedia Appendix 1).

Importantly, feature selection for these models was done using the entire sample (ie, selected digital biomarkers were based on statistical associations found in the entire sample, not in subsamples, and remained the same for all models). Otherwise, if feature selection is done each time for a new subsample with a different cutoff point, sets of digital biomarkers would be arbitrary and would vary depending on a particular sample composition. This allows us to mitigate overgeneralization that is possible in skewed samples, because models were trained with digital biomarkers inferred from the entire sample. For performance evaluation of these models, we used stratified repeated cross-validation with 4 folds and 25 repeats.

Similar to the previous step of modeling, using more conservative feature selection criteria consistently resulted in better performance compared to the less conservative criteria. The best model was based on the contrasted subsample with default cutoff point (ie, either baseline or follow-up PHQ-9 score of ≥10) and has correctly predicted the depression screening status in 80% of participants from holdout folds, with a sensitivity of 82% and a specificity of 78% (Table 7 and Figure 3, A and B). Alternatively, the model based on the subsample comprised of the top 20% and bottom 20% of participants by average PHQ-9 score achieved the highest AUC of 0.8, and had accuracy, sensitivity, and specificity values of 77% each (Table 7 and Figure 3, C and D). Additionally, using the contrasted subsample with the top 20% and bottom 20% of participants, we trained models without statistical feature selection but with different feature subsets varying by categories (ie, activity metrics, nonparametric circadian rhythm metrics, cosinor-based metrics, heart rate metrics, and sleep metrics). Among these models, the model with heart rate metrics had the best accuracy, sensitivity, and AUC—70%, 71%, and 72%, respectively—and the model with nonparametric circadian rhythm metrics had the best specificity of 76% (see Table S9 in Multimedia Appendix 1); however, models with correlation-based feature selection outperformed all of these models.

Relative importance of digital biomarkers was extracted and averaged from the best models (model A from Table 7) for each of four contrasted subsamples (Figure 4). The scatterplots in Figure 5 illustrate how different combinations of digital biomarkers can discriminate between provisionally depressed and healthy participants in the contrasted sample.

Table 7. Performance of the prediction of depression screening status in contrasted subsamples.

<table>
<thead>
<tr>
<th>Contrasted subsample and model (feature set)</th>
<th>No information rate</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
<th>κ</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PHQ-9 score of ≥10 at assessment 1 or 2 (n=78)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.51</td>
<td>0.80</td>
<td>0.82</td>
<td>0.78</td>
<td>0.78</td>
<td>0.82</td>
<td>0.59</td>
<td>0.75</td>
</tr>
<tr>
<td>B</td>
<td>0.51</td>
<td>0.77</td>
<td>0.79</td>
<td>0.75</td>
<td>0.75</td>
<td>0.79</td>
<td>0.54</td>
<td>0.74</td>
</tr>
<tr>
<td>C</td>
<td>0.51</td>
<td>0.71</td>
<td>0.74</td>
<td>0.68</td>
<td>0.68</td>
<td>0.73</td>
<td>0.41</td>
<td>0.70</td>
</tr>
<tr>
<td><strong>PHQ-9 score of ≥8 at assessment 1 or 2 (n=44)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.50</td>
<td>0.71</td>
<td>0.73</td>
<td>0.68</td>
<td>0.70</td>
<td>0.71</td>
<td>0.41</td>
<td>0.71</td>
</tr>
<tr>
<td>B</td>
<td>0.50</td>
<td>0.71</td>
<td>0.77</td>
<td>0.64</td>
<td>0.68</td>
<td>0.74</td>
<td>0.41</td>
<td>0.68</td>
</tr>
<tr>
<td>C</td>
<td>0.50</td>
<td>0.71</td>
<td>0.73</td>
<td>0.68</td>
<td>0.70</td>
<td>0.71</td>
<td>0.41</td>
<td>0.64</td>
</tr>
<tr>
<td><strong>PHQ-9 average score of ≥8 (n=84)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.50</td>
<td>0.77</td>
<td>0.79</td>
<td>0.76</td>
<td>0.77</td>
<td>0.78</td>
<td>0.55</td>
<td>0.76</td>
</tr>
<tr>
<td>B</td>
<td>0.50</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>0.43</td>
<td>0.71</td>
</tr>
<tr>
<td>C</td>
<td>0.50</td>
<td>0.61</td>
<td>0.64</td>
<td>0.57</td>
<td>0.60</td>
<td>0.62</td>
<td>0.21</td>
<td>0.57</td>
</tr>
<tr>
<td><strong>Top 20% and bottom 20% by average PHQ-9 score (n=96)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.50</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.54</td>
<td>0.80</td>
</tr>
<tr>
<td>B</td>
<td>0.50</td>
<td>0.74</td>
<td>0.73</td>
<td>0.75</td>
<td>0.75</td>
<td>0.74</td>
<td>0.48</td>
<td>0.76</td>
</tr>
<tr>
<td>C</td>
<td>0.50</td>
<td>0.65</td>
<td>0.63</td>
<td>0.67</td>
<td>0.65</td>
<td>0.64</td>
<td>0.29</td>
<td>0.62</td>
</tr>
</tbody>
</table>

*aPPV: positive predictive value.
*bNPV: negative predictive value.
*cAUC: area under the curve.
*dPHQ-9: 9-item Patient Health Questionnaire.
*eModel A includes digital biomarkers selected at a significance level of <.01.
*fModel B includes digital biomarkers selected at a significance level of <.05.
*gModel C includes digital biomarkers selected at a significance level of <.05 and ≥.01.
Figure 3. A and B. Performance evaluation of model A based on the contrasted subsample with default cutoff point (i.e., either baseline or follow-up PHQ-9 score of ≥10). A. Confusion matrix of predicted and observed outcomes. B. Area under the curve (AUC) with 95% CI. C and D. Performance evaluation of model A based on the contrasted subsample comprised of the top 20% and bottom 20% of participants by average PHQ-9 score. C. Confusion matrix of predicted and observed outcomes. D. AUC with 95% CI. PHQ-9: 9-item Patient Health Questionnaire.

Figure 4. Relative importance of digital biomarkers averaged from four models. 15m, 30m, and 60m: 15-, 30-, and 60-minute time interval in which raw data were aggregated; AC: autocorrelation; cv: coefficient of variation; hr: heart rate based; ICV: interdaily coefficient of variation; IS: interdaily stability; NHR: nighttime heart rate in a specified 2-hour time interval (0204: 2 AM-4 AM; 0406: 4 AM-6 AM); sd: standard deviation; st: steps based; wd: weekdays based.
Figure 5. Digital biomarkers of depressed and healthy participants. All scatterplots show the contrasted subsample with the default cutoff point. Red dots represent depressed participants and blue dots represent healthy participants; the background coloring represents a decision boundary of linear discriminant analysis. A. IS.st.wd: weekday steps–based interdaily stability; NHR.0406.cv: variation of heart rate between 4 AM and 6 AM. B. peaks.st: daily steps–based peaks; NHR.0406.cv: variation of heart rate between 4 AM and 6 AM. C. ICV.hr.wd: interdaily coefficient of variation of heart rate on weekdays; AC.st.15m.wd: autocorrelation of weekday steps–based rhythm (steps aggregated in 15-minute intervals). D. ICV.hr.wd/peaks.st: interdaily coefficient of variation of heart rate on weekdays divided by daily steps–based peaks; IS.st.wd/NHR.0406.cv: weekday steps–based interdaily stability divided by variation of heart rate between 4 AM and 6 AM.

Discussion

Principal Findings
In this study, using statistical analysis and machine learning, we demonstrated that some known and novel digital biomarkers based on behavioral and physiological data from consumer wearables could indicate increased risk of depression in a multiethnic working population. We found that greater severity of depressive symptoms was robustly associated with greater variation of nighttime heart rate between 4 AM and 6 AM; it was also associated with lower regularity of weekday circadian activity rhythms based on steps and measured with nonparametric measures of IS and autocorrelation. Effects of these digital biomarkers on symptom severity were stable and independent of all confounders including strong predictors of depression, such as sleep quality and loneliness. Additionally, we found that lower regularity of heart rate circadian rhythm, fewer steps-based daily peaks, greater steepness of the heart rate rhythm curve, later sleep midpoint, and greater variation of sleep offset time were associated with a greater severity of depressive symptoms, yet these associations were less reliable and became nonsignificant in regression models with covariates. Despite several reliable associations, our evidence showed limited ability of digital biomarkers to detect depression in the whole sample of working adults. However, in balanced and contrasted subsamples comprised of provisionally depressed participants and healthy participants with no risk of depression, the model achieved an accuracy of 80%, a sensitivity of 82%, and a specificity of 78% in detecting subjects at high risk of depression. Similar performance has been achieved across all models trained using alternative contrasted subsamples. Thus, predictive models based on a combination of these digital biomarkers could quite accurately discriminate individuals with a high risk of depression from individuals with no risk.

Comparison With Previous Research
We compared our study to research investigating relationships between specific actigraphy metrics and depressive disorder. Firstly, regarding circadian rhythm metrics, we found that a lower steps-based weekday IS—a nonparametric measure of rhythm regularity—was robustly associated with a greater severity of depressive symptoms independent of confounders, supporting and extending existing evidence [31,60], including one large-sample study [34]. However, there are several studies that did not find IS to be related to depressive symptoms or other mental disorders [27,35,36]. In support of this association, we also found steps-based autocorrelation during weekdays—a complementary and alternative nonparametric measure of rhythm regularity—to be robustly correlated to symptom severity independent of all confounders. Rhythm stability metrics based on heart rate were also correlated to severity of
depressive symptoms, yet these associations became nonsignificant in fully adjusted regression models. Likewise, among cosinor-based metrics, our data indicated lower pseudo-\( F \) statistic values and later acrophase, both based on steps and heart rate, in participants with more severe symptoms, which is consistent with existing evidence [22,23,25,26,29,30], yet these correlations became nonsignificant after the FDR correction and in multiple regression analysis. Perhaps this supports the advantage of nonparametric indicators over cosinor-based metrics, where the former appear more robust and sensitive to indicate depressive symptomatology in nonclinical samples. In general, results of our study together with previous evidence demonstrated that people with more severe depressive symptoms tended to have less stable circadian activity rhythms.

There are several key novel approaches regarding circadian rhythm analysis in our study. First, we used step counts and heart rate data from consumer wearables instead of “activity counts”—a measure of total linear acceleration—from research-grade devices commonly used in other studies. There are few studies that used alternative source data for circadian rhythm analysis; for example, heart rate [32] or skin temperature [36]. Second, we analyzed weekday circadian rhythms separately that were found to be stronger predictors rather than rhythms based on all days. Although weekday rhythm is mainly determined by work routine, the ability to adherently follow this routine better discriminates between depressed and healthy individuals, where healthy people demonstrated a greater regularity. Third, we showed the value of novel rhythm stability metrics—autocorrelation and ICV—as risk markers of depression. Finally, we first showed that a greater severity of depressive symptoms was associated with a fewer steps-based daily peaks, which perhaps reflects fewer distinct activities happening over a day, indicating a diagnostic symptom of anhedonia (ie, loss of interest in activities).

Secondly, our findings suggest that a greater variation of nighttime heart rate between 2 AM and 4 AM and between 4 AM and 6 AM indicates greater severity of depressive symptoms, which is aligned with previous electrocardiogram research that showed that changes in heart rate during sleep may be a valid physiological marker of depression [56,61]. However, study participants were recruited from a sleep disorder clinic and had sleep complaints apart from diagnosed depressive disorder [56].

Thirdly, in contrast to some previous findings [15-17,19,28,33,62], our data did not show reduced levels of locomotor activity in depressed participants in terms of less time spent in moderate to vigorous physical activity, fewer daily steps, or more sedentary time. This might be due to the overestimation of the time spent in high-intensity activities by consumer wearables [42] and due to the overall high level of physical activity in the Singapore population [63], where low physical activity may be a rare depression risk marker. In addition, our data did not show a relationship with cosinor-based metrics estimating the level of activity, including mesor and rhythm amplitude [24,25], or with nonparametric measures, including M10, L5, and RA.

Finally, the analysis of sleep data showed that later sleep midpoint and offset time were associated with more severe depressive symptoms, which is consistent with the existing evidence [16,20,22,23]; however, we did not find that shortened sleep duration, increased SOL, lower SE, and longer WASO were related to more severe symptoms, contributing to the mixed results from previous actigraphy studies [16,22-24,34]. This discrepancy may be explained by the lack of participants with clinical depression in our sample or by the limited accuracy of Fitbit wearables in measuring sleep compared to PSG [45,46].

The results of our study are also comparable to a few previous studies that used machine learning with wearable sensor data for depression detection. Jacobson et al achieved a high accuracy in detecting depressed individuals, but their approach has some limitations [37]. First, although their model classified clinically diagnosed patients and healthy controls, 5 out of 23 depressed patients in their sample were hospitalized, which significantly limits generalizability of their actigraphy data–based model. Second, they extracted and explored thousands of features which, without correction for multiple comparisons, by chance might correlate to the outcome variable in the given sample but may not in other samples; therefore, it is highly likely that significant digital biomarkers will be inconsistent across different samples. Third, the number of spectral analysis–based features depended on the minimum duration of actigraphy data available across participants; therefore, some features are not universal and would be unavailable for a shorter observation period. Finally, most features were extracted mechanically without relying on domain knowledge or previous findings and remained uninterpreted. For example, interpretation of spectral density features, which were the only important predictors in their model, remained unclear. Contrary to this study, our approach relies on interpretable digital biomarkers and meaningful behavioral and physiological phenomena underlying these markers.

In another study, Tazawa at al achieved an accuracy of 76% in detection of depressed individuals based on 236 assessments of 85 participants, which is very similar to the performance of our models trained with contrasted subsamples [33]. Although our best model had 9% higher sensitivity (82% vs 73%), which is more important than higher specificity if using these models for passive screening to address underdiagnosis of depression, the direct comparison between studies is problematic due to the specific downsampling used in our models. In addition, there are important differences between studies in both available sensor data and outcome measurement. First, Tazawa and colleagues used the Hamilton Depression Rating Scale for symptom assessment, and their sample included patients with clinical depression. Second, they had more types of sensor data, including skin temperature, which were the most indicative of clinical depression. Finally, they mainly used distribution characteristics of the per-hour data and correlations between different data types as digital biomarkers but did not use circadian rhythm metrics.

It is worth mentioning the study by Sano et al, whose model based on wearable sensor data achieved a comparable classification accuracy of 87% [39]. The important methodological similarity between the studies is that Sano et al
similarly used a contrasted subsample for training of the models, yet theirs was comprised of an even smaller fraction and number of participants (ie, top 12% and bottom 12% of participants; n=47). Despite methodological similarities, the studies are different in terms of population, outcome measurement, and extraction of digital biomarkers. They studied college students and used the mental component summary score from the 12-item Short Form Health Survey for mental well-being assessment, which was not intended to screen for depression, unlike the PHQ-9 used in our study. Furthermore, they collected skin conductivity and skin temperature data in addition to accelerometer data and used data distribution characteristics (eg, mean and median) at different times of day as digital biomarkers, but they did not analyze and harness circadian rhythm metrics. Overall, the key novel approach in our study, as compared to existing efforts, was the use of data from widespread consumer wearables and the use of circadian rhythm metrics as digital biomarkers in predictive modeling with machine learning.

**Possible Mechanisms**

Regularity of circadian rhythm and variation of nighttime heart rate were the most robust digital biomarkers: below, we outline possible psychosocial and neurobiological mechanisms linking them to depressive disorder. The relationships between depression and circadian rhythms in behavior and physiology are probably bidirectional, but underlying neurobiological mechanisms remain unknown [64,65]. Existing evidence shows that disturbed rest-activity rhythms, as, for example, in shift workers, lead to desynchronization of internal molecular clocks, thereby disturbing circadian biochemical processes, secretion of hormones, metabolic functions, and physiological parameters [66-68]. In turn, disturbed master clocks at the molecular level could lead to neurobiological dysfunction that may generate depressive mood [69]. It has been documented that patients with major depression have elevated nocturnal body temperature, increased cortisol, lower melatonin, and lower norepinephrine levels [70,71]. On the other hand, mood disorders affect circadian activity rhythms through psycho-cognitive pathways: a depressed individual can experience increased apathy, impaired deliberative cognitive control, greater impulsivity, and other effects, which may result in inconsistent behavior, disturbed routine, and disturbed circadian rhythms. We may speculate that observed associations either support the social rhythm hypothesis or probably capture nuanced behavioral manifestations of depressive symptomatology [72-74].

Regarding the variation of heart rate in nighttime intervals, this digital biomarker could indicate depressive disorder because an increased arousal of autonomic nervous system that is possible with depression is likely to affect heart rate dynamics during sleep [56].

**Strengths and Limitations**

Strengths of our study include a relatively long period of continuous sensing and activity tracking in free-living settings, a relatively large workplace-based sample, use of correction for multiple testing in statistical analysis, use of a wide range of covariates for model adjustments in regression analysis, and use of cross-validation with multiple resampling in machine learning modeling. Moreover, as digital biomarkers, we used only metrics that meaningfully characterize everyday behavior and human physiology relevant to depressive disorder, avoiding extraction of a multitude uninterpretable features and black box approaches.

This study also has several limitations. First, we studied working adults who represent the generally healthy population and had not been diagnosed with depression. The absence of participants with clinical depression might cause a lack of contrast in behavioral and physiological data between depressed and healthy participants, which impedes discovery of reliable digital biomarkers. In addition, we used the PHQ-9 for depression screening, which is a self-reported scale with limited accuracy. Second, our participants were mostly highly educated university employees with sedentary jobs who might have specific psycho-behavioral characteristics. Third, the cross-sectional design of the study does not allow causal inferences. Fourth, the poor predictability of depressive symptomatology in the whole sample highlights a possible limitation, in principle, of using this set of digital biomarkers alone for depression screening universally due to prominent interindividual differences and heterogeneity that appear in naturalistic settings [36]. Finally, predictive models were retrained using balanced and contrasted subsamples equally comprised of depressed participants and healthy participants with no risk of depression; therefore, they probably suffer from overfitting and would perform worse on new samples. However, the set of selected digital biomarkers used in these models remained the same as in models with the full data set.

**Conclusions and Future Research**

Further discovery of digital biomarkers from wearable sensors has the potential to facilitate early, unobtrusive, continuous, and cost-effective detection of depression in the general population. This study showed that some known and novel digital biomarkers based on data from consumer wearables could indicate increased risk of depression in the working population. The predictive model based on a combination of these digital biomarkers could discriminate individuals with high risk of depression from individuals with no risk. Further research should examine and validate digital biomarkers with longitudinal design, because dynamic changes and deviations from a baseline are more likely to indicate risk of depression rather than one-time snapshots. Second, although the idea of inferring universal digital biomarkers is very tempting, the development of semipersonalized models adjusted for differential baseline characteristics can bring more accurate and clinically relevant predictions. Third, wearable sensor data can be enriched with smartphone data, which will enable more comprehensive digital phenotyping for depression detection [39,75].
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Abbreviations

- AUC: area under the curve
- bpm: beats per minute
- CV: coefficient of variation
- DART: Dropouts meet Multiple Additive Regression Trees
- FDR: false discovery rate
- ICV: interdaily coefficient of variation
- IS: interdaily stability
- IV: intraday variability
- L2NIC: Land and Liveability National Innovation Challenge
- L5: mean value of the 5 consecutive least active hours of the day
- M10: mean activity of the 10 consecutive most active hours of the day
- MAE: mean absolute error
- MET: metabolic equivalent
- NTU: Nanyang Technological University
- PHQ-9: 9-item Patient Health Questionnaire
- PSG: polysomnography
- RA: relative amplitude
- REDCap: Research Electronic Data Capture
- REM: rapid eye movement
- RHR: resting heart rate
- RMSE: root mean square error
- RMSSD: root mean square of successive differences
- SE: sleep efficiency
- SOL: sleep onset latency
- TST: total sleep time
- UCLA: University of California, Los Angeles
- WASO: wake after sleep onset
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