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Abstract

Autoinjectable devices continue to provide real-life benefits for patients with chronic conditions since their widespread adoption 30 years ago with the rise of macromolecules. Nonetheless, issues surrounding adherence, patient administration techniques, disease self-management, and data outcomes at scale persist despite product design innovation. The interface of drug device combination products and digital health technologies formulates a value proposition for next-generation autoinjectable devices to power the delivery of precision care at home and achieve the full potential of biologics. Success will largely be dependent on biopharma’s digital health maturity to implement this framework. This viewpoint measures the digital health maturity of the top 15 biopharmaceutical companies in the US biologics autoinjector market and establishes the framework for next-generation autoinjectable devices powering home-based precision care and the need for formal digital health training.

(JMIR Mhealth Uhealth 2021;9(3):e25406) doi:10.2196/25406

KEYWORDS
digital health; artificial intelligence; drug delivery; biopharma; autoinjector; injectable devices; disease management; autoimmune; oncology; rare diseases

Introduction

The interface of drug device combination products (DDCPs) and digital health technologies is rapidly expanding to provide new and innovative ways to improve a patient’s health care outcomes. DDCPs are therapeutic and diagnostic products that combine drugs, devices, or biological products and include prefilled syringes or autoinjectors. The digital health frontier is manifesting in many forms, such as software as a medical device, regulated wearable devices, and telemedicine and remote patient monitoring [1]. Although many definitions of digital health have been published, overall, these definitions encapsulate empowering patients and providers with technology that can lead to scalable medical care leveraging novel digital tools [2-4]. Progress toward embracing digital health has been sporadic over the past decade, and biopharmaceutical companies are no exception [5]. As they adopt digital health, they will also need to account for the inevitable shift of the US health care environment as it gravitates toward treatment in the home, focus on patient preferences, expanded outcomes, biosimilar adoption, and broader value-based care agreements [6,7]. Sophisticated digital health technologies can measure and monitor patient outcomes, address gaps in patient care, and support medication optimization; however, demonstration of their value will require the generation of clinical, economic, and usability evidence using data resources, predictive analytics, expanded endpoints (eg, digital biomarkers), and behavioral sciences, often superseding conventional models [8].

Digital health is already demonstrating potential when combined with DDCPs [9]. Autoinjectable devices have provided real-life benefits for patients with chronic conditions since their widespread adoption 30 years ago with the rise of macromolecules. Nonetheless, issues surrounding adherence, patient administration techniques, disease self-management, and data outcomes at scale persist despite product design innovation. The interface of drug device combination products and digital health technologies formulates a value proposition for next-generation autoinjectable devices to power the delivery of precision care at home and achieve the full potential of biologics. Success will largely be dependent on biopharma’s digital health maturity to implement this framework. This viewpoint measures the digital health maturity of the top 15 biopharmaceutical companies in the US biologics autoinjector market and establishes the framework for next-generation autoinjectable devices powering home-based precision care and the need for formal digital health training.
benefits for patients in terms of drug self-administration, since their widespread adoption began 30 years ago with the rise of macromolecules for chronic conditions in the autoimmune space [10]. The share of biological products, many of which could be administered by autoinjectors, is growing in the US market, and they accounted for more than one-fourth of all new molecular entities approved (2015-2019) [11]. The evolution of how these drugs are delivered to patients has enabled companies to capture and drive market share and to create high brand loyalty. In recent years, there have been considerable shifts of design to enable patients to more easily utilize the device in their home setting by reducing the number of steps for activation and self-administration [12,13]. Nonetheless, issues surrounding adherence, patient administration techniques, disease self-management, and data outcomes at scale still persist despite product design innovation, and these are the next areas to be explored [14-18]. Arguably, this is a systems-based issue that affects multiple stakeholders beyond biopharma and is yet to be adequately addressed and solved.

Patients with chronic conditions are estimated to be nonadherent to their medications 25%-50% of the time, and those requiring home injections are no exception [19-25]. Majority of these biologics are administered via autoinjectors, which help improve patient adherence and are preferred for subcutaneous self-administration [26]. Research has identified that patients who are nonadherent to their autoinjectors incur high health care spending and exhibit further disease progression [22,26]. Digital health has been explored as a possible solution to this problem [27]. Biopharma has been an advocate for integrating digital technologies to address nonadherence, but there has been a considerable lack of advancement when looking at the injectable space. This slow pace of digital health adoption has often been attributed to regulatory barriers [28], although federal regulators are redefining their models for the evaluation of digital technologies, facilitating adoption [29].

Considering the expanse of the biologics market, the popularity of autoinjectors for patient self-administration, and the potential of digital health technologies advancing the role of autoinjectors in chronic disease management, we evaluated biopharma’s digital health maturity as an enabler of next-generation autoinjectable devices.

**Analysis of Digital Health Maturity in Biopharma**

We define digital health maturity as biopharma’s organizational transformation by adopting digital health technologies, real-world evidence generation, digital-first leadership, and alignment of the product portfolio strategy. To assess the forces driving the next generation of autoinjectable devices, we quantified the digital health maturity of the top 15 biopharmaceutical companies in the US biologics autoinjector market. We conducted a detailed analysis of each company to evaluate their digital health activities across the following four segments: Clinical Research and Drug Discovery, Lifecycle Management, Product Commercialization, and Beyond the Molecule (Table 1). This framework for rating each biopharmaceutical company’s maturity used qualitative and quantitative factors as described in Multimedia Appendix 1.

The information from this maturity rating for each company is drawn from publicly available sources as of October 1, 2020, including US marketed and pipeline molecules, digital health–related strategic investments, partnerships and acquisitions, estimated spending committed to digital health endeavors, senior leadership’s experience, and public statements addressing their digital health vision. A combination of public and private databases was used, including EvaluatePharma. To the degree that a biopharmaceutical company may have additional digital health initiatives in the abovementioned four segments that are not disclosed to the public, the company’s maturity rating may be underestimated. The digital health maturity for each biopharmaceutical company is represented by a single number (between 0 and 1), which is the sum of each company’s segmentation scores (0-20) normalized to the maximum value. The 15 companies were grouped into one of the following three categories: experimenting (bottom one-third), innovating (middle one-third), and strategic (top one-third), as shown in Figure 1.

<table>
<thead>
<tr>
<th>Digital health segments</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical research and drug discovery</td>
<td>Process improvements in clinical research and drug development enabled by digital health to realize clinical benefits.</td>
</tr>
<tr>
<td>Lifecycle management</td>
<td>Continuous monitoring and improvement of the product or service through real-world evidence generation to meet the needs of the end user until product end of life.</td>
</tr>
<tr>
<td>Product commercialization</td>
<td>Digital health extensions of the molecule’s capabilities outside of pure pharmacokinetic or pharmacodynamic impacts that increase the value of the molecule.</td>
</tr>
<tr>
<td>Beyond the molecule</td>
<td>Hardware or software solutions that provide therapeutic benefits independent of the molecule.</td>
</tr>
</tbody>
</table>
**Figure 1.** Framework for biopharma digital maturity assessment. This figure demonstrates biopharma’s overall approach toward digital health based on a segmentation analysis covering clinical research and drug discovery, lifecycle management, product commercialization, and beyond the molecule. Companies were classified within three distinct digital health maturity categories. Radar charts show individual company ratings for each segment, and shaded regions represent the average for each category.

**Key Themes of Biopharma’s Digital Health Maturity**

There is a clear differentiation among biopharma’s digital health maturity, as seen by the radar charts in Figure 1. Each chart’s center is skewed toward clinical research and drug discovery, demonstrating an increasing focus from companies who are adapting new technologies to their drug development processes. As we move from left to right across the categories, the area of the shaded region increases, representing expanding levels of digital health maturity across all four segments. It is interesting to note that where the experimenter focuses primarily on clinical research and drug discovery, innovators expand their interests to include lifecycle management with limited focus on product commercialization. At the same time, strategies show substantial activity in both product commercialization and beyond the molecule segments.
This analysis found 286 digital health companies working with biopharma. Considering the nature of biopharma’s engagement with digital health, we classified the overall approach taken by companies in each category based upon investments, partnerships, and acquisitions (Figure 2A). Currently, biopharma is heavily vested in forming partnerships in digital health. However, there is a clear distinction with innovators and strategics who have a greater appetite for risk through investments and acquisitions. Across the board, biopharma’s acquisitions have been limited so far, which may be due to a lack of perceived value or the complexities in integrating vastly different organizational cultures. Today, partnerships are the desired format for achieving digital health maturity. Figure 2B highlights prominent digital health companies defined as having a relationship with at least three or more of these biopharmaceutical companies. It is important to note that the four segments had varying trends, with a heavier focus on clinical research and drug discovery.

**Figure 2.** (A) Distribution of biopharma’s digital health partnerships, investments, and acquisitions from 2010 to 2020. Investments included direct investments from biopharma or a subsidiary arm of the parent company. Partnerships are the preferred format for achieving digital health maturity. (B) Digital health companies with at least three different biopharma interactions (eg, investment, partnership, and acquisition) were plotted against the four digital health segments. Currently, clinical research and drug discovery digital health companies encapsulate the largest segment of investments or partnerships from biopharma. None: the analysis did not return any digital health companies focusing on the beyond the molecule segment, which met the minimum criteria of at least three different biopharma interactions.
Biopharma’s core business is in clinical research and drug discovery, and as such, there is a primary focus on digital health efforts in this segment. Clinical trials are becoming increasingly complex and biologics are vastly more expensive to discover, so biopharma is using artificial intelligence to reduce attrition rates and research and development expenditure, and the vast data can accelerate the understanding of disease pathology and identify new drug targets and candidates [29-31]. Biopharma is turning toward digital health to not only improve the data collected from enrolled participants but also increase patient recruitment and retention (the largest cost driver of clinical trials) by engaging with patients through social media platforms or online health communities [32-35]. The premise is that by using digital health, they may shorten the time spent in clinical research while also amassing previously unattainable real-world data. Digital biomarkers will serve to generate novel data endpoints outside of traditional clinical environments and expand insights directly from the patient’s home [8]. Biopharma will need to determine which digital biomarkers are valuable and how to integrate them into research. The overall digital health premise of data generation at the patient’s home is highly attractive [36]. Our data reinforce this point as all companies regardless of their maturity category have applied digital health to their clinical research and drug discovery [37].

The second largest segment is lifecycle management where its implementation varies across companies as influenced by their digital health maturity. Its most basic manifestation consists of packaging or a companion app, while higher sophistication levels have been demonstrated through connected DDCPs [38]. These products can be considered to provide support for biopharmaceuticals, and often fall in line with their therapeutic portfolios, generate real-world evidence, and aid in gathering novel data sets to differentiate and extend the longevity of their molecules. One of the key themes was user-focused mobile apps to empower patient disease self-management; however, a high churn rate remains a strong barrier to achieving the desired health outcomes [39]. Our findings clearly demonstrate that innovating and strategic companies have made considerable inroads with the application of digital health to lifecycle management.

As companies continue to commercialize their drug products, few are proactively designing these products with integrated digital capabilities. The minimum design for these devices is Bluetooth connectivity to a patient-facing mobile app. This connected DDCP can act as an adherence measure, allowing patients to keep a record of their medication use and share their data with their providers [40,41]. Some companies have taken a further step by creating entire platforms for their devices, including daily predictive forecasts and integrated and streamlined communication with health care providers and support programs. Expanding beyond this includes integrated sensors and apps enabling drugs to aid in chronic disease management, which can collect a variety of data from general adherence to pharmacokinetic and pharmacodynamic data that could better inform patients and their providers about usage behaviors to optimize drug adherence and treatment [9,42,43]. The next step will be fully connected DDCPs dispensed from the pharmacy, which has been seen with bioingestible sensors in oral medications and connected inhalers [44,45]. Both innovators and strategics have achieved limited product commercialization and have not yet fully explored how user error could impact collected data in chronic disease management [46].

Of all the segments evaluated for biopharma’s digital health maturity, beyond the molecule is the least explored, demonstrating the reservations toward digital therapeutics. Multiple companies in the innovating and strategic groups have partnered with a digital therapeutic company. As seen in Figure 2B, no digital health company has succeeded in attracting multiple biopharma interests in beyond the molecule solutions compared to those focused on other segments. Digital therapeutic companies’ narrow therapeutic focuses may not align them across multiple biopharma pipelines at this time. Other areas of emerging focus in the beyond the molecule segment include gamification technology and virtual reality that could offer novel therapeutic treatments [47-50]. The digital therapeutics space is an area that will blossom; however, the push to embrace a beyond the molecule business model is in its infancy today and future growth is largely expected to be driven by strategics and a few innovators [51].

Biopharma’s internal cultural dynamics can influence an organization’s digital health maturity. To better understand internal leadership culture, individual digital health leadership industry backgrounds were aggregated across the previous 15 years based on their disclosed roles on a professional social media platform (ie, LinkedIn). As biopharma’s maturity increased, leaders had more diversified backgrounds and companies relied less on promotion from within the biopharmaceutical industry (Table 2). This clear correlation may attribute low digital maturity to a lack of outside novel perspective. One of the core limiting factors encumbering biopharma is the lack of personnel with formal education and training in digital health. Relatively few programs are currently focusing on digital health training, as seen by the lack of standard practices and education [52]. As such, there is a definitive digital health skills shortage across biopharma, and this is demonstrated by the largest sector of personnel being internally promoted to digital health–focused divisions, regardless of the company’s maturity level.
Table 2. Digital health leadership backgrounds.

<table>
<thead>
<tr>
<th>Industry(^a), (n=235)</th>
<th>Experimenting</th>
<th>Innovative</th>
<th>Strategic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biopharma</td>
<td>76%</td>
<td>53%</td>
<td>44%</td>
</tr>
<tr>
<td>Health care</td>
<td>0%</td>
<td>10%</td>
<td>12%</td>
</tr>
<tr>
<td>Marketing</td>
<td>0%</td>
<td>2%</td>
<td>4%</td>
</tr>
<tr>
<td>Medical devices</td>
<td>0%</td>
<td>3%</td>
<td>2%</td>
</tr>
<tr>
<td>Consulting</td>
<td>3%</td>
<td>13%</td>
<td>12%</td>
</tr>
<tr>
<td>Education</td>
<td>14%</td>
<td>6%</td>
<td>2%</td>
</tr>
<tr>
<td>Finance</td>
<td>0%</td>
<td>1%</td>
<td>2%</td>
</tr>
<tr>
<td>Information technology</td>
<td>7%</td>
<td>4%</td>
<td>6%</td>
</tr>
<tr>
<td>Others(^b)</td>
<td>0%</td>
<td>8%</td>
<td>16%</td>
</tr>
</tbody>
</table>

\(^a\)Internal biopharma digital health leadership backgrounds have been evaluated across the three maturity categories. The sample size includes 235 digital health employees that hold an executive, head, or director level position.

\(^b\)“Others” include: Retail, Hospitality, Food & Beverage, Telecom, Media, VC, Government, Entertainment, Utilities, Staffing, Insurance, Renewable, Travel, Apparel, Cosmetics, Research, Consumer Goods, Law, and Farming.

**Evolving Biopharma Pipeline Driving Innovation in Autoinjectable Devices**

Many digital health forays have been focused on clinical research activities. Figure 3A-C presents heat maps showing the number of drug molecules by biopharmaceutical companies and therapeutic categories based on their US primary indication for (1) currently marketed molecules, (2) currently marketed injectables, and (3) active injectable drugs in the pipeline. When comparing current marketed injectables (Figure 3B) to pipeline injectables (Figure 3C), there is a noticeable shift across the majority of companies toward autoimmune conditions and oncology.

In the autoimmune category, the major biopharmaceutical companies have increased their deal making with respect to acquiring products to fill their pipelines. Both in-licensing and out-licensing activities have shown notable increases in the last few years (2013-2018) [53]. Biopharmaceutical companies licensing-in products are paying more than twice as much for new autoimmune products in the recent period (ie, 2013-2017) than they did in the previous 5-year period (ie, 2008-2012) [51].

Oncology is the leading therapeutic category in the injectable pipeline. Oncology deal-making saw an increase of 142% in the period of 2013 to 2017, with 643 deals compared with 266 deals in the period of 2008 to 2012 [53]. Oncology is the major therapeutic focus in the injectable pipeline for 12 of the 15 companies evaluated in this study. Interestingly, research is being focused on subcutaneous delivery of oncology products, with trastuzumab researched extensively [37,53-55]. With the discovery of more biologic therapeutic agents, we see more cancer patients being treated at home rather than in controlled inpatient settings. Moving forward, the administration of advanced biotechnology-derived agents will be more prevalent in the home environment. Oncology specifically offers tremendous market potential for drug products engaged with digital health technologies to address various unmet needs for patient care [56]. The expanding oncology pipeline can be combined with novel research approaches using site-less trial designs to study and deliver effective therapies to otherwise high-value therapeutic markets [57].
Figure 3. Biopharma portfolios and pipeline by therapeutic areas. Heatmaps showing (A) marketed molecules across all routes of administration, (B) marketed injectable molecules, and (C) phase I to III pipeline molecules proposed for injectable administration. Biopharma pipeline assessment for the US market was conducted via the EvaluatePharma database as of October 1, 2020. Therapeutic areas defined in this paper were standardized across each biopharmaceutical company. For Novartis and Pfizer, generic manufacturing has been included in the count.

Framework for Next-Generation Connected Autoinjectable Devices

The framework for a connected autoinjectable device is multifaceted but resides in addressing today’s unmet need for patient self-administration in the home. Figure 4 highlights the autoinjector’s evolution trajectory from a simple device to connected therapeutics. In its most basic form, the autoinjector is designed to facilitate patient self-administration via a simple process, while retaining patient convenience and safety. This exchange does not elicit measurable objective outcomes for stakeholders, such as patient adherence, injection technique, and patient-reported outcomes.
advancements in digital health applications, is now enabling the development of connected or integrated autoinjectors to varying utilization levels [58]. These sensors and communication modules not only elevate the safety aspects of the device (eg, temperature monitoring, authentication tags, recalls, and tampering alerts), but also track measurable patient outcomes (eg, dose-level adherence, injection technique, side-effects, and therapeutic outcomes) tethered to a mobile app or hub for data acquisition, transmission, and analysis. These connected and integrated autoinjectors can now enhance patient engagement and guide therapeutic decision making with objective data outputs. A connected therapeutics product then shifts the data value away from the clinic and to the home, when high-resolution objective data outputs from connected or integrated autoinjectors are captured to power machine learning predictive models to reliably inform real-time care decision making. The autoinjector then transitions to become the focal point of decentralized precision care for many chronic conditions, enabling artificial intelligence disease management systems to track or predict patient outcomes (eg, therapeutic outcomes, major events, experiences, and side effects) both individually and at the population level. Overall, connected therapeutics is the highest evolution of the connected autoinjector, which is represented by the pyramid peak in Figure 4.

Figure 4. Framework for next-generation connected autoinjectable devices. This framework for next-generation connected autoinjectors demonstrates the technological hierarchy of design (left) that transitions the simple device to a connected therapeutic. Through this design evolution, the autoinjector shifts to become the focal point of decentralized precision care for many chronic conditions, powering artificial intelligence disease management systems that impact overall patient care (right).

As previously identified, biopharma will be the leader in championing this paradigm shift toward connected therapeutics, but internal culture and leadership will likely dictate adoption over the coming years. For autoinjectors to no longer be viewed as simple devices facilitating drug administration, but as an enabling technology for decentralized precision care, a shift in mindset is required. To create this shift, biopharma will need to foster an innovation culture, achieve digital health workforce diversity, and leverage partnerships outside the biopharmaceutical industry. We have demonstrated a considerable discord in digital health leadership across all three maturity categories in our analysis. Most evident are the strategies with the most diversified leadership, encapsulating outside novel perspectives and demonstrating the greatest appetite for external partnerships across the four digital health segments, which sets them apart from experimenters and innovators. As such, more mature companies will likely extend the value proposition of connected autoinjectors and expand to connected therapeutics through funding research and engaging providers and payors for market-shaping strategies. In comparison, it is expected that experimenters and innovators will focus on connected autoinjectors for their current products’ lifecycle management as they determine how to achieve broader market differentiation until their leadership envisions a digital health strategy.

An evidence-based approach, utilizing interdisciplinary teams of clinical, engineering, economic, and behavioral science experts, will be critical for demonstrating the feasibility of next-generation connected autoinjectable devices [58]. Our evidence generation value proposition is however not necessarily novel [59]. The connected inhaler space has shown multiple successes and generated considerable evidence as a model to follow, but the application of the body of evidence is narrow owing to the few therapeutic categories (eg, asthma and chronic obstructive pulmonary disease) that inhalers address [60]. In comparison, the autoinjector market is much more differentiated across a whole spectrum of conditions, demanding an evidence generation process that is specific to each patient population, the disease condition being addressed, and the pharmacotherapy
This will be a significant endeavor as our analysis has demonstrated a growing pipeline of therapies focused on chronic conditions using injectable molecules, in addition to the likelihood of oncology becoming a growing market for home self-administration. While a focus on adherence is currently the simplest business case to encourage evolution of the autoinjector toward connected therapeutics, biopharma will also need to demonstrate improvements in clinical outcomes via providers, increased economic efficiencies via payors, and patient satisfaction and usability via sustained levels of engagement. Additional concerns will be on how connected therapeutics will integrate within a broader health care ecosystem, embracing remote diagnostics and digital therapeutics–augmented treatments, in order to enrich actionable data sets and reduce data silos that have historically led to a poor uptake of digital health interventions.

Conclusion

Next-generation autoinjectable devices will play an important role in implementing biopharma’s digital health approach to the biologics market. Our analysis demonstrated considerable biopharma maturation differences with digital health. In the coming decade, biopharma will need to design a strategic and methodological pathway to embed digital health as a key corporate cultural aspect in order to succeed. Utilizing digital health, connected therapeutics will allow biopharma to achieve a closer relationship with patients in the home and with providers, as our framework establishes. With autoinjectable devices enabling home self-administration and connected therapeutics powering the delivery of precision care at home, biopharma will need to drive innovation in autoinjectors to achieve the full potential of biologics.
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Abstract

Background: Approximately 50% of cardiovascular disease (CVD) cases are attributable to lifestyle risk factors. Despite widespread education, personal knowledge, and efficacy, many individuals fail to adequately modify these risk factors, even after a cardiovascular event. Digital technology interventions have been suggested as a viable equivalent and potential alternative to conventional cardiac rehabilitation care centers. However, little is known about the clinical effectiveness of these technologies in bringing about behavioral changes in patients with CVD at an individual level.

Objective: The aim of this study is to identify and measure the effectiveness of digital technology (eg, mobile phones, the internet, software applications, wearables, etc) interventions in randomized controlled trials (RCTs) and determine which behavior change constructs are effective at achieving risk factor modification in patients with CVD.

Methods: This study is a systematic review and meta-analysis of RCTs designed according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analysis) statement standard. Mixed data from studies extracted from selected research databases and filtered for RCTs only were analyzed using quantitative methods. Outcome hypothesis testing was set at 95% CI and P=.05 for statistical significance.

Results: Digital interventions were delivered using devices such as cell phones, smartphones, personal computers, and wearables coupled with technologies such as the internet, SMS, software applications, and mobile sensors. Behavioral change constructs such as cognition, follow-up, goal setting, record keeping, perceived benefit, persuasion, socialization, personalization, rewards and incentives, support, and self-management were used. The meta-analyzed effect estimates (mean difference [MD]; standard mean difference [SMD]; and risk ratio [RR]) calculated for outcomes showed benefits in total cholesterol SMD at −0.29 [−0.44, −0.15], P<.001; high-density lipoprotein SMD at −0.09 [−0.19, 0.00], P=.05; low-density lipoprotein SMD at −0.18 [−0.33, −0.04], P=.01; physical activity (PA) SMD at 0.23 [0.11, 0.36], P<.001; physical inactivity (sedentary) RR at 0.54 [0.39, 0.75], P<.001; and diet (food intake) RR at 0.79 [0.66, 0.94], P=.007. Initial effect estimates showed no significant benefit in body mass index (BMI) MD at −0.37 [−1.20, 0.46], P=.38; diastolic blood pressure (BP) SMD at −0.06 [−0.20, 0.08], P=.43; systolic BP SMD at −0.03 [−0.18, 0.13], P=.74; Hemoglobin A1c blood sugar (HbA1c) RR at 1.04 [0.40, 2.70], P=.94; alcohol intake SMD at −0.16 [−1.43, 1.10], P=.80; smoking RR at 0.87 [0.67, 1.13], P=.30; and medication adherence RR at 1.10 [1.00, 1.22], P=.06.
**Conclusions:** Digital interventions may improve healthy behavioral factors (PA, healthy diet, and medication adherence) and are even more potent when used to treat multiple behavioral outcomes (eg, medication adherence plus). However, they did not appear to reduce unhealthy behavioral factors (smoking, alcohol intake, and unhealthy diet) and clinical outcomes (BMI, triglycerides, diastolic and systolic BP, and HbA1c).

(JMIR Mhealth Uhealth 2021;9(3):e21061) doi:10.2196/21061
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**Introduction**

**Background**

Cardiovascular diseases (CVDs), including coronary heart disease (CHD), stroke, and peripheral vascular disease, remain one of the most common causes of early death and disability worldwide, with 17.9 million deaths and 422.7 million cases each year [1]. In 2017 alone, there were approximately 1.7 million inpatient episodes of CVDs in the United Kingdom [2]. This imposes a heavy burden on individuals and the society, accounting for £19 billion in public expense, 7.4 million disabilities, and 167,000,000 deaths in 2019 [1].

Although there are genetic, demographic, and environmental causes of CVDs [3], approximately 50% of CVD risk is attributable to modifiable lifestyle factors such as obesity, diabetes, inactivity, and smoking [4]. However, despite widespread education and personal knowledge, many individuals fail to adequately modify these risk factors, even after a cardiovascular event with cardiac rehabilitation care center support [4]. Failure to address this challenge (ie, a change from cognitive insight to manifest action) results in patients remaining at a higher risk of future cardiovascular events with associated personal, social, and economic costs.

There could be several reasons for the challenges in the personalized management (ie, modification) of CVD and other chronic disease risk factors. These include care center accessibility and outpatient mobility and morbidity, comprehensibility, and retainability [5]. For these reasons, lifestyle risk factor management (particularly low physical activity [PA] and obesity) remains suboptimally addressed in CVD outpatients [6]. These show that although there is a modest success with rehabilitation care center interventions, the technical reach of this population-based approach is limited in its ability to bring about a significant sustainable change in exposed individuals [5].

To achieve a sustainable change, social construct strategies (eg, self-management, motivation, perceived benefits, etc) embedded in behavioral change interventions have shown health benefits in chronic disease risk factor management [7]. Their substantial contribution to changes in health behaviors suggests a worthy consideration in behavioral health interventions at the individual level. However, in the context of a population-based health behavior change in rehabilitation care centers, there are limitations in the ability of social constructs to make an individual cope sustainably with its strategies at the personal level [6].

The emergence of digital health technologies (eg, the internet, phone apps and devices, and wearable sensors for telemedicine, web browsing, emailing, text messaging, monitoring) in the health care sector [8], designed to manage and monitor chronic disease lifestyle factors, has shown potential in personalized chronic disease lifestyle factor modification [9]. This potential is based on evidence that healthy lifestyle factors are behavior-specific, measurable, and modifiable [10]. Due to the commercial drive and attributed qualities, many of these technologies and devices have been continually used in cardiac rehabilitation care centers, and even instead of care [11,12]. However, despite their popularity and potential, these technologies lack evidence summary of secondary prevention of clinically relevant outcomes, which result from behavior change in CVD outpatients, especially at a personalized level [12,13].

**Objectives**

The primary objective of this systematic review is to identify and measure the effectiveness of digital technology (eg, mobile phones, the internet, software applications, wearables, etc) interventions in randomized controlled trials (RCTs) and determine which behavior change constructs were effective at achieving risk factor modification among patients with CVD.

**Methods**

**Study Design**

This study is a systematic literature review and meta-analysis of RCTs designed in line with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analysis) statement standard [14]. The protocol was registered with PROSPERO protocol ID CRD42019139801 [15].

**Inclusion Criteria for Considering Studies in This Review**

**Types of Studies**

RCTs of digital interventions with a minimum of 4 weeks of intervention follow-up period were considered. Publications in English from 2000 to September 2019 were included.

**Types of Participants**

The considered studies focused on an adult population (≥18 years) with a minimum of 30 participants in the intervention study.
Types of Interventions

The considered intervention types were digital intervention only versus usual care or digital intervention plus usual care versus usual care. The studies were required to be based on a well-defined CVD risk factor modification measurement function and intention to modify health behavior in outpatients diagnosed or treated for CVD only or with comorbidities using a named digital device.

Types of Outcome Measures

Clinical and behavioral outcomes were measured at baseline and endpoint. All outcome hypothesis testing was set at 95% CI and a 2-tailed P value of .05 level of statistical significance. Behavioral outcomes included PA (physical inactivity [PI], sedentary lifestyle), food intake (diet), smoking, alcohol intake, and medication adherence. Clinical outcomes included BMI, cholesterol levels (total cholesterol [TC], high-density lipoproteins [HDLs], low-density lipoproteins [LDLs], and triglycerides [TGs]), blood pressure (diastolic BP and systolic BP), and blood sugar levels (HbA1c), which are measures of obesity, hypercholesterolemia, hypertension, and diabetes, respectively.

Exclusion Criteria

Studies related to non-RCTs, nondigital interventions, and journal papers not published in English were excluded. In addition, studies whose populations shared modifiable risk factors with CVD but were not diagnosed with a named CVD; studies with nonclinical or nonbehavioral outcomes, such as studies with genetic outcomes and studies directly measuring hospital or staff service efficiency, etc; and healthy population or intensive care studies were excluded.

No analysis was conducted on data of outcomes from subgroups (endpoint to endpoint) within the population of the included studies.

Search Methods for Identification of Studies

A single 6S pyramid systematic literature search strategy was developed (Table S3 in the Multimedia Appendix 1). This was run on Ovid Medline and Ovid Embase, Web of Science (Core Collection), Scopus, Cochrane Library, and on the following databases in EBSCOHost: CINAHL, Psych Info, Health Source, Open Dissertation, Psych Article, and Business Source Elite. Filters were used to narrow searches to studies using RCT methodology and those written in the English language and from the year 2000 onward. The year limit was applied, in line with the World Health Organization’s release of the document on the approach to digital health strategies [16], as the start of the mass availability and use of digital technologies, making pre-2000 literature less relevant.

Two independent reviewers (AS and RP) were involved in a thorough search strategy build-up and study extraction to identify potentially relevant publications. References and citations were also searched. Where an abstract did not provide sufficient precision to meet the selection prerequisite, the article was reserved for full-text review. Relevant articles retrieved for full-text review were independently evaluated (AS and MG). The consensus to include or exclude a trial was reached based on study design, method, population demography, intervention mechanism, and study outcomes.

Data Collection and Analysis

Data Collection

The PRISMA search protocol [14] was followed, with all extracted data subsequently managed using the Mendeley Desktop reference manager software (Elsevier). Publication search outcomes were imported in .ris format into the Mendeley Desktop and partitioned based on the search database source. Imported publications were autochecked for duplicates using the software, and a further manual, independent duplication check was carried out (AS and YD). Publication papers were title-read, abstract-read, and full-text read based on the inclusion and exclusion preselection criteria. Selected journal papers were read for data synthesis and analysis.

Data Extraction and Management

Data were extracted into a preset Excel (Microsoft Corporation) worksheet. The data extraction process was performed independently (AS) using predetermined variables and then validated accordingly (MG). Data extracted included population demographics (mean age, sex, size, and CVD diagnosis) description of the study (authors, year of publication, country, intervention acronym, digital device, intervention type, trial protocol registration, design, and duration), behavioral change context (change technique and risk factors), and clinical study outcomes (outcome measures, outcome units, mean baseline measurements, mean outcome measurements, P values, and SDs). Authors of studies with insufficient or missing outcome data were contacted for further information.

Data Analysis

All extracted data from the selected studies were analyzed (Table 1) using Review Manager 5.3 (The Cochrane Collaboration). An assessment of the risk of bias (Table 2) was carried out by 2 researchers, AS and YD, using the modified Cochrane Collaboration AUB KQ1 Risk of Bias Assessment Tool, Review Manager 5.3 (The Cochrane Collaboration) with assessment result validation by an external independent researcher. Bias quality was assessed as high, low, or unclear for individual elements from 6 items: selection, performance, attrition, reporting, proportion, outcome, and treatment efficacy. Where the attrition bias risk is high, there is more likely to be a high treatment efficacy bias except where the basis for participant dropout is a medical reason, relocation, or death. Quality assessment items were evaluated by an external assessor to validate the initial scales judged by the author. Controversial evaluation differences were discussed, and consensus was reached before the final documentation. The risk of bias across studies was assessed for each analyzed outcome for publication bias reporting. Results were generated with meta-analysis data for each outcome and are presented in the Results section.

The review authors considered the variations in outcome measurement across studies by applying appropriate statistical methods (fixed effect and random effect) using the Inverse-Variance and Mantel-Haenszel (DerSimonian and Laird) models to generate meta-analytic estimates of treatment effect
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using the Review Manager 5.3 software. Differences in effects were examined by comparing digital with usual care. The weighted mean difference (MD) or standardized mean difference (SMD) was calculated for continuous data using the inverse variance statistical method. Relative risks were calculated for dichotomous data using the Mantel-Haenszel statistical method (The Cochrane Collaboration). Provision for variations among the included studies was made using the random effect meta-analysis model in analyzing all included studies. The heterogeneity statistic $I^2$ was calculated to describe the percentage of variation among the studies. Hypothesis testing was set at a 2-tailed 0.05 level of significance and a 95% CI. No analysis was conducted on the data of outcomes from subgroups within the population of the included studies.

Sensitivity analyses were proportionately conducted on outcomes to check the cumulative effects of the publication year, participant size, efficacy, and category of intervention (risk factors and digital intervention) on statistical significance. For food intake, studies with interventions targeting healthy diet and studies targeting unhealthy diet were analyzed separately to provide a clearer insight into treatment effects. Studies with treatment for medication adherence were analyzed separately for (1) other risk factor treatments plus medication adherence using the SMS text messaging intervention only, (2) medication adherence treatment only (with no other risk factor) using the SMS text messaging intervention alone, (3) other risk factor treatment plus medication adherence treatment using non-SMS text messaging intervention, and (4) medication adherence treatment with SMS text messaging intervention only. The results are presented and discussed in the Results and Discussion sections, respectively.

Table 1. Summary of meta-analysis results.a

<table>
<thead>
<tr>
<th>Outcomes or subgroups</th>
<th>Number of studies (N=25), n (%)</th>
<th>Participants</th>
<th>Statistical methods</th>
<th>Effect estimates (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMI</td>
<td>10 (40)</td>
<td>2558</td>
<td>MD$^b$ (IV, random, 95% CI)</td>
<td>$-0.37 (-1.20$ to $0.46$)</td>
<td>.38</td>
</tr>
<tr>
<td>Total cholesterol</td>
<td>9 (36)</td>
<td>1783</td>
<td>SMD$^c$ (IV, random, 95% CI)</td>
<td>$-0.29 (-0.44$ to $-0.15)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High-density lipoprotein</td>
<td>9 (36)</td>
<td>1783</td>
<td>SMD (IV, random, 95% CI)</td>
<td>$-0.09 (-0.19$ to $0.00)$</td>
<td>.05</td>
</tr>
<tr>
<td>Low-density lipoprotein</td>
<td>12 (48)</td>
<td>3431</td>
<td>SMD (IV, random, 95% CI)</td>
<td>$-0.18 (-0.33$ to $-0.04)$</td>
<td>.01</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>8 (32)</td>
<td>1660</td>
<td>SMD (IV, random, 95% CI)</td>
<td>$-0.07 (-0.24$ to $0.11)$</td>
<td>.28</td>
</tr>
<tr>
<td>Diastolic BP$^d$</td>
<td>11 (44)</td>
<td>2460</td>
<td>SMD (IV, random, 95% CI)</td>
<td>$-0.06 (-0.20$ to $0.08)$</td>
<td>.43</td>
</tr>
<tr>
<td>Systolic BP</td>
<td>12 (48)</td>
<td>3283</td>
<td>SMD (IV, random, 95% CI)</td>
<td>$-0.03 (-0.18$ to $0.13)$</td>
<td>.74</td>
</tr>
<tr>
<td>Physical activity</td>
<td>14 (56)</td>
<td>3015</td>
<td>SMD (IV, random, 95% CI)</td>
<td>$0.23 (0.11$ to $0.36$)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Alcohol consumption</td>
<td>4 (16)</td>
<td>651</td>
<td>SMD (IV, random, 95% CI)</td>
<td>$-0.16 (-1.43$ to $1.10$)</td>
<td>.80</td>
</tr>
<tr>
<td>Blood sugar, HbA1c$^e$</td>
<td>2 (8)</td>
<td>380</td>
<td>RR$^f$ (M-H, random, 95% CI)</td>
<td>$1.04 (0.40$ to $2.70)$</td>
<td>.94</td>
</tr>
<tr>
<td>Physical inactivity</td>
<td>4 (16)</td>
<td>1054</td>
<td>RR (M-H, random, 95% CI)</td>
<td>$0.54 (0.39$ to $0.75$)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Food intake (diet)</td>
<td>6 (24)</td>
<td>716</td>
<td>RR (M-H, random, 95% CI)</td>
<td>$0.79 (0.66$ to $0.94$)</td>
<td>.007</td>
</tr>
<tr>
<td>Health diet</td>
<td>3 (12)</td>
<td>173</td>
<td>RR (M-H, random, 95% CI)</td>
<td>$0.70 (0.55$ to $0.89$)</td>
<td>.004</td>
</tr>
<tr>
<td>Unhealthy diet</td>
<td>3 (12)</td>
<td>185</td>
<td>RR (M-H, random, 95% CI)</td>
<td>$0.90 (0.68$ to $1.19$)</td>
<td>.47</td>
</tr>
<tr>
<td>Smoking</td>
<td>11 (44)</td>
<td>2916</td>
<td>RR (M-H, random, 95% CI)</td>
<td>$0.87 (0.67$ to $1.13$)</td>
<td>.30</td>
</tr>
<tr>
<td>Medication adherence</td>
<td>11 (44)</td>
<td>2710</td>
<td>RR (M-H, random, 95% CI)</td>
<td>$1.10 (1.00$ to $1.22$)</td>
<td>.06</td>
</tr>
<tr>
<td>Medication adherence (multiple treatment)</td>
<td>5 (20)</td>
<td>758</td>
<td>RR (M-H, random, 95% CI)</td>
<td>$1.07 (1.01$ to $1.14$)</td>
<td>.02</td>
</tr>
</tbody>
</table>

aSummary of analyzed data.
bMD: mean difference.
cSMD: standard mean difference.
dBP: blood pressure.
eHbA1c: Hemoglobin A1c blood sugar.
fRR: risk ratio.
### Table 2. Risk of bias in included studies\(^a\).

<table>
<thead>
<tr>
<th>Study (reference)</th>
<th>Selection bias</th>
<th>Allocation concealment</th>
<th>Performance bias</th>
<th>Detection bias</th>
<th>Attrition bias</th>
<th>Proportion bias</th>
<th>Outcome bias</th>
<th>Reporting bias</th>
<th>Treatment efficacy</th>
<th>Intention-to-treat analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akhu-Z et al, 2016 [17]</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Chow et al, 2015 [18]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Dale et al, 2015 [19]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Devi et al, 2014 [20]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>Frederix et al, 2015 [21]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>Hawkes et al, 2012 [22]</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>Johnston et al, 2016 [23]</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Unclear</td>
</tr>
<tr>
<td>Kamal et al, 2015 [24]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Khonsari et al, 2015 [25]</td>
<td>Low</td>
<td>Unclear</td>
<td>High</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Kraal et al, 2014 [26]</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Lear et al, 2014 [27]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Maddison et al, 2014 [28]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>Ogren et al, 2018 [29]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>Park et al, 2013 [31]</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Quilici et al, 2012 [32]</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>Redfern et al, 2009 [33]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Reid et al, 2011 [34]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Southard et al, 2003 [35]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Tiede et al, 2017 [36]</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Unclear</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Vale et al, 2002 [37]</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Vemooij et al, 2012 [38]</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Wan et al, 2016 [39]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Widmer et al, 2017 [40]</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>Zheng et al, 2019 [41]</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

\(^a\)Risk of bias: review authors’ judgments about each risk of bias item for the included studies.

### Results

#### Search Results

The search retrieved 1626 papers with the auto-removal of 326 duplicates. A total of 35 papers remained after applying inclusion and exclusion criteria. Ten papers were excluded because they were systematic literature reviews but not RCTs. A final count of 25 papers was considered for the review: 12 from the database searches and 13 from references, citations, and gray literature (Figure 1). The included studies are listed in the table of included studies (Table S4 in Multimedia Appendix 1), and excluded studies are listed in the table of excluded studies (Table S5 in Multimedia Appendix 1) with reasons.
Study Characteristics

Studies are described by their common characteristics, which include population demography, digital technologies and brands, intervention mechanisms and behavioral change constructs, types of CVD, and general characteristics. Table S6 (Multimedia Appendix 2) provides a detailed summary of the reviewed studies.

Population Demography

The included studies had a total participant count of 5,779 at baseline, with a mean age of 60.03 years (SD 2.73) and a male proportion of 75.22% (4347/5779). A geographical analysis of the included studies identified evenly distributed locations of studies on a global scale, with countries spanning Europe (5 studies), Middle East (2 studies), Asia (3 studies), Northern America (6 studies), Scandinavia (2 studies), Australasia (6 studies), and the United Kingdom (1 study).

Digital Technologies and Brands

Cardiovascular digital interventions were delivered using devices such as cell phones, smartphones, personal computers (laptops and desktops), and wearables. Technologies included the internet, software applications, and mobile sensors. Intervention device brand names such as Personal Health Assistant, PHA, FIT@Home, HeartLinks, SUPPORT,
SMS4Stroke, ProActive Heart, Text4Heart, CHAT, CardioFit, HEART, ActivateYourHeart, MEMS, vCRP, COACH, CHOICE, and TBHC were recorded.

**Intervention Mechanisms and Behavioral Change Constructs**

Intervention mechanisms (ie, the digital strategy plus behavioral construct) were based on online support, telerehabilitation, telemonitoring, and online coaching. The interventions included major behavioral change constructs such as cognition, follow-up, goal setting, record keeping, perceived benefit, persuasion, social engagement (virtual), personalization (or customization), rewards and incentives, support, and self-management.

CVD types: Diagnosed CVDs included CHD, coronary artery disease, myocardial infarction, acute coronary syndrome, angina, atherosclerosis, heart failure, transient ischemic attack, and stroke. Four studies [17,27,35,42] were not specific about CVD diagnosis in the study population.

**General Characteristics**

Study follow-up ranged from 1 to 4 (9 studies), 6 (12 studies), 12 (3 studies), and 24 months (1 study), with 6 months being the most frequent duration of the follow-up period for interventions. No data on outcomes from subgroups within the populations of the included studies were considered in the analysis.

The main units of outcome measurements were kg/m² (BMI), mg/dL, and mmol/L (TC, HDL, low-density lipoprotein [LDL], and TGs), mmHg (diastolic blood pressure [DBP] and systolic blood pressure [SBP]), min/week (PA and PI), percentage, % (Hemoglobin A₁c blood sugar—HbA₁c, alcohol, smoking, and food intake), and Morisky Medication Adherence Scale for Medication Adherence 8. In the treatment context, all the intervention studies had been administered either as digital intervention versus usual care (15 studies) or digital intervention and usual care versus usual care (10 studies).

**Synthesis of Results**

The use of digital intervention compared with usual care significantly modified all CVD risk factors except BMI, TG, DBP, SBP, HbA₁c, alcohol intake, smoking, and medication adherence. A detailed summary of these findings is presented in Table 1.

**Summary of Results**

Effect estimates (MD, SMD, and RR) were significant and in favor of digital interventions for TC, HDL, LDL, PA, PI, and food intake.

**Clinical Outcomes**

The BMI outcome (Figure 2) reported MD was estimated at −0.37 (95% CI −1.20 to 0.46, P=.38). The TC outcome (Figure 3) reported an SMD estimated at −0.29 (95% CI −0.44 to −0.15, P<.001). The HDL outcome (Figure 4) reported an SMD estimated at −0.09 (95% CI −0.19 to 0.00, P=.05). The LDL outcome (Figure 5) reported an SMD estimated at −0.18 (95% CI −0.33 to −0.04, P=.01). The TG outcome (Figure 6) reported an SMD estimated at −0.10 (95% CI −0.28 to 0.08, P=.28). Diastolic and systolic BP outcomes (Figures 7 and 8) reported SMDs estimated at −0.06 (95% CI −0.20 to 0.08, P=.43) and −0.03 (95% CI −0.18 to 0.13, P=.74), respectively. The HbA₁c outcome (Figure 9) reported an RR estimated at 1.04 (95% CI 0.40 to 2.70, P=.94). A summary of the clinical outcome findings is presented in Figures 2-9.

**Figure 2. Outcomes of the examined studies for BMI.**

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention Mean</th>
<th>Usual Care Mean</th>
<th>Mean Difference IV</th>
<th>Weight</th>
<th>Year</th>
<th>Mean Difference IV</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seidman et al. 2003 (1)</td>
<td>30.1</td>
<td>6.9</td>
<td>29.3</td>
<td>4.6</td>
<td>51</td>
<td>5.9</td>
<td>1.00</td>
</tr>
<tr>
<td>Adamson et al. 2009</td>
<td>29.9</td>
<td>7.0</td>
<td>31.2</td>
<td>5.7</td>
<td>69</td>
<td>12.1</td>
<td>-2.10</td>
</tr>
<tr>
<td>Hawkes et al. 2012 (2)</td>
<td>25</td>
<td>1.9</td>
<td>26</td>
<td>1.9</td>
<td>24</td>
<td>10.0</td>
<td>0.00</td>
</tr>
<tr>
<td>Venneti et al. 2012</td>
<td>28.6</td>
<td>4.1</td>
<td>26.7</td>
<td>4.2</td>
<td>45</td>
<td>10.7</td>
<td>0.97</td>
</tr>
<tr>
<td>Lin et al. 2014</td>
<td>24.2</td>
<td>5.3</td>
<td>25.5</td>
<td>3.3</td>
<td>37</td>
<td>0.09</td>
<td>-0.30</td>
</tr>
<tr>
<td>Oster et al. 2015</td>
<td>30.3</td>
<td>6.4</td>
<td>31</td>
<td>1.4</td>
<td>62</td>
<td>0.0</td>
<td>2.20</td>
</tr>
<tr>
<td>Cheung et al. 2015 (3)</td>
<td>29</td>
<td>2.4</td>
<td>25</td>
<td>2.3</td>
<td>35</td>
<td>12.0</td>
<td>-1.30</td>
</tr>
<tr>
<td>Johnson et al. 2015</td>
<td>26.8</td>
<td>5.5</td>
<td>26</td>
<td>4.7</td>
<td>60</td>
<td>0.0</td>
<td>0.23</td>
</tr>
<tr>
<td>Wellner et al. 2017</td>
<td>30.1</td>
<td>5.7</td>
<td>31.3</td>
<td>1</td>
<td>15</td>
<td>11.0</td>
<td>-2.30</td>
</tr>
<tr>
<td>Zheng et al. 2019</td>
<td>29.9</td>
<td>3.7</td>
<td>29</td>
<td>5.1</td>
<td>41</td>
<td>11.0</td>
<td>-0.10</td>
</tr>
</tbody>
</table>

Total (95% CI) | 1278.9 | 1280.0 | 100.0 | -3.37 | -1.26 | 4.66 |

**Figure 1.** Outcomes of the examined studies for BMI.

---

**Table 1.**

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention Mean</th>
<th>Usual Care Mean</th>
<th>Mean Difference IV</th>
<th>Weight</th>
<th>Year</th>
<th>Mean Difference IV</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seidman et al. 2003 (1)</td>
<td>30.1</td>
<td>6.9</td>
<td>29.3</td>
<td>4.6</td>
<td>51</td>
<td>5.9</td>
<td>1.00</td>
</tr>
<tr>
<td>Adamson et al. 2009</td>
<td>29.9</td>
<td>7.0</td>
<td>31.2</td>
<td>5.7</td>
<td>69</td>
<td>12.1</td>
<td>-2.10</td>
</tr>
<tr>
<td>Hawkes et al. 2012 (2)</td>
<td>25</td>
<td>1.9</td>
<td>26</td>
<td>1.9</td>
<td>24</td>
<td>10.0</td>
<td>0.00</td>
</tr>
<tr>
<td>Venneti et al. 2012</td>
<td>28.6</td>
<td>4.1</td>
<td>26.7</td>
<td>4.2</td>
<td>45</td>
<td>10.7</td>
<td>0.97</td>
</tr>
<tr>
<td>Lin et al. 2014</td>
<td>24.2</td>
<td>5.3</td>
<td>25.5</td>
<td>3.3</td>
<td>37</td>
<td>0.09</td>
<td>-0.30</td>
</tr>
<tr>
<td>Oster et al. 2015</td>
<td>30.3</td>
<td>6.4</td>
<td>31</td>
<td>1.4</td>
<td>62</td>
<td>0.0</td>
<td>2.20</td>
</tr>
<tr>
<td>Cheung et al. 2015 (3)</td>
<td>29</td>
<td>2.4</td>
<td>25</td>
<td>2.3</td>
<td>35</td>
<td>12.0</td>
<td>-1.30</td>
</tr>
<tr>
<td>Johnson et al. 2015</td>
<td>26.8</td>
<td>5.5</td>
<td>26</td>
<td>4.7</td>
<td>60</td>
<td>0.0</td>
<td>0.23</td>
</tr>
<tr>
<td>Wellner et al. 2017</td>
<td>30.1</td>
<td>5.7</td>
<td>31.3</td>
<td>1</td>
<td>15</td>
<td>11.0</td>
<td>-2.30</td>
</tr>
<tr>
<td>Zheng et al. 2019</td>
<td>29.9</td>
<td>3.7</td>
<td>29</td>
<td>5.1</td>
<td>41</td>
<td>11.0</td>
<td>-0.10</td>
</tr>
</tbody>
</table>

Total (95% CI) | 1278.9 | 1280.0 | 100.0 | -3.37 | -1.26 | 4.66 |
Figure 3. Outcomes of the examined studies for total cholesterol.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Std. Mean Difference</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vareli et al 2002</td>
<td>1.12</td>
<td>0.34</td>
<td>0.78</td>
<td>0.05</td>
</tr>
<tr>
<td>Southard et al 2003</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Redline et al 2006</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Venetos et al 2012</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Lead et al 2013</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Dale et al 2015</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Chris et al 2015</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Maksim et al 2017</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Total (95% CI): 1.15 ± 0.89
Heterogeneity: Test: 0.03; CV: 14.6; df = 0; P = 0.07; I² = 45%
Test for overall effect: I² = 40% (P = 0.05)

Figure 4. Outcomes of the examined studies for high-density lipoprotein.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Std. Mean Difference</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vareli et al 2002</td>
<td>1.12</td>
<td>0.34</td>
<td>0.78</td>
<td>0.05</td>
</tr>
<tr>
<td>Southard et al 2003</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Redline et al 2006</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Venetos et al 2012</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Lead et al 2013</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Dale et al 2015</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Chris et al 2015</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Maksim et al 2017</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Total (95% CI): 1.15 ± 0.89
Heterogeneity: Test: 0.03; CV: 14.6; df = 0; P = 0.07; I² = 45%
Test for overall effect: I² = 40% (P = 0.05)

Figure 5. Outcomes of the examined studies for low-density lipoprotein.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Std. Mean Difference</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vareli et al 2002</td>
<td>1.12</td>
<td>0.34</td>
<td>0.78</td>
<td>0.05</td>
</tr>
<tr>
<td>Southard et al 2003</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Redline et al 2006</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Venetos et al 2012</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Lead et al 2013</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Dale et al 2015</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Chris et al 2015</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
<tr>
<td>Maksim et al 2017</td>
<td>1.15</td>
<td>0.89</td>
<td>0.26</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Total (95% CI): 1.15 ± 0.89
Heterogeneity: Test: 0.03; CV: 14.6; df = 0; P = 0.07; I² = 45%
Test for overall effect: I² = 40% (P = 0.05)
Figure 6. Outcomes of the examined studies for triglycerides.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Std. Mean Difference</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value et al. 2010</td>
<td>1.6</td>
<td>1.94</td>
<td>0.39</td>
<td>D</td>
</tr>
<tr>
<td>Southard et al. 2003</td>
<td>1.55</td>
<td>2.35</td>
<td>0.80</td>
<td>C</td>
</tr>
<tr>
<td>Reid et al. 2009</td>
<td>0.87</td>
<td>1.05</td>
<td>0.18</td>
<td>C</td>
</tr>
<tr>
<td>Worrall et al. 2012</td>
<td>1.15</td>
<td>1.56</td>
<td>0.41</td>
<td>C</td>
</tr>
<tr>
<td>Lead et al. 2014</td>
<td>1.31</td>
<td>2.12</td>
<td>0.81</td>
<td>C</td>
</tr>
<tr>
<td>Chou et al. 2016</td>
<td>1.34</td>
<td>1.82</td>
<td>0.48</td>
<td>C</td>
</tr>
<tr>
<td>Friedman et al. 2015</td>
<td>1.31</td>
<td>1.85</td>
<td>0.54</td>
<td>C</td>
</tr>
<tr>
<td>Weiner et al. 2017</td>
<td>1.71</td>
<td>1.97</td>
<td>0.26</td>
<td>C</td>
</tr>
</tbody>
</table>

Total (95% CI) | 821 | 839 | 1.00% | -0.07 [-0.24, 0.11] |

Exclusions:
1. Value et al. 2010: SD derived using prr in Cochrane SD calculator
2. Southard et al. 2003: Baseline outcome SD used in final result
3. Reid et al. 2009: SD derived from SQ in Cochrane SD calculator
4. Worrall et al. 2012: SD derived using prr in Cochrane SD calculator
5. Lead et al. 2014: SD derived using prr in Cochrane SD calculator
6. Chou et al. 2016: SD derived using prr in Cochrane SD calculator

Figure 7. Outcomes of the examined studies for diastolic blood pressure.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Std. Mean Difference</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Southard et al. 2003</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Reid et al. 2009</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Worrall et al. 2012</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Lead et al. 2014</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Chou et al. 2016</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Friedman et al. 2015</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Weiner et al. 2017</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
</tbody>
</table>

Total (95% CI) | 1213 | 1247 | 100.0% | -0.05 [-0.20, 0.08] |

Exclusions:
1. Southard et al. 2003: Baseline outcome SD used in final result
2. Lead et al. 2014: SD derived using prr in Cochrane SD calculator
3. Friedman et al. 2015: SD derived using prr in Cochrane SD calculator
4. Weiner et al. 2017: SD derived using prr in Cochrane SD calculator

Figure 8. Outcomes of the examined studies for systolic blood pressure.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Std. Mean Difference</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Southard et al. 2003</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Reid et al. 2009</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Worrall et al. 2012</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Lead et al. 2014</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Chou et al. 2016</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Friedman et al. 2015</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
<tr>
<td>Weiner et al. 2017</td>
<td>17.0</td>
<td>17.1</td>
<td>0.01</td>
<td>D</td>
</tr>
</tbody>
</table>

Total (95% CI) | 1627 | 1655 | 100.0% | -0.03 [-0.18, 0.13] |

Exclusions:
1. Southard et al. 2003: Baseline outcome SD used in final result
2. Lead et al. 2014: SD derived using prr in Cochrane SD calculator
3. Friedman et al. 2015: SD derived using prr in Cochrane SD calculator
4. Weiner et al. 2017: SD derived using prr in Cochrane SD calculator
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Figure 9. Outcomes of the examined studies for blood sugar HbA1c.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Digital Intervention Mean</th>
<th>Usual Care Mean</th>
<th>Std. Mean Difference</th>
<th>Risk Ratio</th>
<th>95% CI</th>
<th>Year</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vermeesch et al. 2012</td>
<td>6</td>
<td>155</td>
<td>6</td>
<td>155</td>
<td>0.63</td>
<td>1.60</td>
<td>0.31 - 7.10</td>
<td>2012</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Froelich et al. 2015</td>
<td>2</td>
<td>32</td>
<td>2</td>
<td>34</td>
<td>2.54</td>
<td>1.66</td>
<td>0.16 - 7.10</td>
<td>2015</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>187</td>
<td>193</td>
<td>100.0%</td>
<td>100.0%</td>
<td>1.04 [0.48, 2.70]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total events = 0

Heterogeneity: $Q = 9.95$, $I^2 = 0.00$, $df = 1$ ($P = 0.69$), $T^2 = 0$

Test for overall effect: $Z = 0.07$ ($P = 0.94$)

Risk of bias legend
(A) Random sequence generation (selection bias)
(B) Allocation concealment (selection bias)
(C) Blindness of participants and personnel (performance bias)
(D) Blindness of outcome assessment (detection bias)
(E) Incomplete outcome data (attrition bias)
(F) Groups balanced at baseline (proportion bias)
(G) Participants received same intervention (treatment bias)
(H) Selective reporting (reporting bias)
(I) Intent to treat analysis (treatment efficacy)

Behavioral Outcomes

The PA outcome (Figure 10) reported an SMD estimated at 0.23 (95% CI 0.11 to 0.36, $P<.001$). PI (sedentary) in Figure 11 reported an RR estimated at 0.54 (95% CI 0.39 to 0.75, $P<.001$). Diet (food intake) in Figure 12 reported an RR estimated at 0.79 (0.66 to 0.94, $P=.007$). Further analysis was conducted as healthy diet targeted (Figure 13) treatment and unhealthy diet targeted (Figure 14) treatment; this is reported in the AdditionalAnalysis section. The alcohol intake outcome (Figure 15) reported an SMD estimated at −0.16 (95% CI −1.43 to 1.13, $P=.80$). Smoking and medication adherence outcomes (Figures 16 and 17) reported RR estimated at 0.87 (95% CI 0.67 to 1.13, $P=.30$), and 1.10 (95% CI 1.00 to 1.22, $P=.06$), respectively. A summary of the behavioral outcome findings is presented in Figures 10-21.

Figure 10. Outcomes of the examined studies for physical activity.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention Mean</th>
<th>Usual Care Mean</th>
<th>Std. Mean Difference</th>
<th>Risk Ratio</th>
<th>95% CI</th>
<th>Year</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Southard et al. 2003 (1)</td>
<td>208.4</td>
<td>110.1</td>
<td>49</td>
<td>165</td>
<td>0.35 [0.05, 0.74]</td>
<td>2003</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Frick et al. 2009 (2)</td>
<td>1,265</td>
<td>1,154.4</td>
<td>67</td>
<td>715</td>
<td>0.56 [0.22, 0.91]</td>
<td>2009</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Reid et al. 2011</td>
<td>201</td>
<td>153.2</td>
<td>115</td>
<td>163.4</td>
<td>0.25 [0.02, 0.49]</td>
<td>2011</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Hawkes et al. 2012</td>
<td>206.7</td>
<td>207.0</td>
<td>156</td>
<td>200.8</td>
<td>0.04 [0.10, 0.29]</td>
<td>2012</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Davis et al. 2014</td>
<td>1,980.4</td>
<td>351.7</td>
<td>35</td>
<td>1,923</td>
<td>0.07 [0.38, 0.63]</td>
<td>2014</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Lin et al. 2014</td>
<td>1,956</td>
<td>114.7</td>
<td>34</td>
<td>1,902</td>
<td>0.31 [0.16, 0.57]</td>
<td>2014</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Isotalo et al. 2014</td>
<td>26</td>
<td>28</td>
<td>25</td>
<td>28.1</td>
<td>0.01 [0.21, 0.51]</td>
<td>2014</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Maddison et al. 2015 (4)</td>
<td>1,655</td>
<td>1,206.1</td>
<td>65</td>
<td>1,351</td>
<td>0.18 [0.02, 0.45]</td>
<td>2015</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Choo et al. 2015</td>
<td>932</td>
<td>1,019.56</td>
<td>352</td>
<td>587</td>
<td>0.34 [0.19, 0.48]</td>
<td>2015</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Fiedler et al. 2015</td>
<td>2,360</td>
<td>475</td>
<td>32</td>
<td>1,771</td>
<td>1.15 [0.63, 1.83]</td>
<td>2016</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Davis et al. 2016 (5)</td>
<td>19</td>
<td>144</td>
<td>61</td>
<td>15</td>
<td>1.44 [0.83, 1.83]</td>
<td>2016</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Johnston et al. 2016</td>
<td>101.2</td>
<td>209.8</td>
<td>80</td>
<td>20.81</td>
<td>0.04 [0.12, 0.42]</td>
<td>2016</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Vran et al. 2015</td>
<td>2.21</td>
<td>0.74</td>
<td>46</td>
<td>2.23</td>
<td>0.01 [0.21, 0.51]</td>
<td>2016</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Witham et al. 2017</td>
<td>148.1</td>
<td>78.5</td>
<td>21</td>
<td>117.7</td>
<td>0.41 [0.21, 0.61]</td>
<td>2017</td>
<td>A B C D E F G H I</td>
</tr>
<tr>
<td>Zheng et al. 2019 (5)</td>
<td>2,079</td>
<td>3,020.59</td>
<td>411</td>
<td>1,600</td>
<td>0.12 [0.00, 0.25]</td>
<td>2019</td>
<td>A B C D E F G H I</td>
</tr>
</tbody>
</table>

Total (95% CI) 1992

Heterogeneity: $Q = 9.93$, $I^2 = 0.00$, $df = 13$ ($P = 0.05$), $T^2 = 0$

Test for overall effect: $Z = 3.61$ ($P = 0.0005$)
### Figure 11. Outcomes of the examined studies for physical inactivity.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Events</th>
<th>Total</th>
<th>Usual Care Events</th>
<th>Total</th>
<th>Usual Care Total</th>
<th>Weight</th>
<th>Risk Ratio M-H, Random, 95% CI</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rolled et al 2009</td>
<td>19</td>
<td>87</td>
<td>47 69</td>
<td>23.4%</td>
<td>0.42 [0.20, 0.63]</td>
<td>2009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet et al 2014</td>
<td>35</td>
<td>48</td>
<td>96 26</td>
<td>20.4%</td>
<td>0.44 [0.26, 0.62]</td>
<td>2014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chau et al 2015</td>
<td>129</td>
<td>238</td>
<td>241 261</td>
<td>20.9%</td>
<td>0.46 [0.36, 0.62]</td>
<td>2015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade et al 2017</td>
<td>34</td>
<td>87</td>
<td>46 24</td>
<td>24.9%</td>
<td>0.41 [0.31, 0.55]</td>
<td>2017</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total (%): 540 | 514 | 100.0% | 0.54 [0.36, 0.75] |

Risk of bias legend:
- A: Random sequence generation (selection bias)
- B: Allocation concealment (selection bias)
- C: Blinding of participants and personnel (performance bias)
- D: Blinding of outcome assessment (detection bias)
- E: Incomplete outcome data (attrition bias)
- F:Selective reporting (reporting bias)
- G: Other biases

Total events: 214

Heterogeneity: Tau^2 = 9.17; Chi^2 = 22.48; df = 2 (P = 0.0001); P = 67%

Test for overall effect Z = 3.65 (P = 0.0003)

Risk ratio for Digital Care vs Usual Care: 0.54 [0.36, 0.75]

### Figure 12. Outcomes of the examined studies for food intake.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Events</th>
<th>Total</th>
<th>Usual Care Events</th>
<th>Total</th>
<th>Usual Care Total</th>
<th>Weight</th>
<th>Risk Ratio M-H, Random, 95% CI</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Southard et al 2003</td>
<td>26</td>
<td>70</td>
<td>28 76</td>
<td>17.6%</td>
<td>0.93 [0.81, 1.14]</td>
<td>2003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lear et al 2014</td>
<td>39</td>
<td>180</td>
<td>46 106</td>
<td>22.2%</td>
<td>0.85 [0.71, 1.02]</td>
<td>2014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dake et al 2015</td>
<td>32</td>
<td>91</td>
<td>47 63</td>
<td>40.0%</td>
<td>0.82 [0.69, 0.98]</td>
<td>2015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Akhtar et al 2016</td>
<td>2</td>
<td>12</td>
<td>8 10</td>
<td>11.1%</td>
<td>0.92 [0.65, 1.34]</td>
<td>2016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tinto et al 2017</td>
<td>19</td>
<td>190</td>
<td>27 163</td>
<td>11.5%</td>
<td>0.70 [0.62, 0.81]</td>
<td>2017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yildirim et al 2017</td>
<td>4</td>
<td>15</td>
<td>1 16</td>
<td>0.7%</td>
<td>4.90 [0.55, 31.74]</td>
<td>2017</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total (%): 358 | 358 | 100.0% | 0.79 [0.66, 0.94] |

Total events: 122

Heterogeneity: Tau^2 = 9.30; Chi^2 = 4.22; df = 5 (P = 0.50); P = 6%

Test for overall effect Z = 2.60 (P = 0.009)

Risk ratio for Digital Care vs Usual Care: 0.79 [0.66, 0.94]

### Figure 13. Outcomes of the examined studies for healthy diet.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Events</th>
<th>Total</th>
<th>Usual Care Events</th>
<th>Total</th>
<th>Usual Care Total</th>
<th>Weight</th>
<th>Risk Ratio M-H, Random, 95% CI</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Southard et al 2003</td>
<td>26</td>
<td>70</td>
<td>28 76</td>
<td>0.0%</td>
<td>0.93 [0.81, 1.14]</td>
<td>2003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lear et al 2014</td>
<td>39</td>
<td>190</td>
<td>48 106</td>
<td>0.0%</td>
<td>0.86 [0.71, 1.02]</td>
<td>2014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dake et al 2015</td>
<td>32</td>
<td>91</td>
<td>47 63</td>
<td>0.0%</td>
<td>0.82 [0.69, 0.98]</td>
<td>2015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Akhtar et al 2016</td>
<td>2</td>
<td>12</td>
<td>8 10</td>
<td>0.0%</td>
<td>0.92 [0.65, 1.34]</td>
<td>2016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tinto et al 2017</td>
<td>19</td>
<td>190</td>
<td>27 163</td>
<td>0.0%</td>
<td>0.70 [0.62, 0.81]</td>
<td>2017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yildirim et al 2017</td>
<td>4</td>
<td>15</td>
<td>1 16</td>
<td>0.0%</td>
<td>4.90 [0.55, 31.74]</td>
<td>2017</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total (%): 173 | 173 | 100.0% | 0.70 [0.55, 0.89] |

Total events: 53

Heterogeneity: Tau^2 = 9.30; Chi^2 = 2.06 (P = 0.36); P = 6%

Test for overall effect Z = 2.91 (P = 0.003)

Risk ratio for Digital Care vs Usual Care: 0.70 [0.55, 0.89]
Figure 14. Outcomes of the examined studies for unhealthy food intake.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Risk Ratio</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Events</td>
<td>Total</td>
<td>Weight</td>
<td>M.H. Random, 95% CI</td>
</tr>
<tr>
<td>Southard et al 2003</td>
<td>26</td>
<td>70</td>
<td>76</td>
<td>36.6%</td>
</tr>
<tr>
<td>Lear et al 2014</td>
<td>29</td>
<td>100</td>
<td>106</td>
<td>59.0%</td>
</tr>
<tr>
<td>Dale et al 2015</td>
<td>32</td>
<td>91</td>
<td>124</td>
<td>0.0%</td>
</tr>
<tr>
<td>Ashrafi et al 2016</td>
<td>2</td>
<td>12</td>
<td>14</td>
<td>0.0%</td>
</tr>
<tr>
<td>Tidele et al 2016</td>
<td>19</td>
<td>100</td>
<td>119</td>
<td>0.0%</td>
</tr>
<tr>
<td><strong>Total</strong> (95% CI)</td>
<td>185</td>
<td>185</td>
<td>100.0%</td>
<td>0.90 [0.66, 1.24]</td>
</tr>
</tbody>
</table>

**Risk of bias legend**

(A) Random sequence generation (selection bias)
(B) Allocation concealment (selection bias)
(C) Binding of participants and personnel (performance bias)
(D) Blinding of outcome assessment (detection bias)
(E) Incomplete outcome data (attrition bias)
(F) Groups balanced at baseline (proportion bias)
(G) Reporting bias (reporting bias)
(H) Intention to treat analysis (treatment efficacy)

Figure 15. Outcomes of the examined studies for alcohol consumption.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental</th>
<th>Control</th>
<th>Std. Mean Difference</th>
<th>Year</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Total</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Hawkes et al 2012</td>
<td>111</td>
<td>4.95</td>
<td>106</td>
<td>4.95</td>
<td>163</td>
</tr>
<tr>
<td>Dale et al 2015</td>
<td>53</td>
<td>1.41</td>
<td>61</td>
<td>1.41</td>
<td>62</td>
</tr>
<tr>
<td>Veale et al 2016</td>
<td>3.86</td>
<td>3.36</td>
<td>40</td>
<td>3.36</td>
<td>40</td>
</tr>
<tr>
<td>Tidele et al 2017</td>
<td>11.4</td>
<td>22.46</td>
<td>87</td>
<td>22.46</td>
<td>94</td>
</tr>
<tr>
<td><strong>Total</strong> (95% CI)</td>
<td>338</td>
<td>3133</td>
<td>350</td>
<td>100.0%</td>
<td>-0.16 [0.43, 1.16]</td>
</tr>
</tbody>
</table>

**Risk of bias legend**

(A) Random sequence generation (selection bias)
(B) Allocation concealment (selection bias)
(C) Binding of participants and personnel (performance bias)
(D) Blinding of outcome assessment (detection bias)
(E) Incomplete outcome data (attrition bias)
(F) Groups balanced at baseline (proportion bias)
(G) Reporting bias (reporting bias)
(H) Intention to treat analysis (treatment efficacy)

Figure 16. Outcomes of the examined studies for smoking.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Risk Ratio</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Events</td>
<td>Total</td>
<td>Weight</td>
<td>M.H. Random, 95% CI</td>
</tr>
<tr>
<td>Chen et al 2016</td>
<td>08</td>
<td>330</td>
<td>338</td>
<td>18.8%</td>
</tr>
<tr>
<td>Dale et al 2015</td>
<td>19</td>
<td>61</td>
<td>80</td>
<td>6.1%</td>
</tr>
<tr>
<td>Hawkes et al 2012</td>
<td>29</td>
<td>161</td>
<td>190</td>
<td>19.6%</td>
</tr>
<tr>
<td>Johnsen et al 2016</td>
<td>22</td>
<td>81</td>
<td>103</td>
<td>3.8%</td>
</tr>
<tr>
<td>Love et al 2014</td>
<td>3</td>
<td>24</td>
<td>27</td>
<td>2.6%</td>
</tr>
<tr>
<td>Redfern et al 2009</td>
<td>4</td>
<td>87</td>
<td>91</td>
<td>4.9%</td>
</tr>
<tr>
<td>Bechard et al 2003</td>
<td>4</td>
<td>53</td>
<td>57</td>
<td>21.9%</td>
</tr>
<tr>
<td>Tidele et al 2012</td>
<td>6</td>
<td>87</td>
<td>114</td>
<td>5.2%</td>
</tr>
<tr>
<td>Vennard et al 2012</td>
<td>77</td>
<td>155</td>
<td>192</td>
<td>19.9%</td>
</tr>
<tr>
<td>Vink et al 2017</td>
<td>0</td>
<td>17</td>
<td>17</td>
<td>19.7%</td>
</tr>
<tr>
<td>Zhang et al 2018</td>
<td>161</td>
<td>411</td>
<td>572</td>
<td>19.3%</td>
</tr>
<tr>
<td><strong>Total</strong> (95% CI)</td>
<td>1466</td>
<td>1459</td>
<td>100.0%</td>
<td>0.07 [0.05, 1.31]</td>
</tr>
</tbody>
</table>

**Risk of bias legend**

(A) Random sequence generation (selection bias)
(B) Allocation concealment (selection bias)
(C) Binding of participants and personnel (performance bias)
(D) Blinding of outcome assessment (detection bias)
(E) Incomplete outcome data (attrition bias)
(F) Groups balanced at baseline (proportion bias)
(G) Reporting bias (reporting bias)
(H) Intention to treat analysis (treatment efficacy)
**Figure 17.** Medication adherence for all trials.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Risk Ratio</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Events</td>
<td>Total</td>
<td>Weight</td>
<td>M, H, Random, 95% CI</td>
</tr>
<tr>
<td>Gilkin et al 2012</td>
<td>95</td>
<td>100</td>
<td>89</td>
<td>100 94.4%</td>
</tr>
<tr>
<td>Park et al 2012</td>
<td>60</td>
<td>100</td>
<td>97</td>
<td>100 9.6%</td>
</tr>
<tr>
<td>Pander et al 2014</td>
<td>94</td>
<td>100</td>
<td>88</td>
<td>100 9.3%</td>
</tr>
<tr>
<td>Khansari et al 2015</td>
<td>84</td>
<td>100</td>
<td>92</td>
<td>100 8.1%</td>
</tr>
<tr>
<td>Chow et al 2016</td>
<td>140</td>
<td>100</td>
<td>135</td>
<td>100 11.3%</td>
</tr>
<tr>
<td>Keral et al 2015</td>
<td>53</td>
<td>100</td>
<td>84</td>
<td>100 10.1%</td>
</tr>
<tr>
<td>Dale et al 2016</td>
<td>51</td>
<td>100</td>
<td>85</td>
<td>100 10.1%</td>
</tr>
<tr>
<td>Wor et al 2016</td>
<td>49</td>
<td>100</td>
<td>44</td>
<td>100 5.7%</td>
</tr>
<tr>
<td>Akkne et al 2016</td>
<td>70</td>
<td>100</td>
<td>68</td>
<td>100 5.5%</td>
</tr>
<tr>
<td>Yildiz et al 2017</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100 11.4%</td>
</tr>
<tr>
<td>Zheng et al 2018</td>
<td>81</td>
<td>100</td>
<td>93</td>
<td>100 10.4%</td>
</tr>
</tbody>
</table>

Total (95% CI) 1352 1358 180.0% 1.10 (0.98, 1.23)

Footnotes:
(1) Zheng et al 2015: Result (%) considered for Aspirin/Statin adherence only

**Figure 18.** Medication adherence for multiple treatment with SMS.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Risk Ratio</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Events</td>
<td>Total</td>
<td>Weight</td>
<td>M, H, Random, 95% CI</td>
</tr>
<tr>
<td>Gilkin et al 2012</td>
<td>95</td>
<td>100</td>
<td>89</td>
<td>100 94.4%</td>
</tr>
<tr>
<td>Park et al 2012</td>
<td>60</td>
<td>100</td>
<td>97</td>
<td>100 9.6%</td>
</tr>
<tr>
<td>Pander et al 2014</td>
<td>94</td>
<td>100</td>
<td>88</td>
<td>100 9.3%</td>
</tr>
<tr>
<td>Khansari et al 2015</td>
<td>84</td>
<td>100</td>
<td>92</td>
<td>100 8.1%</td>
</tr>
<tr>
<td>Chow et al 2016</td>
<td>140</td>
<td>100</td>
<td>135</td>
<td>100 11.3%</td>
</tr>
<tr>
<td>Keral et al 2015</td>
<td>53</td>
<td>100</td>
<td>84</td>
<td>100 10.1%</td>
</tr>
<tr>
<td>Dale et al 2016</td>
<td>51</td>
<td>100</td>
<td>85</td>
<td>100 10.1%</td>
</tr>
<tr>
<td>Wor et al 2016</td>
<td>49</td>
<td>100</td>
<td>44</td>
<td>100 5.7%</td>
</tr>
<tr>
<td>Akkne et al 2016</td>
<td>70</td>
<td>100</td>
<td>68</td>
<td>100 5.5%</td>
</tr>
<tr>
<td>Yildiz et al 2017</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100 11.4%</td>
</tr>
<tr>
<td>Zheng et al 2018</td>
<td>81</td>
<td>100</td>
<td>93</td>
<td>100 10.4%</td>
</tr>
</tbody>
</table>

Total (95% CI) 1352 1358 180.0% 1.10 (0.98, 1.23)

Footnotes:
(1) Zheng et al 2015: Result (%) considered for Aspirin/Statin adherence only
Figure 19. Medication adherence for target treatment only with SMS text message intervention.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Risk Ratio</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Events</td>
<td>Total</td>
<td>Events</td>
<td>Total</td>
</tr>
<tr>
<td>Gullin et al 2012</td>
<td>65</td>
<td>100</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>Park et al 2012</td>
<td>60</td>
<td>100</td>
<td>97</td>
<td>100</td>
</tr>
<tr>
<td>Panderet et al 2014</td>
<td>94</td>
<td>100</td>
<td>83</td>
<td>100</td>
</tr>
<tr>
<td>Khansari et al 2015</td>
<td>84</td>
<td>100</td>
<td>42</td>
<td>100</td>
</tr>
<tr>
<td>Chow et al 2016</td>
<td>146</td>
<td>252</td>
<td>150</td>
<td>250</td>
</tr>
<tr>
<td>Kan et al 2016</td>
<td>93</td>
<td>100</td>
<td>84</td>
<td>100</td>
</tr>
<tr>
<td>Dale et al 2016</td>
<td>51</td>
<td>100</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>Wang et al 2016</td>
<td>49</td>
<td>100</td>
<td>144</td>
<td>100</td>
</tr>
<tr>
<td>Akke-Z et al 2016</td>
<td>70</td>
<td>100</td>
<td>86</td>
<td>100</td>
</tr>
<tr>
<td>Widmaier et al 2017</td>
<td>160</td>
<td>100</td>
<td>160</td>
<td>100</td>
</tr>
<tr>
<td>Zhang et al 2018 (T)</td>
<td>61</td>
<td>100</td>
<td>90</td>
<td>100</td>
</tr>
</tbody>
</table>

Total (95% CI) 400 | 400 | 100.0% | 1.20 (0.66, 2.46) |

Heterogeneity Test: Q = 8.47, I² = 35.8%, P = 0.33

Footnotes: (1) Zheng et al. 2016: Result (%) considered for Aspirin+Statin adherence only

Figure 20. Medication adherence for treatment with non-sms intervention.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Digital Intervention</th>
<th>Usual Care</th>
<th>Risk Ratio</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Events</td>
<td>Total</td>
<td>Events</td>
<td>Total</td>
</tr>
<tr>
<td>Gullin et al 2012</td>
<td>65</td>
<td>100</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>Park et al 2012</td>
<td>60</td>
<td>100</td>
<td>97</td>
<td>100</td>
</tr>
<tr>
<td>Panderet et al 2014</td>
<td>94</td>
<td>100</td>
<td>83</td>
<td>100</td>
</tr>
<tr>
<td>Khansari et al 2015</td>
<td>84</td>
<td>100</td>
<td>42</td>
<td>100</td>
</tr>
<tr>
<td>Chow et al 2016</td>
<td>146</td>
<td>252</td>
<td>150</td>
<td>250</td>
</tr>
<tr>
<td>Kan et al 2016</td>
<td>93</td>
<td>100</td>
<td>84</td>
<td>100</td>
</tr>
<tr>
<td>Dale et al 2016</td>
<td>51</td>
<td>100</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>Wang et al 2016</td>
<td>49</td>
<td>100</td>
<td>144</td>
<td>100</td>
</tr>
<tr>
<td>Akke-Z et al 2016</td>
<td>70</td>
<td>100</td>
<td>86</td>
<td>100</td>
</tr>
<tr>
<td>Widmaier et al 2017</td>
<td>160</td>
<td>100</td>
<td>160</td>
<td>100</td>
</tr>
<tr>
<td>Zhang et al 2018 (T)</td>
<td>61</td>
<td>100</td>
<td>90</td>
<td>100</td>
</tr>
</tbody>
</table>

Total (95% CI) 400 | 400 | 100.0% | 1.03 (0.58, 1.81) |

Heterogeneity Test: Q = 7.72, I² = 15.8%, P = 0.28

Footnotes: (1) Zheng et al. 2016: Result (%) considered for Aspirin+Statin adherence only
Figure 21. Medication adherence treatment for all sms intervention.

### Risk of Bias in Included Studies

Table 2 provides a qualitative detail of the risk of bias assessment of the studies in the review. Proportion bias at baseline was reported in 16% (4/25) of the included studies as high risk. Intervention dropout was recorded in 32% (8/25) of the included studies at less than 10% of participants per study. Dropouts greater than 10% of study participants were recorded as high risk for treatment efficacy.

### Risk of Bias Across Studies

The results of the risk of bias across studies for each outcome are presented along with the meta-analysis (Figures 2-21). Outcomes are sparsely identified with low and unclear risks for the identified risk items.

### Additional Analysis

Results of the sensitivity analysis were included for the considered outcomes in Figures 13 and 14 and Figures 18-21. Sensitivity analyses proportionately conducted on outcomes to check the cumulative effects of the study population and intervention characteristics (eg, publication year, participant size, efficacy, and categories of treatment) on subgroups showed significant effects of interest in 2 outcomes as follows:

Food intake: Healthy diet targeted (Figure 13) treatment ($P = .004$) and unhealthy diet targeted (Figure 14) treatment ($P = .47$); medication adherence: medication adherence plus other risk factors (Figure 18) treatment ($P = .02$) and medication adherence treatment alone ($P = .11$), as shown in Figure 19.

### Discussion

#### Principal Findings

This study of digital technology interventions addressing clinical and behavioral risk factor modification in people with CVDs demonstrates that not all CVD lifestyle risk factor modifications are favored by the use of digital interventions. Digital technology intervention in cardiac patients was associated with improvements in TC, HDL, LDL, PA, PI, healthy diet, and medication adherence (all $P \leq .05$). However, there were no differences in intervention effects for BMI, TGs, BP (diastolic and systolic), blood sugar, alcohol intake, and smoking (all $P > .05$).

#### Behavioral Change Constructs and Digital Intervention Strategies

The mechanism of risk factor modification in the included studies is based on behavioral change constructs [43,44], which include self-management, feedback mechanisms, progress recording and tracking (monitoring), one-on-one or social support, persuasion, personalization (customization), reiteration, self-efficacy, and motivation. For this study, these constructs are commonly used in the study trials compared with other constructs in the literature, such as perceived risk and perceived benefits, incentives, and reimbursement (rewards), which are rarely used in the study trials.

The use of behavioral change constructs in combination with digital technologies in the study trials has revealed their successful application in individual behavioral risk factor modification [7]. The overall desired effect has been found in digital interventions alone (15 studies) when compared with digital plus usual care interventions (10 studies), giving support to out-of-clinic risk factor modification at the personal level [9].

From our results, the use of behavioral change constructs and digital intervention strategies largely relies on patients’ self-dependency (low- to moderate-risk CVD patients), and interventions that favored digital technologies were reported for all CVD populations but rarely for study trials on stroke and rarely for study trials on angina outpatients. An exception to this reliance was found in studies on medication adherence, which had been successfully self-managed with a digital intervention (SMS text messaging) - this informed advice-based instead of activity-based options for moderate-risk CVD outpatients in risk factor modification prescriptions. The effect
of mobile sensor technology using wearable devices was inconclusive as there was only one study that engaged this digital intervention in its trial (Table S4 in Multimedia Appendix 1).

**Clinical Outcomes**

There was no clinical benefit for BMI, TG, SBP, DBP, or HbA1c with the use of digital interventions compared with usual care intervention in the study trials. This finding suggests a form of association between clinical factors and unhealthy behavior modification using digital technologies, noting that these clinical factors are the main indicators of unhealthy behavior conditions such as obesity, hypercholesterolemia, hypertension, and diabetes.

However, an exception to these similarities is the significant effect of digital technology intervention on clinical factors such as TC, HDL, and LDL, which could only be inferred by their shared physiological response to regulations in and by healthy behavioral factors such as healthy diet and medication adherence from a lifestyle perspective [45]. This response was less impactful on TGs, which are stored lipids in fatty cells and though considered bad cholesterol like LDL, are less regulated by medication (eg, statin) as compared with diet [45]. Our findings suggest that this exception is not necessarily based on the application of behavioral change techniques or other change-effecting variables. This view is validated by the fact that BMI (an indicator of overweight) and HbA1c (an indicator of excess sugar), which are precursors for obesity and diabetes respectively as CVD risk factors, in association with unhealthy food intake appear to be not modifiable by digital technology interventions. Furthermore, we consider that the modification of LDL (bad cholesterol) by digital intervention might have been because of the positive inverse effect derived from the modification benefits of TC and HDL (good cholesterol) within each study population.

TC, HDL, and LDL modifications are associated with the use of cell phone devices in study trials. Behavior change techniques in TC, HDL, and LDL populations include self-reporting and self-recording of progress, one-on-one support, and persuasion. TC, HDL, and LDL study populations share commonly diagnosed CVDs and digital intervention strategies.

**Behavioral Outcomes**

PA trials are characterized by smartphones and cell phone devices in a 1:1 ratio. In order of preference, the use of intervention strategies is, first, telerehabilitation and online education, followed by online feedback (tele-support) and telemonitoring, and finally, SMS text messaging support by active coaching (20% of trials). PI (sedentary) trials revealed a higher population mean age, which suggests a close association with comorbidity and immobility among outpatients [46]; therefore, there is a need to tailor digital intervention treatment to patients’ level of engagement.

PA and PI have gained modification preferences and digital intervention effectiveness because of active participant engagement in 11 smartphone studies using tele-intervention (audiovisual) strategy, 2 cell phone studies engaging in active coaching (audio) strategy, and 6 cell phone studies using automated SMS text messaging support (text) strategy (in 19 studies). This finding suggests greater effectiveness of smartphones in audiovisual interventions compared with cell phones, indicating that cell phones might have gained usage (in medication adherence study trials) only because of their affordability and ease of use [44,47]. However, both audiovisual support and audio or text support appear to be efficient digital interventions for risk factor modification for PA; however, audio or text support only appears sufficient for PI modification.

Generally, PA (a healthy behavioral factor) has been viewed as a null to PI (sedentary; an unhealthy behavioral factor) effects in maintaining a healthy lifestyle. This view has been disapproved in the literature [48]. However, this disapproval has only been validated in a healthy population prospective study. More evidence is needed to validate this in a CVD population to elucidate the effectiveness of digital technology interventions for PI risk factor modification. Therefore, we consider that the modification of PI, just as in LDL, might have been because of the positive inverse effect of PA modification in the CVD populations reviewed.

Studies reporting effects on diet, alcohol consumption, and smoking share similar characteristics in behavioral change techniques, which include mostly social support and group discussion, followed by self-management, goal setting, follow-up, progress self-reporting and self-recording, and auto-reminders. Social support and group discussion, which are related to online support and online discussion, have been identified as activity-based behavioral change techniques in mental health management for diet, alcohol consumption, and smoking behavior modifications [49]. Interactivity (as a result of social support and group discussion) can, therefore, be affirmed as an effective factor in the behavior change technique of diet, alcohol consumption, and smoking on a digital platform. However, digital interventions for alcohol consumption and smoking behavior change show a weak effect in their modification when compared with conventional CVDs’ usual care interventions. There could be several reasons for this—first, social support and group discussions or interaction are less effectively accomplished compared with cell phone device interventions, which have no smart facial contact technology features but have gained wider usage in reviewed study trials because of their affordability and availability to participants in both risk factor studies. Second, digital technology interventions, from the trend seen in this study, appear to be effective in healthy behavior modification but less effective in attending to unhealthy behavior modification when compared with usual care: healthy dieting is physiologically linked to lipid regulation in the body [50], a strong basis for clinical factor (TC, HDL, and LDL) modification.

In addition, digital intervention effectiveness in TC, HDL, and LDL, as stated earlier, might also be largely linked to the positive pharmacological effect of medication adherence in study trials. Of the 6 studies on food intake (diet), unhealthy food intake (Figure 14) modification is not favored by digital intervention (P=.47); however, a healthy diet (Figure 13) shows a significant modification effect in favor of digital intervention (P=.004) when compared with usual care. This difference reveals significant alignment and potency of digital intervention
Medication adherence outcome from trials in this study was achieved only by the use of cell phones with SMS text messaging support strategy, in line with the findings of Palmer et al [51]. However, the effectiveness of smartphones is inconclusive, as only 1 trial is available in this study—this could be responsible for its limitation in maximizing change technique features, for example, telerehabilitation in medication adherence trials. Cell phones remain the most affordable and available [47] digital devices in medication adherence-targeted interventions compared with other behavioral factor interventions as they cut across all CVD types and engage behavioral change techniques based on cognition such as auto-support, auto-reminders, persuasion (iteration), goal setting, self-management, and customization (personalization).

Trials (Figure 19) that strictly targeted medication adherence outcome only, using an SMS text messaging strategy with a cell phone device, did not show a significant effect (P=.11) when collectively analyzed for digital intervention effectiveness. However, trials (Figure 18) with a similar strategy and device as the former but having multiple clinical and behavioral outcome treatments (analyzed with or without the previous trials) were significantly effective (P=.02) with the use of digital intervention compared with usual care. Non-SMS-administered medication adherence trials (Figure 20) did not favor digital intervention. In summary, these findings suggest the effectiveness of multiple clinical and behavioral outcome treatments when designing digital technology (SMS text messaging) interventions.

A few meta-analyzed results such as for smoking, LDL, BMI, and SBP were limited by high heterogeneity not fully explained (or not explained at all as for alcohol consumption and sedentary lifestyle with low included study counts) by study population or intervention characteristics. However, minor adjustments (exclusion of Chow et al [18], Widmer et al [8], and Redfern et al [33]) in the number of included studies toward increased homogeneity did not show a significant change from the initial treatment effect by either digital intervention or usual care.

The main intervention strategies in this study are automated SMS text messaging support (auto-reminder based on cognition which is largely accessible using cell phones in study trials), a feature supported by Kassavou et al [44]; and then online education and coaching, followed by telerehabilitation and telemonitoring, which were barely represented in analyses that favored digital intervention—representation might be because of limited access to smartphones based on the participants’ affordability or level of technological advancement or inclination at the time of the trial. A desirable device is the smartphone because it combines all operability features needed to attain desirable intervention outcomes by identifying behavioral change-specific strategies. However, a major limitation to the use of smartphones by the population age group in the study could be their level of comprehensibility [5].

Limitations

Although this collection of studies is evenly distributed on a global scale, no RCT study has been identified in Africa, where only cost-effective digital health programs have presently gained widespread use [47]. A high proportion of male to female patients would be considered a major limitation of participant inclusion in studies. However, this trend appears to be in resonance with quantitative analyses of CVD gender prevalence in the literature [4] and, therefore, may reflect disease prevalence rather than study design.

This study further reveals gaps in the application of emerging technologies (immersive media, eg, 3D animations and games, an ongoing trial by Gallagher et al [52]; big data technologies, eg, artificial intelligence applications; and user experience) in CVD risk factor modification using evidence-based RCT intervention studies on a digital device platform. Therefore, this study suggests the initiation of cutting-edge research in the field of emerging digital technologies.

Conclusions

This study shows that the use of digital technology interventions did not improve all CVD lifestyle risk factors compared with usual care interventions. Effective digital technology interventions appear to improve healthy behavioral factors (PA, healthy diet) and associated clinical outcomes (TC, HDL, and LDL), and were more potent in multiple outcome treatment (medication adherence plus) but were weak in abating unhealthy behavioral factors (smoking, alcohol intake, and unhealthy food intake) and their outcomes (BMI, BP, and HbA1c).

Cell phones are considered efficient digital devices for use with cognitive intervention strategies and have been most widely studied; however, smartphones may have advantages because of additional interaction features. This study was not able to analyze cutting-edge technology (such as immersive media technologies) as the data do not exist or are not reported. Newer immersive media technologies, therefore, warrant further study. Further RCT research is deemed necessary to consolidate the use of digital technology interventions, especially in CVD risk factors (eg, diabetes), with fewer RCT studies.
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Abstract

Background: There is increasing interest in reusing person-generated wearable device data for research purposes, which raises concerns about data quality. However, the amount of literature on data quality challenges, specifically those for person-generated wearable device data, is sparse.

Objective: This study aims to systematically review the literature on factors affecting the quality of person-generated wearable device data and their associated intrinsic data quality challenges for research.

Methods: The literature was searched in the PubMed, Association for Computing Machinery, Institute of Electrical and Electronics Engineers, and Google Scholar databases by using search terms related to wearable devices and data quality. By using PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines, studies were reviewed to identify factors affecting the quality of wearable device data. Studies were eligible if they included content on the data quality of wearable devices, such as fitness trackers and sleep monitors. Both research-grade and consumer-grade wearable devices were included in the review. Relevant content was annotated and iteratively categorized into semantically similar factors until a consensus was reached. If any data quality challenges were mentioned in the study, those contents were extracted and categorized as well.

Results: A total of 19 papers were included in this review. We identified three high-level factors that affect data quality—device- and technical-related factors, user-related factors, and data governance-related factors. Device- and technical-related factors include problems with hardware, software, and the connectivity of the device; user-related factors include device nonwear and user error; and data governance-related factors include a lack of standardization. The identified factors can potentially lead to intrinsic data quality challenges, such as incomplete, incorrect, and heterogeneous data. Although missing and incorrect data are widely known data quality challenges for wearable devices, the heterogeneity of data is another aspect of data quality that should be considered for wearable devices. Heterogeneity in wearable device data exists at three levels: heterogeneity in data generated by a single person using a single device (within-person heterogeneity); heterogeneity in data generated by multiple people who use the same brand, model, and version of a device (between-person heterogeneity); and heterogeneity in data generated from multiple people using different devices (between-person heterogeneity), which would apply especially to data collected under a bring-your-own-device policy.

Conclusions: Our study identifies potential intrinsic data quality challenges that could occur when analyzing wearable device data for research and three major contributing factors for these challenges. As poor data quality can compromise the reliability and accuracy of research results, further investigation is needed on how to address the data quality challenges of wearable devices.

(JMIR Mhealth Uhealth 2021;9(3):e20738) doi:10.2196/20738
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Introduction

Emerging Biomedical Data—Person-Generated Wearable Device Data

With the recent movement toward people (patient)-centered care and the widespread routine use of devices/technologies, person-generated health data (PGHD) have emerged as a promising data source for biomedical research [1]. A survey conducted in 2019 reported that 38% of Americans currently use technologies such as mobile apps or wearables to track their health data, and 28% have used them in the past [2]. Examples of PGHD include data collected passively through sensors, such as step count, heart rate, and sleep quality; data entered directly by people, such as diet, stress levels, and quality of life; and social or financial information that is not specifically health related but could potentially provide health-related insights [3]. Among the different PGHD, data generated through wearable devices are unique in that they are passively, continuously, and objectively collected in free-living conditions; such data are different from those generated through other technologies that require the manual input of data (eg, dietary tracking mobile apps) [4-7]. Therefore, person-generated wearable device data are becoming a valuable resource for biomedical researchers to provide a more comprehensive picture of the health of individuals and populations.

Use of Person-Generated Wearable Device Data for Research Purposes

There are two ways to use wearable device data for research purposes. Typically, researchers collect wearable device data for a specific research by recruiting eligible participants and asking them to use the device for a certain period. For example, Lim et al [8] issued Fitbit devices to 233 participants and asked them to use the device for 5 days. Collecting data with this traditional method can be beneficial in that people can collect data that fits their needs, but it can be costly to recruit and follow a large number of participants for an extended period.

Researchers can also reuse existing data, which is a timely and cost-effective way to conduct research. Previous studies have used existing wearable device data collected for other research studies for their own research [8,9]. For example, McDonald et al [9] used a data set collected as part of the SingHEART/Biobank study to investigate the association between sleep and body mass index. In addition, Cheung et al [10] used data collected from a study by Burg et al [11] to develop a novel methodology to reduce the dimension of data while maintaining core information.

More recently, real-world wearable device data collected through routine use of devices have been reused for research purposes [7,12,13]. For example, the All of Us research program, which is the precision medicine initiative launched by the National Institutes of Health (NIH), initiated a Fitbit Bring-Your-Own-Device project, which allows participants to connect their Fitbit account to share data, such as physical activity, sleep, and heart rate [14]. In addition, multiple studies have shown the potential of routinely collected wearable device data for use in large-scale longitudinal multinational studies. Menai et al [15] used Withings Pulse activity tracker data of 9238 adults from 37 countries collected from 2009 to 2013 to examine the association between step counts and blood pressure. Kim et al [16] used data of more than 50,000 individuals from 185 countries collected over a month, with nearly 17 million measurements generated by Nokia Health Wireless blood pressure monitors to characterize blood pressure variability. These studies underscore the potential secondary uses of person-generated wearable device data for generating health insights from large real-world population that might not have been possible using traditional methods of data collection. Furthermore, the studies demonstrate how wearable device data add value by expanding the scope of biomedical research that can be conducted, which would not have been feasible if relying on electronic health record (EHR) data alone.

Data Quality Challenges in the Use of Person-Generated Wearable Device Data

Data used in research studies, even data originally collected to support research, may not meet the ideal level of quality [13,17,18]. For instance, data collected daily through consumer wearables are meant to be used for routine use of devices rather than for research. Therefore, although the quality of collected data may be sufficient for an individual’s health management, it may be insufficient for research purposes. Hicks et al [19] presented the best practices for reusing large-scale consumer wearable device data that were collected through routine use. The study describes challenges with data quality, such as missing data or inaccuracy of sensor data, as these data are collected from individuals through their daily use of wearables (not through a research study). Thus, as recommended for the use of any data set, the study recommends assessing the quality of wearable device data set before conducting research. Once the research question and data set to be analyzed are identified, it is important to assess its fitness-for-use to ensure that it would produce valid analytical results that answer the research question [19].

There have been previous efforts to understand the data quality challenges for wearable device data. For example, Codella et al [7] identified the data quality dimensions that influence the analysis of PGHD. The concerns and expectations of PGHD stakeholders were identified through a literature review and mapped to the relevant data quality dimensions of an established framework [7]. However, the review does not systematically provide the steps of how they screened and selected the literature and what information they extracted within the studies. Another systematic review by Abdolkhani et al [20] identified factors influencing the quality of medical wearable device data and their corresponding dimensions from the literature. However, this review did not include literature on data from nonmedically approved wearables (eg, consumer wearable devices). As such, there is a research gap in understanding data quality challenges.
that arise from consumer wearables, specifically those from passively collected data, as there might be unique quality challenges associated with these types of data.

Objectives
While assessing data quality, having a full understanding of the types of data quality challenges and the factors associated with them can be useful in implementing additional analytic procedures to ameliorate potential negative impacts or false conclusions. However, one of the barriers is that there is a lack of studies investigating the data quality challenges of wearable device data specifically for research purposes. Therefore, this study aims to (1) identify factors influencing the quality of person-generated wearable device data and potential intrinsic data quality challenges (data quality in its own right or, in other words, data quality challenges inherent to the data itself) for research, and (2) discuss implications for the appropriate use of person-generated wearable device data for research purposes based on the findings [21].

Methods
Data Sources and Search Strategy
We performed a rapid review following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines. The literature search was conducted in four scholarly databases (PubMed, Association for Computing Machinery [ACM] Digital Library, Institute of Electrical and Electronics Engineers [IEEE], and Google Scholar) in June 2019. In PubMed, we used a combination of MeSH terms and keywords related to wearable devices and data quality. Terms related to mobile health were not searched because they include mobile apps or telemedicine, although the scope of this review focused specifically on passively collected data through wearable devices. The search results were limited to studies published within the past 5 years, studies conducted with human species and studies written in English language. The search was limited to 2014 onward because the characteristics of devices may change with advances in technologies, and this may result in changes in data quality challenges. Thus, the search was focused on recent publications using the year with the largest increase in the emergence of new consumer fitness trackers as a heuristic cutoff for determining recent studies [12]. The publications were sorted by best match, which is appropriate for searching studies that meet the informational needs on a topic [22].

In the ACM Digital Library and IEEE Xplore Digital Library, we used a query that combined search terms related to data quality and wearable devices. The search results were limited to studies published since 2014. To complement the search results from the 3 scholarly databases, we performed an additional literature search on Google Scholar. In total, 4 searches were conducted using different queries. The search excluded patents and citations, examined studies published since 2014, and sorted the results by relevance. Although all of the search results were reviewed for other scholarly databases, only the first 100 results for each of the 4 queries in Google Scholar were reviewed. To prevent the filter bubble effect, which customizes search results based on the search history of users, Google accounts were logged out when conducting the literature search [23]. The full query used in each database can be found in Table S1 in Multimedia Appendix 1.

Literature Selection
Inclusion criteria were as follows: (1) papers that contained content on the data quality of wearable devices or sensor data; (2) papers that demonstrated the scope of wearable devices, including devices such as fitness trackers, sleep monitors, continuous glucose monitors, and remote blood pressure trackers; (3) papers on research-grade and consumer-grade devices; and (4) not only peer-reviewed studies, but also conference proceedings and book chapters to expand the search space.

Although smartphones can passively collect health data, studies that exclusively focused on smartphones were excluded, as they are not worn on the body. In addition, as we were interested in passively collected person-generated wearable device data being used for research, studies were excluded if (1) the study was on wearable device data that were generated by providers in a clinical setting (eg, device being used for clinician or surgical training), (2) the study was on wearable device data being used for clinical care of patients, and (3) the study was on data that were manually recorded (eg, food logging by user). Device validation studies such as testing the accuracy, reliability, or validity of the device were also excluded, as those studies were about testing the accuracy of the device rather than conducting analyses on data.

One reviewer (SC) screened the retrieved literature based on the title and abstract. After filtering based on titles and abstracts, the full text of the remaining studies was reviewed based on the same selection criteria by two reviewers (SC and KN). The reviewers discussed any discrepancies to reach a consensus on the final set of studies. The literature selection process was conducted using Covidence (Veritas Health Innovation), which is a web-based systematic review production tool.

Data Extraction and Categorization
Overall, two reviewers (SC and KN) examined the papers to extract sentences about the factors affecting data quality. Although our focus was on wearable device data, sentences that apply to both mobile app and wearable device data were extracted as long as the content did not exclusively apply to mobile app data. The reviewers extracted the sentences and annotated the relevant factors. In addition, intrinsic data quality challenges associated with those factors were extracted if any were mentioned. Microsoft Excel was used to manage qualitative data. Codes were assigned to phrases that indicated factors influencing data quality by 1 reviewer (SC). Coded concepts were reviewed, and semantically similar concepts were consolidated into the same category. The categories were iteratively refined to derive core categories. The categories were then iteratively reviewed by domain experts (one data quality expert [KN] and one wearable device expert [IEI]) to refine and validate the results. Domain experts commented on whether they agreed with the categorization and names used for each category. The discussion continued until a consensus among the reviewers and domain experts was reached.
Results

Literature Search and Selection Results
A total of 1290 publications were retrieved for screening. Among the retrieved publications, 139 duplicates were removed, leaving 1151 unique publications to be screened by title and abstract. The screening of titles and abstracts resulted in 131 studies after removing 1020 publications that did not meet the eligibility criteria. The full texts of the remaining 131 publications were reviewed. After removing 112 irrelevant publications, 19 studies remained. The literature selection process is depicted in Figure 1, and a summary of the included studies can be found in Table S2 in Multimedia Appendix 1.

Figure 1. Flow diagram of the literature selection process. ACM: Association for Computing Machinery; IEEE: Institute of Electrical and Electronics Engineers.

Data Extraction and Categorization Results
Some extracted sentences were specifically related to wearable device data. For instance, sentences within a study by Wright et al [24] describe the challenges associated with using consumer fitness trackers in biomedical research:

*The algorithms used in consumer physical activity monitors to determine steps taken, distance traveled, and energy expenditure are typically not shared with researchers due to proprietary concerns.*

On the other hand, there were sentences that could apply to both wearable devices and mobile apps. For example, Bietz et al [25] examined data quality challenges of routine use of devices data and explicitly stated the challenges that researchers face:

*Researchers also reported being concerned with the kinds of data they may get from companies, including the lack of standardization, potential problems with proprietary algorithms, and that most of the consumer-level health devices have not gone through a validation process.*

Not all concerns regarding wearable device data were extracted from these studies. For example, Bietz et al [25] mentioned selection bias, which was not extracted, as we believe that bias is not an intrinsic data quality challenge but is a byproduct of data quality and a universal challenge to research design:

*A related concern is the potential bias in PGHD that derives from who uses personal health devices and who does not.*

After 5 iterations of categorizing the factors influencing data quality with domain experts, 3 broad categories emerged, which are summarized in Textbox 1. The mappings between the factors and the intrinsic data quality challenges are presented in Table 1.
**Textbox 1.** Factors influencing data quality and the themes identified in selected literature.

### Device- and technical-related factors
- **Hardware issues [26-28]**
  - Malfunction [26,29-32]
  - Quality of sensor [3,7,24,32-34]
  - Sensor degradation over time [27]
  - Device update makes older models outdated [24]
  - Limited storage space [32]

- **Software issues [24,25,27,29,34,35]**
  - Quality (accuracy) of algorithm [7,31,33]
  - Proprietary algorithm or system [25,27,29,35]
  - Wearable device companies change and update their algorithms [24]
  - Software updates may change settings to default setting or affect data [34]

- **Network and Bluetooth issues [29-31,34,36]**
  - Lost satellite connection [29,30,32,34,36]
  - Delay and error in synchronization and data upload [29,30,34,36]

### User-related factors
- **User nonwear [7,24,26,30,33,34,36]**
  - Forget to wear [26,33]
  - Nonwear during battery charging [7,24,30,34,36]
  - User’s health condition prevents device use [30]
  - Discomfort of wearing the device [7,24]
  - Unsatisfied with the appearance of device [30]
  - User’s lifestyle or not wearing for certain everyday activities [30]
  - Concerns over privacy and security of data [30]
  - Poor usability experience [30]

- **User error [27,29-31,33,34,37]**
  - Device not synced by users [29]
  - Poor calibration of the device [37]
  - Quality of skin contact [34]
  - Misplacement of device on the body [24,27,34]

### Data governance-related factors
- **Lack of standardization [3,7,25,33,34,38]**
  - No industry standards for data formats, range of values, and sample rates [34,38-40]
  - Different devices use different algorithms for the same variable [3,7,38]
  - Different type or placement of sensors on the body for the same variable [37]
  - Different data definition for the same variable [7,33]
User-related factors

- User nonwear [7,24,26,30,33,34,36]
- User error [27,29-31,33,34,37]

Data governance-related factors

- Lack of standardization [3,7,25,33,34,38]

---

**Factors Affecting the Quality of Person-Generated Wearable Device Data**

**Device- and Technical-Related Factors**

Device- and technical-related factors consist of issues related to (1) hardware, (2) software, and (3) network and Bluetooth. Issues related to hardware include sensor malfunction [26,29-32], the quality of sensors [3,7,24,32-34], and sensor degradation over time [27]. For instance, companies continuously upgrade their devices, which means that older models are outdated and may no longer be supported by the company [24]. This may affect studies that are interested in longitudinal data, as discontinued device support may lead to incomplete data [24].

There are several issues with software or algorithms used to interpret raw sensor data [24,25,27,29,34,35]. One major issue is that consumer wearables use proprietary algorithms for their devices [25,27,29,35]. Thus, it is difficult to know if or when consumer wearable companies change and update their algorithms [24]. The lack of transparency regarding the timing and impact of software change can impact data consistency between participants who have data from different periods and also between data from the same participant collected longitudinally [24].

Network and Bluetooth problems can also affect the data quality of wearable devices. Lack of wireless signals or lost satellite connections can cause errors and delays in capturing, synchronizing, and uploading the data [29,30,34,36]. In addition, the location tracking function might stop working when the user is in a building with poor satellite connection, which could lead to missing data problems [30].

**User-Related Factors**

A primary user-related factor is not wearing the device (nonwear time) [7,24,26,30,33,34,36]. Missing data that occur from nonwear is a major limitation to the accuracy of estimates derived from wearables because the pattern of missingness in these instances is often not at random (ie, missing not at random), which has implications for inferences that can be made based on these estimates [41,42]. Another user-related factor is incorrect use by users. For instance, researchers conducting time-sensitive studies should keep in mind that automatic time zone updates may fail, and users may forget to manually update or synchronize their time zone when traveling [29].

**Data Governance-Related Factors**

Data standard is an essential deliverable of data governance that can not only affect the comparability between data systems but can also influence the researcher’s ability to make reliable inferences from data [43]. However, wearable device data, more specifically consumer-grade wearables, are rarely standardized to interoperate with clinical systems, as such devices are developed for consumer use rather than research or clinical practice [44]. Lack of standardization can cause significant heterogeneity across data from different device brands (eg, Fitbit vs Garmin) or different models within the same brand (eg, Fitbit Charge 3 and Fitbit Inspire) and more broadly across individuals and different clinical centers. As a result, it might be difficult for researchers to integrate data sets and make a direct comparison between the analysis results from different device data [3,7,25,33].

**Intrinsic Data Quality Challenges of Person-Generated Wearable Device Data**

One of the goals of this study was to identify potential data quality challenges when reusing data from the routine use of devices for research purposes. However, because of the lack of literature on the reuse of wearable device data, data quality challenges for research in general have been investigated. As a result of the review, three intrinsic data quality challenges were identified—completeness, correctness, and heterogeneity. Missing data were indicated as challenges occurring because of device malfunction, lost satellite connection or synchronization error, users not wearing the device, and devices unstably contacting the skin [7,26,30,34,36]. Incorrect data, which were more frequently stated as inaccurate data in studies,
Factors associated with data quality problems were classified into 3 main categories; however, the authors realized that the identified factors were highly connected to each other, and thus, the categorization could be subjective. For example, limited battery life is a device-related feature, but as a low battery level could make the user take off the device to charge the device, it was classified as a user-related factor. In addition, the proprietary algorithm of devices can be a data governance-related factor as proprietary algorithms lead to heterogeneity in multidevice data due to lack of data standards. However, the proprietary algorithm of devices was classified as a device-related factor because algorithms are part of the device and can produce data heterogeneity in single-device data as well. Despite the subjective nature of this work, three researchers iteratively refined the categories until a consensus was reached. As this is an early attempt to investigate data quality challenges for wearable device data, the authors expect this categorization to be refined in the future as researchers start to apply this framework while assessing data quality.

**Implications and Recommendations for Researchers**

**Summary of Recommendations for Researchers**

Our study results indicate that a multitude of intrinsic data quality challenges exist for person-generated wearable device data, and we summarize the factors that underlie these challenges. We report completeness, correctness, and heterogeneity of data as the 3 primary concerns for researchers looking to conduct research using data from wearable devices. The implications and recommendations provided in this section are derived from the authors’ domain expertise and are based on existing literature both within and outside this review. A summary of the recommendations is presented in Textbox 2.

**Textbox 2. Summary of intrinsic data quality challenges and recommendations for researchers.**

<table>
<thead>
<tr>
<th>Completeness</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Report the definition of completeness used in research studies.</td>
<td></td>
</tr>
<tr>
<td>• Best practices on fitness-for-use measures for data completeness should be investigated.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Correctness</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Community effort to create a knowledge base of data quality rules is needed.</td>
<td></td>
</tr>
<tr>
<td>• Identify methods or external data sources that would help researchers retrospectively assess the plausibility of their data set.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Heterogeneity</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Data providers should collect metadata on which device brand, model, and software version the data are generated from.</td>
<td></td>
</tr>
<tr>
<td>• Researchers should check these metadata before conducting analyses and report it when publishing study results.</td>
<td></td>
</tr>
</tbody>
</table>

**Data Completeness**

Completeness is one of the major data quality challenges for wearable device data, mainly because users do not wear the device. Completeness is also a complex challenge, as various considerations need to be made by researchers to assess it. First, researchers need to determine how they would distinguish between true inactivity and device nonwear. This is especially the case for step count data, as missing data are unique in that they could appear as null values (eg, because of error in the device) or appear as zeros if the device is not worn. This is a challenge, as the cause of zero values (eg, nonwear, sedentary behavior, connectivity issue) is typically not documented, especially if the device is routinely used in daily lives. Previous studies have defined nonwear time with various thresholds for inactivity (zero count of activity) periods ranging from 10 to 60 minutes [47,48]. As different definitions of nonwear time may significantly change the total wear time per day and analysis results, reporting what threshold was used would be an important step for researchers [47].
In addition, there are multiple measures to consider when assessing data completeness among which one is valid day—a day with sufficient data that can be kept for analyses [49]. Tang et al [49] proposed three heuristic criteria for valid days: (1) minimum step count (eg, a day is valid if the daily step count is greater than 500), (2) the minimum count of hours with data (eg, a day is valid if there are 10 hours of data each with at least one step), and (3) 3-a-day (eg, a day is valid if there is data within 3 periods of the day).

In the past, research-grade devices did not have the capacity to collect data over time, but with the advent of newer devices that can collect data longitudinally over several months and years, concepts of valid week or valid month have been introduced. Researchers should question, for example, how many valid days per week or month is sufficient for their specific analysis; whether valid days, weeks, or months should be consecutive and for how long; or whether valid data should be regularly occurring rather than having long-term gaps in between valid data points. All these are fitness-for-use measures unique to person-generated wearable device data, which means that depending on the research question and data type involved, the definitions for valid days, weeks, and months may differ or may not be required. The large number of potential research questions and different data types makes a one-size-fits-all approach infeasible for data completeness and suggests the need to investigate fitness-for-use measures that apply to person-generated wearable device data. Furthermore, explicitly stating the completeness definitions used in the analyses would benefit future researchers in reproducing the work. As data completeness is complex in nature, further work to assist the assessment of data completeness would alleviate the burden on researchers.

Data Correctness

Checking the correctness of data values is another quality-related challenge, as it is impossible to retrospectively identify the correct value. This is especially the case for data generated through the routine use of wearable devices because it is unlikely that a gold standard data set would exist. One approach to circumvent this challenge might be to identify outliers that are against common sense and rules for plausibility based on published values in the literature. An example rule would be that there should be no steps counted during sleep mode. The fact that researchers are currently using ad hoc rules can lead to inconsistencies and difficulty in replicating studies. Thus, a community effort to create a knowledge base for data quality rules would be beneficial to researchers because creating data quality rules is time consuming and heavily dependent on domain experts. Another indirect method to speculate data correctness would be to assess the concordance of user input data, such as age, gender, height, and weight, with another data source such as the EHR. It is known that incorrect user input while setting up the device may result in incorrect data values, as there are variables calculated based on input (eg, calorie expenditure) [50]. If the demographic data recorded in the wearable device and the EHR agree with each other, we can at least be assured that the data values were calculated based on a trustable user input. This is an important step for those who are interested in using both wearable device data and EHR data in their study.

Data Heterogeneity

Through this review, the authors found that heterogeneity of data exists at three levels—single-person data (a data set generated by a single person), single-device data (data set generated by multiple people who use the same brand, model, and version of device; eg, a data set consisting of data generated from Fitbit Charge HR), and multidevice data (a data set generated by multiple people who use diverse brands, models, and versions of devices, eg, data set consisting of data generated from Fitbit Charge HR, Fitbit Alta HR, Withings Steel HR Sport, Apple Watch Series 3, etc). Figure 2 depicts the three levels of data heterogeneity.

In single-person data, a change in algorithms over time may produce within-person heterogeneity [24]. For single-device data, there would be between-person heterogeneity, as data are collected from multiple people at different periods, where different versions of algorithms can be used across people depending on the period of data collection [24]. Even if data...
are collected in the same period, heterogeneity could exist if the software is updated at different time points across individuals. In this setting, both between-person and within-person heterogeneity can occur simultaneously. For multidevice data, the heterogeneity increases even more because of the different proprietary algorithms used for different devices. There would be between-person heterogeneity across data from individuals using different devices in addition to the between-person heterogeneity across data from individuals using the same device and within-person heterogeneity across data from different time points within the same person. This would especially be a concern for data sets collected under a bring-your-own-device policy, as individuals would provide data from different device brands, models, and different periods. Thus, it is recommended that data providers collect metadata on which device brand, model, and software version the data are generated from, and researchers should check this metadata before conducting their analyses. It would also be a good practice to report these data when publishing study results so that they could be compared with other studies [51,52].

Through the literature review process, we found that there is a lack of studies that thoroughly investigate the data quality challenges of person-generated wearable device data, especially for research purposes. Although the current literature describes the existence of data quality problems, it rarely elaborates on how the data quality metrics were defined or how the data quality problems of wearable device data were assessed. For large-scale, routinely collected wearable device data that are commonly used for biomedical research, further studies are needed to deeply understand the data quality challenges for wearable device data and provide guidance to researchers.

Limitations

One limitation of this study is that only one researcher went through the process of screening the title and abstract of studies. Therefore, the selection of literature could have been subjective in the initial phase of screening, and there is the possibility that some factors or challenges were not extracted because of potential biases in selecting the literature. However, the reviewer followed the systematic, a priori–defined selection criteria and data extraction rules to ensure consistency and reproducibility [53]. Although the initial screening of the literature was performed by a single author, other activities such as full-text screening, determining search queries, and categorizing extracted data were conducted by multiple authors. Another limitation is that although we excluded device validation studies in our review, these studies may mention factors affecting data quality for research. However, our full-text screening contained a few device validation studies, and we did not find unique information that was not captured from the final list of 19 studies.

Conclusions

The goals of this review were to (1) summarize the factors associated with data quality reported in the literature with respect to passive data collection methods using wearable devices, (2) identify data quality challenges of wearable device data, and (3) deduce implications on data quality challenges for using data for research purposes. With this goal in mind, we identified three categories—namely device- and technical-related, user-related, and data governance-related factors—along with the associated data quality problems mentioned in the literature—namely completeness, correctness, and heterogeneity. In the case of the secondary use of data, knowing the factors may not directly help researchers, as most of the problems cannot be retrospectively amended. However, the value of this study is that it facilitates the understanding of the potential causes of data quality challenges, which is a complex and time-consuming process that requires thorough discussions among domain experts, analysts, and researchers [45,54]. Moreover, it could guide the application of appropriate analytical procedures to mitigate the negative impact on analytic results. Our review provides some insight into potential data quality problems, such as the incorrectness, incompleteness, and heterogeneity of data. However, further work is required to gain a deeper understanding of each challenge, to investigate if there are any other existing challenges that have not been discovered in the literature, and to provide guidance on data quality assessments for person-generated wearable device data.
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Abstract

Background: This study presents a new approach to measure and analyze the walking balance of humans by collecting motion sensor data in a smartphone.

Objective: We aimed to develop a mobile health (mHealth) app that can measure the walking movements of human individuals and analyze the differences in the walking movements of different individuals based on their health conditions. A smartphone’s motion sensors were used to measure the walking movements and analyze the rotation matrix data by calculating the variation of each xyz rotation, which shows the variables in walking-related movement data over time.

Methods: Data were collected from 3 participants, that is, 2 healthy individuals (1 female and 1 male) and 1 male with back pain. The participant with back pain injured his back during strenuous exercise but he did not have any issues in walking. The participants wore the smartphone in the middle of their waistline (as the center of gravity) while walking. They were instructed to walk straight at their own pace in an indoor hallway of a building. The walked a distance of approximately 400 feet. They walked for 2-3 minutes in a straight line and then returned to the starting location. A rotation vector in the smartphone, calculated by the rotation matrix, was used to measure the pitch, roll, and yaw angles of the human body while walking. Each xyz-rotation vector datum was recalculated to find the variation in each participant’s walking movement.

Results: The male participant with back pain showed a diminished level of walking balance with a wider range of xyz-axis variations in the rotations compared to those of the healthy participants. The standard deviation in the xyz-axis of the male participant with back pain was larger than that of the healthy male participant. Moreover, the participant with back pain had the widest combined range of right-to-left and forward-to-backward motions. The healthy male participant showed smaller standard deviation while walking than the male participant with back pain and the female healthy participant, indicating that the healthy male participant had a well-balanced walking movement. The walking movement of the female healthy participant showed symmetry in the left-to-right (x-axis) and up-to-down (y-axis) motions in the x-y variations of rotation vectors, indicating that she had lesser bias in gait than the others.

Conclusions: This study shows that our mHealth app based on smartphone sensors and rotation vectors can measure the variations in the walking movements of different individuals. Further studies are needed to measure and compare walking movements by age, gender, as well as types of health problems or disease. This app can help in finding differences in gait in people with diseases that affect gait.

(JMIR Mhealth Uhealth 2021;9(3):e24194) doi:10.2196/24194
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Introduction

Human balance is achieved and maintained by a complex set of human sensorimotor and musculoskeletal systems that control vision, proprioception, vestibular function, muscle contraction, and others. Multiple factors such as psychological factors, injury, or disease can affect these components [1]. Postural balance is commonly used for measurement in healthy and pathological participants and is used for diagnosing disorders related to the nervous system [2], such as ataxia [3], cognitive deficits [4-6], Parkinson disease [7,8], vision problems [9], Alzheimer [4], and so on. Walking balance is also a good method for measuring human postural balance, as it requires the coordinated use of the visual, vestibular, and musculoskeletal systems [10]. Walking balance can become less stable and can fluctuate if an individual has experienced a stroke [11] or a lower limb or back injury [12] due to fragile biomechanical structures in the sensorimotor and musculoskeletal systems that influence how the human body moves while walking [13,14].

Mobile health (mHealth) supports methods that measure physical activities [15] such as measuring human balance and stability by using gravity, linear acceleration, and orientation [16,17]. Moreover, in previous mHealth research, smartphones have been used to support the diagnosis of diseases related to human balance, such as Parkinson disease [18]. However, those studies did not fully utilize smartphone sensors even though smartphones have multiple physical and software sensors. Those studies have also not considered the previous steps even though human steps affect the next step. Additionally, the x, y, and z axes of the motion sensors should be analyzed to obtain a detailed understanding of the human walking movement.

Our study introduces a new method to measure the walking balance by using motion sensors in a smartphone to determine the rotation vector. The rotation vector provides the pitch, roll, and yaw angles in the smartphone. We can, therefore, measure the pitch, roll, and yaw angles of the human body while walking by using the smartphone worn around the body waistline. Data were collected from 1 healthy female, 1 healthy male, and 1 male with back pain wearing the smartphone while walking. The male experiencing back pain injured his back during exercise but he did not have any issues walking. His back pain was confirmed by his doctor’s note.

We developed an mHealth app to record and analyze the sensor output in the smartphone while participants walk. Pitch, roll, and yaw angles were extrapolated from the recorded sensor data, and a model was created to compare the differences in the walking balance among the participants. We used the ggplot2 graphics package in R programming language to create the visualizations.

Methods

Implementation of the mHealth App

The mHealth app was developed to measure and record rotational data in real time by using an Android smartphone’s motion sensors. Figures 1-7 show the mHealth app in use to gather the sensor data. The app was programmed for Android mobile platforms with software development kits greater than 21 using Android Studio [19]. This research used the app on the default settings of the Samsung Galaxy S8 [20] with Android 7.0 mobile operating system. The code is written in Java using the Android application programming interface [21]. This app uses the Android sensor framework to access sensor data as part of the hardware package that consists of 3 classes and 1 interface. The classes are SensorManager, Sensor, and SensorEvent. SensorManager accesses the device’s sensors, Sensor obtains the list of available sensors, and SensorEvent creates the sensor object that includes the raw sensor data. The interface, SensorEventListener, receives notifications when a sensor value or accuracy changes [22].

Sensors used in this app include the gyroscope, accelerometer, gravity, and magnetic sensors. The gravity and magnetic sensors are used to calculate the rotation matrix using the getRotationMatrix method, which belongs to the SensorManager class [23]. Raw sensor data visualizations are created using the Androidplot library [24]. The collected sensor data are stored in an SQLite database [25]. Two comma-separated value files are created from the saved participant information and sensor values. These files are saved on the device for further data analysis. Figure 1 shows the main fragment in the mHealth app. In the main fragment, the mHealth obtains the participant’s status such as any pain (back, leg, head, etc), any medication in the last 3 days, any problems walking, concussion experience, gender, race/ethnicity, height, and weight. After touching the “SUBMIT” button in the main fragment, the mHealth app proceeds to the fragment shown in Figure 2. After selecting the “START” button (Figure 2), mHealth changes the fragment to Stop Fragment, as shown in Figure 3. Then, the participant walks straight forward for 2-3 minutes and then returns to the starting location. After the participant returns to the starting location, the participant touches the “STOP” button, as shown in Figure 3. The walking data are recorded between the time of selecting the “START” button (Figure 2) and the time of selecting the “STOP” button (Figure 3). After touching the “STOP” button, an administrator opens the widget in the mHealth app (Figure 4) to save the data by swiping from left to right on the smartphone screen. The “Admin” button (Figure 4) is used to save the recorded walking data. When selecting the “Admin” option (Figure 4), the mHealth app moves to the Save Fragment. There is 1 checkbox (Figure 5) to confirm whether the walking data are valid or not. The checkbox is for indicating whether the test was invalidated by an interruption or an unexpected event during recording. By selecting the “SAVE” button (Figure 4), the data are saved to an SQLite database and a comma-separated value file on the local disk. The mHealth app has several functions to analyze the raw data in real time. By selecting functions such as “Metrics,” “Accelerometer,” and “Gyroscope” (Figure 4), the mHealth app displays the current status of the raw data, as shown in Figure 6 and Figure 7. Figure 6 shows the current accelerometer, gyroscope, and rotation matrix in real time. Figure 7 shows the graph of the sensor data.
Figure 1. Main fragment of the mobile health app.
Figure 2. Start fragment of the mobile health app.

Figure 3. Stop fragment of the mobile health app.
Figure 4. Menu widget.
Figure 5. Confirm walk test.
Figure 6. Sensor data matrix.

Raw Data

Accelerometer

X: 0.31
Y: 8.53
Z: 5.06

Accelerometer (world basis)

X: 0.09
Y: -0.07
Z: 9.92

Gyroscope

X: -0.02
Y: -0.06
Z: -0.03

Rotation Matrix

0.81 -0.31 0.49
0.58 0.39 -0.71
0.03 0.87 0.50
Data Collection

The mHealth app was tested with 3 participants. Two participants were healthy (1 female and 1 male) and they did not have any problems walking; these 2 participants were in their twenties. The third participant with back pain was in his thirties and he had little pain in his back; however, he had no problem walking and we could not find any difference in his walking compared to the other participants. During the experiment, all the participants wore the smartphone in a pocket of a waistband at the center of their body, as shown in Figure 8. The smartphone was placed on the waistline with its top frontside facing the right side of the body. The participants were instructed to walk straight at their own pace in an indoor hallway of a building. They walked a distance of about 400 feet. They walked for about 2-3 minutes in a straight line and then returned to the starting location. The duration of the test time for each participant was 4-5 minutes. They were allowed only a single trial for the walking movement test.
Figure 8. XYZ-axis orientations of the smartphone during the walking balance test. X-axis is the right (−) and left (+) motions of the participant. Y-axis is the up (−) and down (+) motions of the participant. Z-axis is the forward (+) and backward (−) motions of the participant.

The smartphone stored the motion sensor data in the real-time mHealth app on the phone. The app collected the sensor data in 20 milliseconds. The sensor data such as accelerometer (x, y, and z), gyroscope (x, y, and z), and rotation matrix (3×3) were stored in an SQLite database and a comma-separated value file. Data corresponding to the first 10 seconds and the last 10 seconds of each participant session were removed to account for the press time of the start and stop button activation within the mHealth app. Among the sensor data, the rotation matrix was used to determine the walking balance. Because the rotation matrices can represent the rotation of the origin frame into the reference frame, the rotation matrix is commonly used to measure posture balance [26-31]. The next section explains the analysis method using the rotation matrix.

Data Analysis
Considering the differentiation in the balance control of the participants while walking, the rotation vector data are the most effective [32,33]. Therefore, the rotation vector was extrapolated from the rotation matrix data recorded with the smartphone. In the mHealth app, the xyz-axis rotation vectors of the middle of the waistline were identified as the center of gravity of each participant. The x-axis represents the body motion angle between the right and left side movements of a participant. The y-axis represents the body motion angle between the up and down movements of a participant. The z-axis represents the body motion angle between the forward and backward movements of a participant (Figure 8). The xyz-axis rotation vector was obtained from the rotation matrix. A rotation matrix is a matrix that is used to perform a rotation in Euclidean space. The Euler’s theorem on the axis of a three-dimensional rotation is formulated as follows:

If R is a 3×3 orthogonal matrix (R^T R = RR^T = I) and R is proper (det(R) = +1), then there is a nonzero vector “v” satisfying Rv = v [34]. The rotation matrix data were collected using the rotation sensor in the Android Open Source Project. Using the rotation sensor, the mHealth app determined the rotation matrix [34] like equation 1. The rotation matrix was as follows:

From the equation 2 rotation matrix (3×3), we extracted the rotation vector x-axis (R_X), y-axis (R_Y), and z-axis (R_Z) by using the following formula [35]:

Although each participant wore the smartphone at the same location of his/her body, the sensors in the smartphone appeared to be located with slightly different slopes. Therefore, we used the difference of rotation between current time (t) and previous time (t-1) for the data analysis:

For comparison across the participants, the difference in the rotation vector values was plotted as 2D graphs using ggplot2 in R (Figures 9-11).
Figure 9. X-Y rotation vector. F1: healthy female; M1: healthy male; M2: male with back pain.

Figure 10. X-Z rotation vector. F1: healthy female; M1: healthy male; M2: male with back pain.
Results

We collected constant motion data by using the sensors in the smartphone. Thereafter, to understand constant motion changes in the middle of the participants’ waistline (umbilicus) as the center of gravity, the rotation vector values of the 3 participants were extracted and compared. There were no differences in the rotation matrix data of each participant. However, we found a difference among the participants when applying the formula (equation 4) into the data.

We calculated the variation in each step of the participants by using the formula (equation 4) (Table 1). Figures 9-11 show the illustrative rotation data, which were obtained using the formula (equation 4) by 2 combined axes during the same time period recorded by the smartphones from 2 healthy individuals and 1 individual with back pain. Illustrative rotation x-axis data show the right (−) to left (+) body motions on the x-axis. Illustrative rotation y-axis data show the up (−) to down (+) body motions on the y-axis. Illustrative rotation z-axis data recorded the forward (+) to backward (−) body motions on the z-axis. Healthy participants appeared to have narrower ranges of right-to-left and up-and-down motions than the participant with back pain who had the widest range of motion while walking. The results showed that there were differences in the body xyz-axis variations of rotation vector data between the participant with back pain and the healthy participants. The variation in the y-axis rotation of the participant with back pain was slightly wider than that of the healthy participants. Moreover, the participant with back pain appeared to have more variations in xz-axis rotations than the healthy participants, suggesting that he had a wider range of motion between right and left and forward and backward movements while walking compared to the healthy participants (Figures 9-11).
Table 1. Statistical information of the variations in the rotation vector data.

<table>
<thead>
<tr>
<th>Participant, rotation vector</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Mean</th>
<th>Variance</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy male participant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>x-axis</td>
<td>0.025</td>
<td>−0.025</td>
<td>0</td>
<td>0</td>
<td>0.004</td>
</tr>
<tr>
<td>y-axis</td>
<td>0.039</td>
<td>−0.065</td>
<td>0</td>
<td>0</td>
<td>0.006</td>
</tr>
<tr>
<td>z-axis</td>
<td>0.034</td>
<td>−0.079</td>
<td>0</td>
<td>0</td>
<td>0.004</td>
</tr>
<tr>
<td>Healthy female participant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>x-axis</td>
<td>1.715</td>
<td>−1.715</td>
<td>0</td>
<td>0.085</td>
<td>0.292</td>
</tr>
<tr>
<td>y-axis</td>
<td>0.202</td>
<td>−0.21</td>
<td>0</td>
<td>0</td>
<td>0.017</td>
</tr>
<tr>
<td>z-axis</td>
<td>1.184</td>
<td>−1.489</td>
<td>0</td>
<td>0.036</td>
<td>0.188</td>
</tr>
<tr>
<td>Male participant with back pain</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>x-axis</td>
<td>1.467</td>
<td>−1.466</td>
<td>0</td>
<td>0.017</td>
<td>0.129</td>
</tr>
<tr>
<td>y-axis</td>
<td>0.944</td>
<td>−0.534</td>
<td>0</td>
<td>0</td>
<td>0.021</td>
</tr>
<tr>
<td>z-axis</td>
<td>1.492</td>
<td>−1.494</td>
<td>0</td>
<td>0.017</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

In this study, we developed an mHealth app to measure the body movements of 3 participants wearing the smartphone on their waists while walking. The motion sensors of the smartphone were used to measure the walking movements and to analyze the rotation matrix data with the proposed method, which shows the variables of walking over time. The difference in each walking step of the 3 participants was compared using a formula (equation 4). Table 1 shows the statistical information of the walking movement data after applying the formula. The healthy male participant had the smallest standard deviation (Table 1), indicating that he had the most balanced walking movement. The healthy female participant showed symmetrical walking movement in the left-to-right (x-axis) and up-and-down (y-axis) movements in the variations of the x-y axis rotation vector (Figure 9), indicating that she had lesser bias in gait than the other two participants. The x-axis standard deviation in the healthy female participant was the highest because female hip is bigger than male hip [36]. The standard deviation of y-axis and z-axis of the participant with back pain was the highest (Table 1), indicating that he had a wider movement than the other two healthy participants. Thus, the participant with back pain had a lesser balanced walking movement while walking than the other participants. Our app showed that the participant with little back pain has a wide range of movement during walking. Specifically, this participant appeared to show more variations in the right-to-left and forward-to-backward movements.

Limitations

This study has several limitations. The mHealth app was tested only in 3 participants. Nevertheless, the proposed mHealth app can effectively capture differences in the postural control during walking between healthy individuals and individuals with back pain. Further, our mHealth app is not available currently for observing the data in real time while walking. Therefore, we will implement a program that will make it possible to observe the data while walking.

Future Directions

In future research, we will conduct feasibility and efficacy testing with large pools of individuals with reduced physical mobility. For the tests, we are planning to collect walking data from high school students because we believe that this younger group is ideal for researching on walking data. This younger sample is lesser affected by aging/diseases related to walking than an older group. Further, high school students will be in school for 2 or 3 years before graduation, which is a long period for tracking their walking movements. After we collect enough walking movement data, we will compare our findings with the results from previous mHealth studies. In addition, any variable that may affect postural balance during walking such as body habitus (ie, slim vs obese) or level of daily physical activities will be considered in data collection and analysis with various sensors in smartphones. We will also consider evaluating the impact of the app at the health system level by using outcomes such as health care utilization and medication use. This study is beneficial since it provides a useful method for medical evaluation in rehabilitation and physical fitness and a means for participants to maintain a state of well-being. This research can be used to classify walking movements between people who have walking-related diseases and normal people. This classification can help in diagnosing their diseases. Thereafter, we will research the classification of walking movements based on diseases that affect walking.

Conclusions

Our study shows that mHealth and the walking rotation vector can be used to define the body walking movements. Currently, the most widely used assessments for measuring postural control are laboratory-based such as the previous walking movement research [12,13] and human balance research [2,3]. Along with requiring specialized equipment, such assessments typically do not provide real-time feedback. However, our proposed mHealth app and analysis methods support home-based measurements. The findings of this study support our mHealth app as a low-cost
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Abstract

Background: With the growing adult population using electronic hearing devices such as cochlear implants or hearing aids, there is an increasing worldwide need for auditory training (AT) to promote optimal device use. However, financial resources and scheduling conflicts make clinical AT infeasible.

Objective: To address this gap between need and accessibility, we primarily aimed to develop a mobile health (mHealth) app called Speech Banana for AT. The app would be substantially more affordable and portable than clinical AT; would deliver a validated training model that is reflective of modern techniques; and would track users’ progress in speech comprehension, providing greater continuity between periodic in-person visits. To improve international availability, our secondary aim was to implement the English language training model into Korean as a proof of concept for worldwide usability.

Methods: A problem- and objective-centered Design Science Research Methodology approach was adopted to develop the Speech Banana app. A review of previous literature and computer-based learning programs outlined current AT gaps, whereas interviews with speech pathologists and users clarified the features that were addressed in the app. Past and present users were invited to evaluate the app via community forums and the System Usability Scale.

Results: Speech Banana has been implemented in English and Korean languages for iPad and web use. The app comprises 38 lessons, which include analytic exercises pairing visual and auditory stimuli, and synthetic quizzes presenting auditory stimuli only. During quizzes, users type the sentence heard, and the app provides visual feedback on performance. Users may select a male or female speaker and the volume of background noise, allowing for training with a range of frequencies and signal-to-noise ratios. There were more than 3200 downloads of the English iPad app and almost 100 downloads of the Korean app; more than 100 users registered for the web apps. The English app received a System Usability Scale rating of “good” from 6 users, and the Korean app received a rating of “OK” from 16 users.

Conclusions: Speech Banana offers AT accessibility with a validated curriculum, allowing users to develop speech comprehension skills with the aid of a mobile device. This mHealth app holds potential as a supplement to clinical AT, particularly in this era of global telemedicine.
speech therapy; mobile phone; computers, handheld; cochlear implants; hearing aids

Introduction

Background

Although auditory prostheses such as hearing aids and cochlear implants have become widely available, several challenges impede adult users from attaining effective hearing rehabilitation. These challenges stem from speech comprehension difficulties, leading to inconsistent device use [1]. Evidence suggests that clinical auditory training (AT) augmented with software programs may improve speech comprehension; however, AT remains globally inaccessible because of financial and clinical time constraints [2-8]. For instance, in the United States, public insurance programs such as Medicare and Medicaid provide insufficient funding to cover the cost of AT [9]. In Korea, children up to 19 years of age may receive AT, but adults are not covered by national health insurance [10]. In the United Kingdom, a lack of AT coverage can leave adult cochlear implant recipients without access to regular sessions outside of annual or semiannual mapping appointments [11,12]. Although clinics attempt to absorb costs through fundraising, sessions may still be prohibitively expensive, leading adults to forgo these services [9]. Even if a patient can afford AT, weekly sessions may require adults to take time away from work, thereby reducing productivity and further exacerbating financial stress [13]. As a result, adults worldwide use their devices without the guidance of a clinician. This motivates the need for accessible AT and for multilingual availability.

One way to address these concerns is to digitize AT and automate the recorded progress. Several groups have developed desktop AT apps, many of which contain proprietary software with management control by clinics [14-16]. All apps use a combination of synthetic (bottom-up) and analytical (top-down) approaches with varying complexity levels; however, they focus primarily on words and phrases, which cultivate skills relevant to the app but not necessarily to daily life. Although desktop-based AT apps are in use, fewer apps are built for mobile devices that are ubiquitous worldwide, such as phones and tablets [17-20]. One free desktop app called i-AngelSound has been redesigned for iPad (Apple Inc) but is not available on other platforms [21,22]. Additional tablet-based apps have emerged for rehabilitating aphasia patients [23,24] and audiological management [25], which indicates a clinical interest in patient-centered mobile solutions. To date, however, there remains a need for an AT app that is appropriate for more advanced adult learning capabilities, is intuitive to use, and is available across mobile platforms.

Objectives

To address this need, Speech Banana was developed as a free mobile health (mHealth) app to provide clinically relevant AT on tablet and web platforms. The name alludes to the shape that speech sound frequencies form when visualized on an audiogram. The Design Science Research Methodology (DSRM) [26] was used to produce the Speech Banana app, guiding development with two problem-based and objective-based processes used as research entry points. The problem-based aim was to provide greater worldwide accessibility to AT, and the objective-based aim was to emulate and improve upon clinical techniques (Figure 1). The first aim was addressed by developing the app on two mobile platforms, which provided portability and flexibility, and by implementing the program in English and Korean languages, which demonstrated a successful expansion to international users. The second aim was addressed by using a clinically validated AT program and by implementing features that speech pathologists are often unable to automate during in-person sessions, such as progress tracking and customizing auditory stimuli. These two processes yielded a mental model of the app wherein users could enhance speech comprehension in their own language and at their own pace. This encourages user engagement through feedback from the app and allows clinicians to deliver targeted in-person AT based on users’ at-home progress. The rest of this paper describes the methods for designing, producing, and testing the Speech Banana app; outlines the results of the creation and evaluation processes; and discusses the app’s potential to justify insurance funding for AT and for increased spending toward research on computer-based treatment and telemedicine.
Methods

Figure 1 summarizes the six components of DSRM and the two nominal processes used as research entry points informing the design.

Training Model

The training model for Speech Banana aimed to (1) implement a validated AT curriculum, (2) provide a training experience similar to in-person clinic visits, (3) expose users to challenging stimuli that would enhance the generalized application of listening skills learned in the app, and (4) demonstrate that the same training model could be implemented across language systems. These objectives were systematically fulfilled through a review of the existing AT literature and clinical interviews. To ensure a reliable curriculum, training structures common to in-person AT were identified. AT strategies typically implement a combination of drill exercises that focus on analytic skills and a testing regimen focusing on synthetic skills. Analytic drills include repetition of short words or syllables to enhance sound awareness and discrimination skills, whereas synthetic training involves sentences to cultivate sound identification and comprehension through contextual cues [27,28]. Discussions with clinicians at Johns Hopkins University and Woosong University confirmed that the book Auditory Training for the Deaf [29] closely follows this model, making it an ideal source for the content of Speech Banana. It also isolates narrow frequency windows within each lesson, challenging learners to distinguish between similar phonemes. Although the book was published shortly after World War II, its focus on conversational speech skills remains central to clinical AT today [30]. In addition, the book is available in the public domain via the HathiTrust Digital Library, enabling free distribution of Speech Banana without licensing costs. As an aside, the training plan in Auditory Training for the Deaf was modeled on an earlier book, aptly titled Train Your Hearing [31]. With the book’s curriculum validated, Auditory Training for the Deaf was adopted as the lesson plan for Speech Banana.

To provide an experience similar to in-person training, auditory and visual cues drawn from clinical references were adapted for an app interface. AT clinicians were observed and interviewed at the Listening Center at Johns Hopkins University,
to identify methods of implementing the analytic and synthetic regimens. Notable training features included allowing lipreading during exercise drills and hiding the clinician’s mouth during sentence-based tests. Vocal recording and app structure were accordingly designed to reflect these observations, including visual indicators of analytic material (written words) and providing only auditory cues for synthetic material.

To expose users to challenging stimuli that would enhance the generalized application of listening skills, optional background noise was included in the app. Ambient noise was recorded in a café to provide a multitalker babble that competes with the word- and sentence-based stimuli. This reduces the signal-to-noise ratio per user specifications, creating a progressively more difficult listening experience as the background noise level increases.

To show the training model’s applicability across different language systems, a parallel app in Korean was developed. Korean was selected as the second language for Speech Banana because of South Korea’s strong national health care system and widespread adoption of smartphones among aging adults. Lesson material was developed at the Department of Speech Language Therapy and Aural Rehabilitation at Woosong University (Daejeon, South Korea).

Auditory Stimuli Recording

According to clinical recommendations, spoken auditory stimuli were recorded using clearly enunciated speech to mimic in-person AT and enable easier phoneme discrimination with hearing devices. The recording procedures for English and Korean apps are described below.

For the English version, a Zoom H1 Handy Recorder microphone was used with a pop filter to record the words and sentences in Auditory Training for the Deaf. One male and one female speaker with native English fluency completed the recordings in a soundproofed studio at Johns Hopkins University. Speakers maintained a diction pace slightly slower than standard conversational speech to ensure maximum comprehension. Words were read one at a time in a standard American accent, pausing between each word. Sentences were read in a similar fashion, preserving natural intonation, elisions, and stops and enunciating vowels distinctly. Words and sentences were saved as separate files in waveform audio file format, a lossless audio format. Common words used throughout multiple lessons were recorded and saved once and then copied in lessons as required. Audacity audio editing software was used to splice and normalize tracks, ensuring continuity between recording sessions and eliminating cases of clipping or popping.

For the Korean version, a Neumann TLM-170R microphone (Georg Neumann gmBH) and Adobe Premiere Pro CC were used throughout the recording in a studio at Munhwa Broadcasting Corporation (MBC), a Korean television and radio network station. Two male and two female professional broadcasters from MBC recorded sentences for the Korean app. Each pair of male and female speakers performed half of the lessons. After recording, the sound files were transferred to Johns Hopkins University and subsequently normalized using Audacity.

User Interface

The iPad app was programmed using Xcode, the native language used on the iOS platform. The interface incorporated flat design principles, with few icons, buttons, and navigation links between pages. Contrasting colors and sans serif fonts were used to ensure readability among aging adult users. At the bottom of each page, a Settings button was placed to ensure that features such as speaker sex and background noise level remained accessible throughout the training session. User scores (ie, percentage of correct words and sentences and number of sentences and repetitions) are shown visually as numeric representations. Scores are categorized by lesson, allowing users to compare performance between lessons. To access the app, users must download the software from the Apple App Store onto an iPad.

The web app was programmed in HTML5, JavaScript, and CSS to implement the database and visual elements of the app. The web app was developed using a virtual machine to leverage cloud computing capabilities and allow for app testing on several different operating systems. The web version retained the same color scheme and design principles as the iPad app. User scores (ie, the number of words and sentences correct and number of repetitions) were visualized slightly differently as a bar graph and numeric representation. Scores were categorized by lesson and date of app use, allowing users to compare performance between lessons and over time. To access the web app, users must register with an email address. Upon registration, an identification number is created, and a new user object is created in a MongoDB database to record the quiz performance. Email addresses and passwords were hashed to maintain user security, and no personal health information was stored.

Communication and Evaluation

To evaluate the performance of the iPad and web apps, 2 mechanisms were employed to spread awareness of Speech Banana and gather user feedback: (1) stakeholder feedback via online forums, academic meetings, and community events and (2) a survey based on the System Usability Scale (SUS), a widely used 10-item assessment tool. Using the first evaluation method, updates to the apps were implemented as user comments were logged. For the second evaluation method, past and present users were invited to complete an SUS survey. Scores were averaged, and performance letter grades were generated through comparison against a normalized scale supported by over 500 studies that used the SUS.

Results

The English and Korean versions of Speech Banana were deployed for the iPad and web platforms. There were more than 3200 downloads of the English iPad app and almost 100 downloads of the Korean app; more than 100 users registered for the web apps. Figure 2 describes the Speech Banana’s structure, function, and usability.
Training Model

The English app follows Auditory Training for the Deaf [29], with 38 lessons grouped into 7 chapters that cover sounds from low to high frequency (Figure 2). This increases the level of difficulty for users with hearing loss at higher frequencies, a common pattern of hearing loss among aging adults [40]. The first 5 lessons provide an introduction to everyday sounds, including numbers, colors, and conversational phrases. The next 16 lessons focus on vowels: lessons 6-11 address low-frequency vowels, lessons 12-17 incorporate vowels that contain high-frequency components, and lessons 18-21 add diphthongs. The remaining 17 lessons focus on low-to-high frequency consonants, pairing unvoiced, higher frequency consonants with their voiced, lower frequency counterparts. This familiarizes users with more difficult phonemes by associating them with phonemes that are easier to distinguish. All speech phonemes are covered during the course of the lesson plan.

Within each lesson, exercises emphasize analytic training, whereas quizzes incorporate synthetic training. Exercises include visual and auditory stimuli, displaying written words to accompany the sounds of single words and 2-word phrases. Users may repeat these stimuli as needed to practice discrimination and identification skills. After completing a lesson, the app directs users to an interactive quiz that plays auditory-only, sentence-based stimuli (Figure 2, Quizzes). Users may replay sentences before typing their answers into a text box. Throughout the program, lesson word banks increase in size, challenging the user to distinguish larger sets of information. Similarly, quizzes increase in length, providing more sentences and referring to words of earlier lessons to reinforce the material.

The Korean app differs from the English version to accommodate for phonetic and syntactic differences between the two languages and to retain lessons' progression from low- to high-frequency phonemes [41]. In addition, although the English app contains word and sentence stimuli, the Korean lessons comprise only sentences. This is because existing Korean training and evaluation services use word-based stimuli; however, they lack sentence-based training; therefore, the app was designed to address this training gap. The first 5 lessons comprise brief phrases and sentences, including nouns and verbs, colors, numbers, and common expressions. Following the initial lessons, vowels and consonants are covered in a similar order to the English version. Lessons 6-12 focus on low-frequency vowels, and lessons 13-18 focus on voiced consonants progressing from low to high frequencies. Lessons 19-23 focus on high-frequency vowels, and lessons 24 to 28 focus on unvoiced consonants from low to high frequencies. Lessons 29-33 provide contrasts between vowels and consonants. Lessons 34-35 focus on prosody, such as nursery rhymes, traditional songs, and well-known sports cheers, which are used to encourage engagement with the app. Lessons 36-38 feature advanced auditory discrimination tasks in the form of nonsense sentences. These remove the aid of context clues, helping to
develop discrimination acuity and strengthen auditory working memory.

Auditory Stimuli Recording
Approximately 1170 pairs of words and 1000 pairs of sentences were recorded for the English app. Audio files from lessons 1-10 are freely available to the public on Freesound, an online sound sample repository [42]. These recordings have been used in online games, videos, and educational software. For the Korean app, 950 pairs of sentences were recorded. As the programs include a large number of lossless audio files, the app size is 1.75 GB for the English app and 0.94 GB for the Korean app. This retains high-fidelity playback but occupies considerable storage space on mobile devices.

Both apps showed mild variability in speaker volume or speed. Sporadically, throughout the English language app, the speaker volume varies; meanwhile, in the Korean app, the pair of speakers in the first 19 lessons maintained a slightly quieter tone and faster pace than the second pair. These volume level differences create a more challenging listening experience for new users, and they may be attenuated through additional normalization or rerecording in future app versions.

User Interface
The apps may be accessed from the Speech Banana web portal [43]. Users may proceed from the portal to the Apple App Store to download the iPad app, or may log into the web app, Google authorization or Naver authorization for the Korean app. Upon entering the app, users encounter the main page that contains motivation for Speech Banana, instructions for use, and links to lessons and quizzes. Curriculum pages have three elements: a header to select speaker sex and choose word sets within a lesson, the sidebar menu to navigate between sections of the app, and the main content space to complete lessons and quizzes.

Lessons contain word or sentence stimuli divided into sets that present materials in manageable learning units. Stimuli are displayed visually in large buttons that users may press to play the associated audio file. At any point in a lesson, users may navigate directly to the corresponding quiz using a gray button on the right side of the page. As users progress through the quiz, scores are updated in real time and are viewable beneath the input bar (web app only) or in the progress section of the app.

During quizzes, users press a button at the center of the page to play a sentence; in response, the app randomly generates a number, searches for the appropriately labeled audio, and plays the file. To ensure that all sentences within the sentence bank are exhaustively selected, numbers are drawn without replacement, and the random function is reset after completing the quiz. Users may play the sentence several times before typing an estimate of what they heard. Input is scored based on syntax and spelling, but punctuation is disregarded. If the written response does not match the auditory stimulus, users’ input and the correct sentences are displayed alongside users’ score, which indicates the number of words typed correctly. The auditory stimulus may then be replayed with the visual stimulus to improve the identification skills.

Background noise and speaker sex may be user-specified throughout the app (Figure 2). When selected, background noise plays continuously at the volume specified by an onscreen slide bar, and the maximum volume is determined by the device’s output capacity. During quizzes, users of the iPad app may select the speaker sex, whereas the web app randomizes speakers using a uniformly distributed random variable.

Progress Tracking
Scoring on the iPad app is recorded separately for each lesson and displayed on the progress page in a list format (Figure 2). Web app scores are similarly recorded but are visualized with additional tabulation and a dynamic bar chart. Users can display results within a specified period and may filter any of the metrics by lessons or chapters.

Evaluation and Communication
During development, 2 rounds of feedback were gathered, which helped solidify the user interface and expand to web development. After app publication, communication was primarily conducted among English-speaking audiences and included academic presentations at professional meetings, consultations with clinicians, and demonstrations at community events.

Preliminary Feedback
The English version of the iPad app was first developed as analpha version, consisting of the first 10 lessons and deployed on TestFlight via Apple Store Connect. A total of 10 testers and clinicians were invited to use the app and provide feedback on app navigation, visual esthetic, and auditory levels. After an initial round of feedback, the remaining 28 lessons were implemented.

User Feedback
Once the full curriculum was published for iPad use on Apple Store, a continuous stream of feedback was received from the Cochlear Implant Experiences Facebook group, a community page that sees traffic from more than 30,000 members at the time of publication. One salient point of feedback was that people enjoyed the large screen format of a tablet; however, prospective users were unable to access the app because they did not own an iPad. A literature review confirmed this sentiment; although the majority of adults in both advanced and emerging economies use the internet on smartphones, they are much less likely to use computers or tablets [44]. To maximize the accessibility of Speech Banana on any smart device, the team moved forward with web development in English and Korean. The web versions were published in December 2019, and account registration on Google and Naver was added in May 2020. In addition to web development, user comments spurred the creation of online instructions and a frequently asked questions section on the Speech Banana web portal [43]. This helped address common questions regarding app navigation, volume control, and hardware compatibility.

SUS Score
Table 1 shows the Speech Banana usability scores from past and present users of the app with letter grades derived from a normalized scale [39].
The English app received 6 responses to the SUS survey; 4 respondents used the iPad app, 1 used the web app, and 1 used both apps. The Korean app achieved greater SUS participation with 16 scores; 5 from iPad users and 11 from web app users. On the basis of the normalized SUS grades, the English apps achieved good usability, whereas the Korean version performed adequately. The survey results revealed that an initial but brief training session could be implemented to improve user satisfaction and comfort with the apps.

Communication

Following the public release of the English iPad app, the app was presented at academic meetings, including the Association for Research in Otolaryngology Annual Meeting, which is the premier conference for research in the auditory and vestibular sciences [45,46]. Talks and posters were additionally presented to clinical stakeholders in the hearing loss community, such as the American Speech-Language and Hearing Association [47]. Finally, updates were shared with clinical and community groups via Johns Hopkins University publications, social media, and electronic mailing lists [48].

Discussion

Principal Findings

This study describes the design, development, and assessment of Speech Banana, an mHealth app that responds to a pressing global health need for accessible and effective hearing health care. The app digitizes a validated clinical model that uses word-based exercises to improve users’ familiarity with targeted speech sounds and that delivers sentences-based quizzes to help users generalize their training to conversational listening. Additional features such as tracking enable users to visualize progress with speech comprehension. To make the app available to populations worldwide with multiple languages and access via different electronic devices, Speech Banana was developed in two languages and hosted on two digital platforms. Continuous feedback was used to improve the app, and a pilot usability study rated the mHealth app as adequate to good. These results suggest that the app is successful in providing a usable digital service, and it shows promise as an effective AT option that minimizes the need to pay for or attend clinical rehabilitation sessions. Since its initial worldwide release, Speech Banana has undergone scholarly review, highlighting some of its more successful features and identifying others that would improve the use of the app. Some features have been incorporated into software updates, whereas other features will require future work or technological advancements to fully implement.

With the World Health Organization estimating 466 million people with disabling hearing loss, the lack of accessible AT has become a substantial public health need [49]. Many hearing devices now connect to portable sound amplification products, including smartphones, which have achieved 99% global market penetration [50,51]. This presents an unprecedented opportunity to distribute AT to more people with hearing loss than ever before and to enable users to manage their own hearing health care. The Speech Banana team sought to leverage this opportunity, resulting in an app that is grounded in clinically supported training regimens, implemented in a language with substantially different syntax, and supported across mobile platforms [52].

In designing and executing the Speech Banana app, a 2-pronged design science research approach was chosen, to improve the availability and efficacy of AT worldwide. Traditionally, design science research originates from a single point of entry, which informs subsequent objectives and implementation of the project [26]. From the outset, however, issues were identified both with AT availability and with other AT apps’ delivery and progress tracking methods. The former issue called for the development of a mobile artifact that may be expanded to multiple languages. After initial development and feedback, it became clear that accessibility would not only require an app developed in multiple languages but that the mobile platform itself would significantly impact users’ barriers to entry [44]. With this information, web development was judged to be the most appropriate; therefore, the app could be used on any mobile device with internet access. The latter issue required dedicated attention to the AT curriculum, separate from any technical considerations. Although Auditory Training for the Deaf [29] is out of print, evidence shows that its structure (analytic lessons and synthetic quizzes) is effective for developing speech comprehension skills [27,28]. Furthermore, analytic and synthetic skill building and transition from low- to high-frequency phonemes makes the lesson plan easily adaptable to any language, satisfying both the accessibility and clinical relevance aims. Although the dual-pronged problem statement was nontraditional per established DSRM, it made for a more robust artifact that has strong expansion potential.

Since the release of Speech Banana, additional apps have entered the AT market, and an academic review of these apps has followed [17]. In this review, Olson et al [17] performed a survey of more than 200 mobile apps for AT and deemed 5 iPad apps, including Speech Banana, appropriate for a detailed review. Speech Banana meets the 5 characteristics that were expected of an AT app: (1) it provides feedback through real-time scoring and gives the user an opportunity to repeat the test stimulus, (2) it uses a large training corpus of words and sentences, (3) it trains users on specific phonemes across the speech frequency space, (4) it employs analytic and synthetic processing, and (5) it tracks user performance via a progress report [53]. With these criteria met, Speech Banana is competitive among its peers in the AT app space.

Table 1. Speech Banana usability scores. Letter grades are derived from a normalized scale.

<table>
<thead>
<tr>
<th>App version</th>
<th>System Usability Scale score, mean (SD)</th>
<th>Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>79.17 (15.39)</td>
<td>B− (Good)</td>
</tr>
<tr>
<td>Korean</td>
<td>65.63 (17.99)</td>
<td>D (OK)</td>
</tr>
</tbody>
</table>
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Limitations and Future Work

Although Speech Banana addresses the original aims, it should be noted that there are several limitations that merit addressing in future development of the app, or that may require technological advances. First, using lossless files for auditory stimuli leads to a large total app size, which consumes a substantial portion of the available memory space on current iPads. These files are necessary to ensure clear audio for users learning to hear; however, it may deter some users from downloading the app. As mobile storage space continues to increase, space limitations may become less of a concern. For users who do not own an iPad, use of the web app may be infeasible with current internet connectivity; however, as internet access becomes increasingly ubiquitous, this limitation will diminish, enabling easier distribution of Speech Banana and mobile AT more broadly. Second, although Speech Banana’s stimuli are of high quality, the auditory output may be limited by the capabilities of iPad or smartphone speakers. This may be mitigated by using headphones, direct audio input, or Bluetooth connectivity. Third, users mentioned volume inconsistency across the sound files. This may be reduced by reprocessing the raw audio files or through further normalization to account for the recording of batch effects. Fourth, older users found it difficult to type responses in the quiz windows. This can be significantly alleviated by using a stylus pencil that works with the newer iPad models.

Apart from basic functionality limitations, feedback has suggested several feature additions that could improve user experience, including phonemic progress tracking, adaptive quizzes, and additional languages. Phonemic progress tracking would significantly advance the app’s integration with periodic in-person AT. Word- and sentence-based achievement used in the current version of the app does not inform users of frequency or timing cues that require additional training. If the app tracked phoneme comprehension, Speech Banana could better aid targeted clinical interventions or guide the calibration of hearing devices. One potential method could employ cloud computing to classify and interpret trends in phoneme comprehension errors. In addition to improving speech comprehension, phonemic tracking could be used to train the vocalization of challenging phonemes, enhancing speech production. Adaptive quizzes can improve user engagement and prevent frustration by adjusting the difficulty based on previous performance. This may elongate the session length, increasing the potential efficacy of the app. Language additions have been requested for several languages, including British English, French, German, Turkish, Arabic, Spanish, Hindi, Tamil, and Sinhalese. These would enhance global accessibility, but developing the app is time consuming, particularly with a small team. Implementation may be accelerated by using publicly available speech corpora such as the British English Speech Corpus, which is frequently used in speech recognition research. To ensure phonemic consistency across languages, speech and language clinicians should be invited to collaborate on curriculum development.

Finally, although Speech Banana uses a curriculum that conforms to clinical AT methods, the app itself has not been validated for efficacy, skill generalization, computer-based AT compliance, and training durability [1,54-56]. To address this, a randomized clinical trial should be conducted to evaluate the use of the app on different mobile devices, comparing efficacy among patients with and without access to supplemental in-person AT [52,57]. As clinical interest in telemedicine expands, this could serve as evidence to justify increased private and public insurance funding toward AT availability and toward the development of AT technologies.

As the global aging population grows, the incidence of hearing loss continues to rise, requiring that options for AT are made accessible to mitigate or forestall cognitive decline [58]. Isolation because of the recent COVID-19 pandemic has demonstrated the necessity of telemedicine advancements and has provided evidence that remote health care can be effective with careful design and implementation. Continued use and evaluation of the Speech Banana app will help us understand the efficacy of computer-based AT and will aid the development of coordinated care that integrates clinical time with home practice. Through the current app and future extensions, Speech Banana may be an effective tool to broaden access to hearing health care worldwide.
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Abstract

Background: Information in health care is rapidly expanding and is updated very regularly, especially with the increasing use of technology in the sector. Due to this, health care providers require timely access to the latest scientific evidence anywhere. Smartphone medical apps are tools to access the latest reputable scientific evidence in the discipline. In addition, smartphone medical apps could lead to improved decision making, reduced numbers of medical errors, and improved communication between hospital medical staff.

Objective: The aim of this study was to assess smartphone medical app use and associated factors among physicians working at referral hospitals of the Amhara region, Ethiopia.

Methods: An institution-based cross-sectional study design was conducted among physicians working at 5 referral hospitals in the Amhara region, Ethiopia, from February 5 to May 27, 2019. A simple random sampling method was used to select 423 physicians. A self-administered questionnaire was used to collect the data and analyzed using SPSS, version 21 (IBM Corp). Binary and multivariable logistic regression analysis was performed to assess factors associated with smartphone medical app use among physicians. A value of \( P<.05 \), corresponding to a 95% CI, was considered statistically significant. The validity of the questionnaire was determined based on the view of experts and the reliability of it obtained by calculating the value of Cronbach alpha (\( \alpha= .78 \)).

Results: In this study, most of the 417 respondents (375, 89.9%) had medical apps installed on their smartphones. Of those 375 respondents, 264 (70.4%) had used medical apps during clinical practice. The medical apps most commonly used by the respondents were UpToDate, Medscape, MedCalc, and Doximity. According to multivariable logistic regression analysis, attitude (adjusted odds ratio [AOR] 1.64, 95% CI 1.05-2.55), internet access (AOR 2.82, 95% CI 1.75-4.54), computer training (AOR 1.71, 95% CI 1.09-2.67), perceived usefulness of the app (AOR 1.64, 95% CI 1.05-2.54), information technology support staff (AOR 2.36, 95% CI 1.5-3.08), and technical skill (AOR 2.52, 95% CI 1.50-4.25) were significantly associated with smartphone medical app use.

Conclusions: Most respondents have a smartphone medical app and have used it in clinical practice. Attitude, internet access, computer training, perceived usefulness of the app, information technology support staff, and technical skill are the most notable factors that are associated with smartphone medical app use by physicians.

(JMIR Mhealth Uhealth 2021;9(3):e19310) doi:10.2196/19310
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Introduction

The main sources of information for health care professionals at the point of care were once textbooks [1]. However, health care professionals increasingly use smartphone medical apps for patient care, clinical reference, and education [2]. The smartphone is a tool that has recently grown in use and has been accepted by health professionals and medical students. It is a new technology that has an operating system, the capability of installing various apps, and the ability to do complex calculations and establish related communications at the point of care [1,3]. Smartphone apps are tools that can be downloaded onto smartphones or computer tablets and enhance patient care, increase efficiency, or provide individualized learning for clinicians [4]. In 2011, Apple created the Apps for Healthcare Professionals section within the medical category of the iTunes App Store, a unique feature among mobile app marketplaces [5]. Smartphones have a wide range of uses from the internet to email; they offer on-the-go access to information that was never before possible [6]. The most commonly used smartphone medical apps are UpToDate and Medscape, as shown in Table 1.

Table 1. Summary of the most commonly used smartphone medical apps.

<table>
<thead>
<tr>
<th>Rank</th>
<th>App</th>
<th>App category</th>
<th>Operating system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>UpToDate</td>
<td>Medical reference</td>
<td>iOS, Android, Windows</td>
</tr>
<tr>
<td>2</td>
<td>Medscape</td>
<td>Medical reference</td>
<td>iOS, Android, Windows</td>
</tr>
<tr>
<td>3</td>
<td>Epocrates</td>
<td>Drug and medical reference</td>
<td>iOS, Android, Windows</td>
</tr>
<tr>
<td>4</td>
<td>PEPID</td>
<td>Decision support/reference</td>
<td>iOS, Android, Windows</td>
</tr>
<tr>
<td>5</td>
<td>Figure 1</td>
<td>Medical image</td>
<td>iOS, Android, Windows</td>
</tr>
<tr>
<td>6</td>
<td>MedCalc</td>
<td>Drug reference</td>
<td>iOS, Android, Windows</td>
</tr>
<tr>
<td>7</td>
<td>Prognosis</td>
<td>Decision support/reference</td>
<td>iOS, Android, Windows</td>
</tr>
<tr>
<td>8</td>
<td>Skyscape</td>
<td>Drug and medical reference</td>
<td>iOS, Android, Windows</td>
</tr>
<tr>
<td>9</td>
<td>Diseases Dictionary Medical</td>
<td>Medical disorders &amp; diseases with detailed definitions, symptoms, causes, and treatment information</td>
<td>iOS, Android, Windows</td>
</tr>
<tr>
<td>10</td>
<td>Calculate by QxMD</td>
<td>Literature and drug reference</td>
<td>iOS, Android, Windows</td>
</tr>
</tbody>
</table>

A study conducted in the United Kingdom showed that smartphone medical apps like British National Formulary, eLogbook, and medical calculator (MedCalc) have been commonly used by physicians [7]. This technology can lead to improved decision making, reduced numbers of medical errors, and improved communication between hospital medical staff [8-10].

Another study from the United Kingdom stated that due to the ease of use of smartphone medical apps, 18.5% of doctors made suggestions to their colleagues to use apps as a quick reference during clinical practice [7]. However, lack of support and updating of apps by their developers, lack of adequate skill to use apps, lack of creating motivation in using apps, and problems related to security and confidentiality of patient information have undermined the use of smartphone medical apps at the point of care [10-12]. A study conducted in Korea showed low use of smartphone medical apps by physicians [13].

Evidence shows that medical app use is high in high-income countries; compared with the Korean study, a study conducted in the United Kingdom found higher medical app use (72.4%) among doctors [14].

Another study in the United States reported that 56% of physicians use apps in their clinical practice. There was a decreasing trend in app use with increased training level, and the most useful app types included textbook and reference materials (average response: 55%), classification and treatment algorithms (46%), and general medical knowledge (43%); there was a greater desire for apps among residents than among fellows and attending physicians [15]. This might be due to residents being less experienced physicians than the senior specialists and subspecialists; as a result, they need some assistance from colleagues and seniors, so medical apps are immediate reference tools that can be accessed anywhere during clinical practice. This explains why the level of use among residents is higher than among their senior attending physicians.

A study conducted in Saudi Arabia showed the use patterns of smartphone medical apps among residents at clinical practice for counselling and clinical communication (50%), among interns for drug reference (56%), and among externs for resources and e-books (65%) [16]. On the other hand, a study done in Iran reported that the most popular medical apps were Medscape and UpToDate, and 61.3% of the physicians were using their apps more than once a day, mostly for drug information [17].

According to a cross-sectional study done in Ghana, over 43.1% of physicians frequently used medical apps on their smartphones for clinical decision making, which shows relatively low use of medical apps compared with that in high-income countries [18].
Due to different factors, physicians remain reluctant to adopt these technologies in clinical practice [2]; the most common factors that affect the use of smartphone medical apps are behavioral factors (information technology (IT)-related experience, attitude, computer-related skill) [19], factors related to medical app characteristics (perceived usefulness, perceived ease of use, privacy and security concerns), organizational factors (infrastructure, IT support, and computer-related training) [20]. Shreds of evidence revealed that underutilization of apps in clinical practice by health care professionals is due to a lack of technical skill [21]. According to the findings of a cross-sectional study conducted in the United Kingdom, appearing to be looking at a phone during clinical practice could be misinterpreted as checking emails or using social networks by colleagues and patients [7,22-25].

Security and privacy are the key factors of the functionality of any mHealth system [26]; unfortunately, most of the time these important areas are neglected by development teams of mHealth systems, and the majority of currently available mHealth apps impart little or no security. This will affect the use of these apps significantly [27-29]. Perceived ease of use is another factor that determines the use of smartphone medical apps; those with a user-friendly interface are more likely to be used [23]. The aim of this study was to assess the level of smartphone medical app use and associated factors among physicians in referral hospitals of the Amhara region, Ethiopia.

**Methods**

**Study Design and Setting**

This was a cross-sectional, questionnaire-based study done to assess smartphone medical app use and associated factors among physicians in referral hospitals (Gondar University, Felege Hiwot, Debre Markos, Dessie, and Debre Birhan referral hospitals) in Amhara region, Ethiopia, which consists of 10 administrative zones, 1 special zone, 181 woredas, and 78 urban centers. The capital city of the state of Amhara is Bahir-Dar [30]. It is located in the northwestern and north-central parts of Ethiopia. The state shares common borders with the state of Tigray in the north, Afar in the east, Oromia in the south, Benishangul/Gumuz in the southwest, and the Republic of Sudan in the west [31].

The sample size was computed as 423, which was 80% of the total population during the data collection period, using a single population proportion formula taking 50% at a 95% confidence level and assuming a 5% margin of error and 10% nonresponse rate. There are 5 referral hospitals in the region; all 5 referral hospitals were included, and then proportional allocation was made for each hospital. Finally, a simple random sampling method was used. 213 permanent doctors (general practitioners and specialists), 95 residents, and 115 interns were recruited using a lottery method (each member of the population was assigned a unique number, each number was written on a separate piece of paper or card of the same size, the cards were mixed well in a basket, and the sample was drawn) and formed the sample.

The survey consisted of 36 questions encompassing the following domains: (1) sociodemographic characteristics, (2) attitude, (3) factors related to medical app characteristics (perceived usefulness and perceived ease of use of apps), (4) physician technical skill, and (5) organizational factors [20].

Attitude was assessed using a Likert scale (1=strongly disagree, 2=disagree, 3=neutral, 4=agree, 5=strongly agree) for the following questions: Do you believe smartphone medical apps give you greater control over your work schedule? Do you believe smartphone medical apps will improve your work performance? Do you think smartphone medical apps allow you to conduct your job more quickly?

Organizational factors were assessed with yes/no questions as follows: Do you have internet access in your office at clinical practice? Have you ever taken any training on use of smartphone medical apps? Does your organization have IT support staff?

Perceived usefulness and ease of use of medical apps were assessed using a Likert scale (1=strongly disagree, 2=disagree, 3=neutral, 4=agree, 5=strongly agree) for questions such as the following: Do you think learning to use smartphone medical apps will not require much time? Do you think smartphone medical apps are easy to use? Do you think smartphone medical apps are easy to use during your consultations with patients?

Smartphone medical app use was assessed using 9 categories of medical apps: (1) drug reference, (2) clinical score systems, (3) disease diagnosis, (4) procedure documentation, (5) literature search, (6) clinical communication, (7) health information system clients, (8) medical training, and (9) web browsing. Physicians who used 5 or more of the app categories, which was the median, were categorized as having used smartphone medical apps and those who used fewer than 5 were not.

A self-administered questionnaire was adopted from previous studies [14,32]. To ensure the validity of the questionnaire, an expert panel (10 doctors having at least 5 years’ experience in general practice or primary care research) was invited to review the tool and revise it, and reliability was calculated to be α=.78.

Before the actual data collection, pilot testing of the questionnaire was conducted among 20 physicians at Debre Tabor hospital to check internal consistency within the questioners. Then necessary correction was done based on the pretest finding.

Two days’ training was given for 5 data collectors on the objective of the study and data collection procedures. Data was collected from January 15 to March 30, 2019, using self-administered questionnaires; one data collector was assigned for each hospital, and the supervisor facilitated the data collection process. The principal investigator and supervisors did daily supportive supervision on data collectors. Data backup activities, such as storing data at different places and putting data in different formats (hard and soft copies), were performed to prevent data loss.

https://mhealth.jmir.org/2021/3/e19310

Teferi et al

**JMI**R Mhealth Uhealth 2021 | vol. 9 | iss. 3 | e19310 | p.79

(page number not for citation purposes)
Study Variables and Operational Definitions

Dependent Variable
The dependent variable was the physician’s smartphone medical app use.

Independent Variables
The independent variables were sociodemographic factors (age, sex, profession, educational status, experience), medical app–related factors (perceived usefulness, perceived ease of use, privacy and security concerns), organizational factors (internet access, IT support, computer-related training), and behavioral factors (knowledge, attitude, technical skill, IT-related experience).

Operational Definitions
In this study, “physician” includes general practitioners, residents, dentists, specialists, and subspecialists.

Smartphone is a class of mobile phone with multipurpose mobile computing capability and features like high-definition camera, third-party app installation, and global positioning system [33].

Medical apps are computer programs or software apps that are designed to run on a mobile device such as a smartphone or tablet and are meant to be used for clinical purposes.

Smartphone medical apps are medical apps designed to run specifically on smartphones [34].

Study participants who scored at or above the median of 5 out of the 9 categories of Food and Drug Administration–approved medical apps were categorized as having used smartphone medical apps [18].

For the attitude questions, study participants who scored the median or higher on the 5-point Likert scale were categorized as having a good attitude, and those who scored below the median were categorized as having a poor attitude [35].

For the perceived usefulness questions, study participants who scored the median or higher on the 5-point Likert scale were categorized as thinking smartphone medical apps were useful for their job, and those who scored below the median were categorized as thinking smartphone medical apps were not useful for their job [36].

For the perceived ease of use questions, study participants who scored the median or higher on the 5-point Likert scale were categorized as thinking smartphone medical apps were easy to use, and those who scored below the median were categorized as thinking smartphone medical apps were not easy to use.

Data Processing and Analysis
Data were entered into Epi Info, version 7 (Centers for Disease Control and Prevention), and exported to SPSS, version 21 (IBM Corp), for further analysis. Descriptive statistics were computed to summarize variables, and the binary logistic regression model was used to measure the association between dependent and independent variables. Both crude odds ratios for binary logistic regression analysis and adjusted odds ratios (AOR) for multivariable logistic regression analysis were estimated with 95% CIs to show the strength of associations. Finally, a $P$ value of less than .05 in the multivariable logistic regression analysis was used to identify variables significantly associated with the use of smartphone medical apps.

Ethical Considerations
In conducting the study, ethical clearance was obtained from the University of Gondar ethical review board. Additional permissions to access participants were also obtained from each hospital administrator. In addition, written informed consent was gained from all participants (Multimedia Appendix 1), participation in the study was voluntary, and no incentive was provided for the participants.

Results

Sociodemographic Characteristics
A total of 417 physicians were included in this study with a response rate of 98.6% (417/423). Two-thirds (275, 65.9%) of the respondents were male. The mean age was 33 years (SD 8) with the majority in the age group of 25-34 years. More than three-fourths (375, 89.9%) of the physicians had the medical app installed on their smartphones (Table 2).
Table 2. Sociodemographic characteristics of respondents working at referral hospitals of Amhara region, North Ethiopia, 2019 (N=417).

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>275 (65.9)</td>
</tr>
<tr>
<td>Female</td>
<td>142 (34.1)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤30</td>
<td>217 (52.0)</td>
</tr>
<tr>
<td>&gt;30</td>
<td>200 (48.0)</td>
</tr>
<tr>
<td><strong>Educational status</strong></td>
<td></td>
</tr>
<tr>
<td>General practitioner</td>
<td>219 (52.5)</td>
</tr>
<tr>
<td>Resident</td>
<td>127 (30.5)</td>
</tr>
<tr>
<td>Specialist</td>
<td>71 (17.0)</td>
</tr>
<tr>
<td><strong>Department</strong></td>
<td></td>
</tr>
<tr>
<td>Internal medicine</td>
<td>80 (19.2)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>54 (12.9)</td>
</tr>
<tr>
<td>Radiology</td>
<td>28 (6.7)</td>
</tr>
<tr>
<td>Surgery</td>
<td>67 (16.1)</td>
</tr>
<tr>
<td>Ophthalmology</td>
<td>25 (6.0)</td>
</tr>
<tr>
<td>Gynecologist</td>
<td>65 (15.6)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>18 (4.3)</td>
</tr>
<tr>
<td>ENT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>36 (8.6)</td>
</tr>
<tr>
<td>Other</td>
<td>44 (10.6)</td>
</tr>
<tr>
<td><strong>Work experience (years)</strong></td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>231 (55.4)</td>
</tr>
<tr>
<td>3-6</td>
<td>91 (21.8)</td>
</tr>
<tr>
<td>&gt;6</td>
<td>95 (22.8)</td>
</tr>
<tr>
<td><strong>Medical app ownership</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>375 (89.9)</td>
</tr>
<tr>
<td>No</td>
<td>42 (10.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ENT: ear, nose, and throat.

**Smartphone Medical App Use of Physicians at Referral Hospitals**

According to this study, 63.3% (264) of the respondents reported that they use apps in their clinical practice (95% CI 58.3%-67.9%), and the most commonly used smartphone medical app category was diagnosis/management (62%) (Table 3).

According to this study, the most commonly used smartphone app was UpToDate (300/417, 71.9%) (Table 4).

Most study respondents (354, 85%) used their apps daily, while 10.5% used them 3 times a week (Table 5).
Table 3. Smartphone medical app use at referral hospitals among physicians, 2019 (N=417).

<table>
<thead>
<tr>
<th>Medical app types</th>
<th>Education level</th>
<th>General practitioner, n</th>
<th>Resident, n</th>
<th>Specialist, n</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease diagnosis</td>
<td></td>
<td>134</td>
<td>84</td>
<td>43</td>
<td>261 (62.6%)</td>
</tr>
<tr>
<td>Literature search</td>
<td></td>
<td>120</td>
<td>67</td>
<td>31</td>
<td>218 (52.3%)</td>
</tr>
<tr>
<td>Browsing</td>
<td></td>
<td>113</td>
<td>54</td>
<td>29</td>
<td>196 (47.0%)</td>
</tr>
<tr>
<td>HIS&lt;sup&gt;a&lt;/sup&gt; clients</td>
<td></td>
<td>106</td>
<td>54</td>
<td>35</td>
<td>195 (46.8%)</td>
</tr>
<tr>
<td>Clinical score system</td>
<td></td>
<td>104</td>
<td>71</td>
<td>34</td>
<td>209 (50.1%)</td>
</tr>
<tr>
<td>Medical training</td>
<td></td>
<td>104</td>
<td>59</td>
<td>31</td>
<td>194 (46.5)</td>
</tr>
<tr>
<td>Drug reference</td>
<td></td>
<td>97</td>
<td>48</td>
<td>28</td>
<td>173 (41.5)</td>
</tr>
<tr>
<td>Clinical communication</td>
<td></td>
<td>87</td>
<td>58</td>
<td>23</td>
<td>168 (40.3%)</td>
</tr>
<tr>
<td>Procedure documentation</td>
<td></td>
<td>73</td>
<td>51</td>
<td>28</td>
<td>152 (36.5%)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HIS: health information system.

Table 4. Medical apps used by physicians working at referral hospitals in Amhara regional state, Ethiopia, 2019.

<table>
<thead>
<tr>
<th>App used</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UpToDate</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>305 (73.1)</td>
</tr>
<tr>
<td>No</td>
<td>112 (26.9)</td>
</tr>
<tr>
<td>Medscape</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>276 (66.2)</td>
</tr>
<tr>
<td>No</td>
<td>141 (33.8)</td>
</tr>
<tr>
<td>MedCalc</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>226 (54.2)</td>
</tr>
<tr>
<td>No</td>
<td>192 (46.0)</td>
</tr>
<tr>
<td>Doximity</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>104 (24.9)</td>
</tr>
<tr>
<td>No</td>
<td>313 (75.1)</td>
</tr>
<tr>
<td>PEPID</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>50 (12.0)</td>
</tr>
<tr>
<td>No</td>
<td>367 (88.0)</td>
</tr>
<tr>
<td>Case</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>97 (23.3)</td>
</tr>
<tr>
<td>No</td>
<td>320 (76.7)</td>
</tr>
<tr>
<td>Figure 1</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>99 (23.7)</td>
</tr>
<tr>
<td>No</td>
<td>318 (76.3)</td>
</tr>
<tr>
<td>Read by QxMD</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>90 (21.6)</td>
</tr>
<tr>
<td>No</td>
<td>327 (78.4)</td>
</tr>
</tbody>
</table>
Table 5. Frequency of smartphone medical app use among physicians working at referral hospitals of Amhara regional state, 2019 (N=375).

<table>
<thead>
<tr>
<th>Medical app</th>
<th>Frequency of use, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Daily</td>
</tr>
<tr>
<td>UpToDate</td>
<td>333 (88.8)</td>
</tr>
<tr>
<td>Medscape</td>
<td>335 (89.3)</td>
</tr>
<tr>
<td>MedCalc</td>
<td>346 (92.3)</td>
</tr>
<tr>
<td>Doximity</td>
<td>340 (90.7)</td>
</tr>
<tr>
<td>Figure 1</td>
<td>339 (90.4)</td>
</tr>
<tr>
<td>Read by QxMD</td>
<td>335 (89.3)</td>
</tr>
<tr>
<td>Case</td>
<td>346 (92.3)</td>
</tr>
<tr>
<td>PEPID</td>
<td>322 (85.9)</td>
</tr>
</tbody>
</table>

Factors Associated With Smartphone Medical App Use Among Physicians

A total of 6 variables were selected as potential predictors of smartphone app use after bivariable logistic regression and entered multivariable logistic regression. Included variables were attitude, internet access, computer training, past IT experience, perceived ease of use of the app, perceived usefulness of the app, the technical skill of the physicians, and availability of IT support staff, which were positively related to smartphone medical app use by physicians at referral hospitals in Amhara region.

In this study, physicians with a favorable attitude toward smartphone medical apps were 1.64 times more likely to use them than physicians with an unfavorable attitude were (AOR 1.64, 95% CI 1.05-2.55). Similarly, physicians who have IT support staff at hospitals were 2.36 times more likely to be smartphone medical app users compared to their counterparts (AOR 2.36, 95% CI 1.5-3.08) (Table 6).

<table>
<thead>
<tr>
<th>Variable</th>
<th>App use, n (%)</th>
<th>Crude ORa (95% CI)</th>
<th>AORb (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPc</td>
<td>142 (34.1)</td>
<td>1.51 (0.87-2.60)</td>
<td>1.68 (0.91-3.10)</td>
<td>_d</td>
</tr>
<tr>
<td>Resident</td>
<td>83 (19.9)</td>
<td>1.54 (0.85-2.80)</td>
<td>1.70 (0.88-3.30)</td>
<td>_</td>
</tr>
<tr>
<td>Specialist</td>
<td>39 (9.4)</td>
<td>1</td>
<td>1</td>
<td>_</td>
</tr>
<tr>
<td><strong>Internet access</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>210 (50.4)</td>
<td>2.87 (1.85-4.45)</td>
<td>2.82 (1.75-4.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>54 (12.9)</td>
<td>1</td>
<td>1</td>
<td>_</td>
</tr>
<tr>
<td><strong>Computer training</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>179 (42.9)</td>
<td>2.36 (1.57-3.56)</td>
<td>1.71 (1.09-2.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>85 (20.4)</td>
<td>1</td>
<td>1</td>
<td>_</td>
</tr>
<tr>
<td><strong>IT support staff</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>156 (37.4)</td>
<td>2.366 (1.57-3.56)</td>
<td>2.363 (1.50-3.08)</td>
<td>.001</td>
</tr>
<tr>
<td>No</td>
<td>108 (25.9)</td>
<td>1</td>
<td>1</td>
<td>_</td>
</tr>
<tr>
<td><strong>Technical skill</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>225 (54)</td>
<td>2.8 (1.73-4.52)</td>
<td>2.54 (1.50-4.30)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>39 (9.4)</td>
<td>1</td>
<td>1</td>
<td>_</td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>153 (36.7)</td>
<td>1.67 (1.12-2.50)</td>
<td>1.64 (1.05-2.55)</td>
<td>.01</td>
</tr>
<tr>
<td>No</td>
<td>111 (26.6)</td>
<td>1</td>
<td>1</td>
<td>_</td>
</tr>
<tr>
<td><strong>Perceived usefulness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>158 (37.9)</td>
<td>1.76 (1.18-2.64)</td>
<td>1.65 (1.06-2.56)</td>
<td>.02</td>
</tr>
<tr>
<td>No</td>
<td>106 (25.4)</td>
<td>1</td>
<td>1</td>
<td>_</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bAOR: adjusted odds ratio.
cGP: general practitioner.
dNot available.

Discussion

Principal Findings

This study assessed the use of smartphone medical apps and associated factors among physicians at referral hospitals in the Amhara region. Out of 417 participants, 375 (89.9%) have a medical app installed on their mobile device, and disease diagnosis/management was the most commonly used medical app category. Factors like attitude, perceived usefulness, internet access, and past computer-related training were found to be associated with smartphone medical app use. In this study, the use rate of smartphone medical apps by physicians was 63.3% (95% CI 58.3%-67.9%). This result was consistent with that of a study done in Britain (60%) [6]. On the other hand, it was lower than that of a study done in Canada (77.0%) [11], a study conducted in Germany at the Leipzig Medical School (68%) [37], and a study conducted in the United States on the American Society of Plastic Surgeons (72%) [38]. This might be due to well-organized infrastructure at the clinical practice site, awareness of physicians on the use of smartphone medical apps for patient care, and availability of technological guidelines that promote the use of smartphone medical apps in America, Canada, and Germany. On the other hand, the result is higher than that of a study in Ghana (43.1%) [18]. A possible explanation may be due to the sample size difference (the sample size of the study in Ghana was 65) and the study period (this study was conducted about 4 years ago).

This study indicated that the medical apps most frequently used by physicians were UpToDate, Medscape, and MedCalc. This result is in line with the study conducted in Canada [11]. Most of the physicians (271/375, 72.3%) preferred smartphone medical apps as an information source for reference during clinical practice. The proportion is lower in the study in Ghana than in this study; this might be due to the accessibility of smartphones in our setup and sample size difference (the sample size of the study in Ghana was 65) [18].
This study found that the perceived usefulness of smartphone medical apps was positively associated with medical app use among physicians at referral hospitals in the Amhara region (P=0.04). This is in line with a study conducted in Taiwan [39]. Perceived usefulness of apps was a significant determinant of app use according to a study conducted in a Malaysian public hospital [40]. That result is comparable with this current study (OR 1.65, 95% CI 1.06-2.56).

This study revealed that physicians who had good technical skills were 2.54 times more likely to use smartphone medical apps at clinical practice than those who had poor technical skills (AOR 2.54, 95% CI 1.50-4.30). A study conducted in Czech Republic also indicated that technical skill was a factor for smartphone app use [41]. This might be because people with good technical skills are more receptive to new technology and capable of operating new apps.

According to this study, physicians who were working in an institution with internet access (WiFi) were 2.82 times more likely to use smartphone medical apps than those who had no internet access (AOR 2.82, 95% CI 1.75-4.54). This might be because the availability of internet access makes the regular update of medical apps easier and makes it possible to exchange information through a medical app, such as for consultation among senior physicians.

Physicians who were in an institution that has IT support staff were 2.36 times more likely to use smartphone medical apps than their counterparts (AOR 2.36, 95% CI 1.50-3.08). This study revealed that the odds of physicians with favorable attitudes being users of smartphone medical apps were 1.64 times higher than those of their counterparts (AOR 1.64, 95% CI 1.05-2.55), which is in line with the result obtained by a study conducted in Iran [35].

This implies that the attitude of physicians is key in the implementation of such apps in clinical practice. From the results above, we found that smartphone medical apps used by physicians did well in providing relevant medical information during clinical practice and received positive reviews from physicians. However, in other aspects (ie, outside of improving clinical decision making, saving time, helping to make differential diagnoses, performing useful medical-related calculations, and providing faster access to evidence-based medical practices or cases), medical apps did not meet the needs of physicians well, as most of the medical apps are not freely accessible, the cost of these apps is not affordable, and more importantly, the payment mechanism is not available in our country, Ethiopia. Therefore, in the future, there will be much room for improvement, and health care institutions in resource-limited countries like Ethiopia should offer an institutional access mechanism to such medical apps that is accessible freely.

**Conclusion**

The findings of this study showed that smartphone medical app use was 63.3%. Favorable attitude, internet access, computer training, perceived usefulness of the app, the technical skill of the physicians, and availability of IT support staff were the most notable factors that were associated with smartphone medical app use.

Based on this result, smartphone medical apps have inevitable contributions to successful and effective clinical practice. To effectively use this technology in clinical practice, health care organizations should create awareness of its use and implications in health care service, improve internet connectivity, and provide training on the use of these apps.
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Abstract

Background: User-centered design processes are infrequently employed and not fully explored for building mobile health (mHealth) apps that are particularly targeted to health professionals as end users. The authors have used a user-centered design–based approach to build an mHealth app for health professionals, tasked to deliver medical laboratory-related information on a daily basis.

Objective: Our objective is to generate a simple and functional user-centered design process for mHealth apps for health professionals. This paper presents the key learnings from design activities.

Methods: A stratified random sample of doctors and nurses was recruited for the study. The design activities were planned in the following sequence: focus group discussion for situation analysis and information architecture, design activity 1 for wireframe designing, design activity 2 for wireframe testing, and user testing sessions 1 and 2.

Results: The final design and functions of the app, information architecture, and interactive elements were largely influenced by the participatory design–based user-centered design activities. As a result of the design process, we could identify the mental models of processing requests for information and personal preferences based on the experience. These findings were directly or indirectly incorporated into the app design. Furthermore, finding alternative ways of working within time constraints and cultural barriers and the methods employed to manage the challenges of interdisciplinary discourse stood out among the lessons learned.

Conclusions: We recommend a user-centered design process based on a participatory design approach in mHealth app design, enriched with focus group discussions where possible.

(JMIR Mhealth Uhealth 2021;9(3):e18079) doi:10.2196/18079
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Introduction

Background

The term mobile health (mHealth) is defined as emerging mobile communications and network technologies for health care systems, which is an exponentially growing market in the smartphone era [1,2]. Current estimates suggest that there are more than 40,000 mHealth apps [3]. The global mHealth market is projected to grow at a compound annual growth rate of around 35.65% over the next few years to reach approximately US $115.61 billion by 2025 [4].
Many current mHealth interventions for health care–related issues are designed on the basis of existing healthcare system constructs, and they may not be as effective as those that involve end users in the design process [5]. In recent times, user-centered design–based approaches have been reportedly used for building mHealth apps, most of which are focused on chronic diseases [6-9], cancer [10,11], health and well-being, lifestyle interventions [12-14], mental health [15], sexual health [16], pain management [10,17], and remote patient monitoring [18]. Commonly used user-centered design frameworks for building mHealth apps include Information Systems Research [19], the Health Information Technology Usability Evaluation Model [20], and the BUS (behavior change theories, user-centered design, and social marketing) framework [21].

Despite the growth of user-centered design–based mHealth apps built for patients and the general public, there has been little exploration of how to use them for health professionals as end users. Hence, little is known about the unique challenges and opportunities for applying user-centered design to build apps for health professionals.

Our findings are drawn upon a real-world design process where the authors have employed a participatory design–based user-centered design approach to build an mHealth app targeting health professionals. Traditionally, laboratory-related information is made available to the staff through a laboratory service manual, which is a 217-page document accessed via the hospital intranet, describing over 525 laboratory investigations and procedures available at the hospital. The idea of delivering this information through an mHealth app was conceived as a result of an audit conducted to describe the phone call patterns received at the laboratory and a follow-up survey conducted among health professionals that revealed the towering demand for laboratory-related information and the infrequent use of the laboratory service manual by end users who were inclined toward an mHealth intervention [22]. Combined, these findings set out the primary objective of this app, which is to replace the existing laboratory service manual and to create an efficient, convenient platform to deliver medical laboratory-related information to health professionals at Ng Teng Fong General Hospital, Singapore, on a daily basis.

Health professionals’ frequent dilemmas related to laboratory tests in clinical practice take many forms: deciding the adequacy of the size of a specimen according to laboratory’s rejection criteria, clarifying the correct method of collection and specimen container, decisions related to the urgency of investigations and results, etc. In these scenarios, laboratory-related information such as specimen type, minimum sample size, appropriate specimen container or tube, method of collection, special instructions (eg, fasting blood sample), turnaround time, price, etc, play an important role in decision making.

The contribution of this paper is twofold: first, we describe our methods, materials, results, and outcomes. Then, by reflecting on our own experiences, we discuss the insights and implications of our work through the challenges faced, lessons learned, and strategies adopted to overcome challenges.

**Objectives**

Our objective is to generate a simple and functional user-centered design process for mHealth apps for health professionals (specifically, for an app that delivers medical laboratory-related information).

**Methods**

**Overview**

To achieve our objective, we aimed to employ (a) an intermediate approach to user-centered design and participatory design by direct and indirect involvement of our end users (doctors and nurses) at various stages of the design process and (b) multiple user-centered design methods and to tailor the whole process according to the unique needs of our end users. In this section, we describe the methods in sampling, data analysis, and designing activities and sessions, as well as the design procedures.

A stratified random sampling model was employed by the study team—the project team and a human-computer interaction (HCI) consultant—to select participants for the sessions. Strata were defined to include inpatient settings (medical, surgical wards, and the ambulatory unit) and outpatient settings or clinics. We recruited doctors and nurses in rough proportion to their workforce ratios. However, the emergency department was excluded in view of significant time constraints and perceived manpower shortage (Table 1). Informed written consent was obtained from all participants throughout the process prior to each session or design activity (Figure 1).
Table 1. Demographic data of participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>First cohort (focus group discussion and design activities)</th>
<th>Second cohort (user testing sessions)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, n</td>
<td>15</td>
<td>9</td>
<td>24</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>35.4 (8.1)</td>
<td>34.8 (7.6)</td>
<td>__a</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>12 (80)</td>
<td>6 (67)</td>
<td>18 (75)</td>
</tr>
<tr>
<td>Male</td>
<td>3 (20)</td>
<td>3 (33)</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Nationality, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Singaporeans</td>
<td>9 (60)</td>
<td>2 (22)</td>
<td>11 (46)</td>
</tr>
<tr>
<td>Non-Singaporeans</td>
<td>6 (40)</td>
<td>7 (78)</td>
<td>13 (54)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>7 (47)</td>
<td>3 (33)</td>
<td>10 (42)</td>
</tr>
<tr>
<td>Malay</td>
<td>3 (20)</td>
<td>1 (11)</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Indian</td>
<td>3 (20)</td>
<td>1 (11)</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Others</td>
<td>2 (13)</td>
<td>4 (44)</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Role in hospital, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>5 (33)</td>
<td>2 (22)</td>
<td>7 (29)</td>
</tr>
<tr>
<td>Nurse</td>
<td>10 (67)</td>
<td>7 (78)</td>
<td>17 (71)</td>
</tr>
<tr>
<td>Setting, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient/ward</td>
<td>9 (60)</td>
<td>6 (67)</td>
<td>15 (62)</td>
</tr>
<tr>
<td>Outpatient clinic</td>
<td>4 (27)</td>
<td>0 (0)</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Ambulatory clinic</td>
<td>2 (13)</td>
<td>3 (33)</td>
<td>5 (21)</td>
</tr>
</tbody>
</table>

^aNot available.

Figure 1. An illustration of the sequence of design activities and sessions.

Focus group discussion - situation analysis and information architecture

Design activity 1 - wireframe designing

Design activity 2 - wireframe testing

User testing session 1

User testing session 2

First cohort of participants

Second cohort of participants
Statistical analysis of demographic data was carried out on IBM SPSS, version 23.0 (IBM Corp). Categorical variables were expressed as frequencies and percentages, and continuous variables were expressed using means and standard deviation.

Following each session, all study data, including audio recordings and handwritten notes, were transcribed verbatim without participant identifiers and annotated with pauses and nonverbal expressions. Anonymized transcripts were analyzed by the study team to create and examine codes, themes, and categories. Transcripts were coded independently by two individuals using line-by-line coding technique. The codes were compared, and the differences were discussed among them. Affinity mapping technique was employed for thematic analysis and establishing categories, and the findings, outcomes, and insights were generated based on this analysis.

To further ensure reliability of the study, effective session facilitating techniques were utilized: well-prepared facilitators (social and conversational skills) and rapport building with the participants.

**Focus Group Discussion: Situation Analysis and Information Architecture**

The objective of the first session was to understand the existing user behavior and practices related to laboratory information usage (situation analysis) and obtain initial user inputs to determine what laboratory information should be presented and how it should be structured and highlighted in the app (information architecture). In addition, we used this session as a means of building rapport and goodwill between participants and the facilitators.

This session was designed to be conducted in a span of an hour. First, we randomly divided all the participants into three subgroups by counting numbers; the same method has been used in the activities mentioned throughout the paper. In the first activity, the participants were given a scenario of a less frequently used laboratory investigation requested by a physician during a busy morning ward round. We asked them to write down the first things that came to their minds on sticky notes while they were fulfilling this task. We requested them to produce at least five responses per group. Following this activity, one group member from each group was asked to share the responses on the whiteboard.

In the next activity, the same groups were asked to draw a flowchart to explain the process of dispatching a blood sample as part of their routine daily work. Groups were given an example of how to perform this task, and they were encouraged to simulate a real-life scenario of their choice. Members were asked to describe their flowcharts to other groups and were given the opportunity to ask questions.

The third activity was designed to prioritize the information available in the laboratory service manual to be included in the app based on user input. We provided details of 10 uncommon laboratory tests available in the laboratory service manual and asked participants to use color codes (red, yellow, and green) to highlight information based on following criteria: green for details that they already knew from memory, red for details that they did not know unless they referred to the manual, and yellow for details for which they needed reassurance or confirmation. We carefully handpicked 10 tests, considering the scarcity of information on the type of specimen, tube or container, use of preservatives or transport media, dispatch instructions, other special instructions, etc.

Finally, we prioritized the information based on the user responses using a four-quadrant matrix under two main domains (how frequently it is used and how well it is known to the user) in order to summarize them (ie, mostly known vs least known and least used vs mostly used).

**Design Activity 1: Wireframe Designing**

The first design activity was planned in the form of a co-design activity. The same cohort of participants was present in the second session, except for 1 participant who had called in sick. She was replaced by another member from the same ward.

This session was an hour-long design activity. It consisted of three main activities focused on determining the information architecture and designing the initial wireframes (skeletal visual representations of the app screens). Participants were randomly divided into two groups, and each group was given a set of selected laboratory investigations written on A5-size papers. It had a balanced representation of the mainstream disciplines of laboratory medicine: chemical pathology, microbiology, anatomic pathology, hematology, immunology, genetics, and molecular diagnostics. The set of tests given to each group were not identical but comparable. They were asked to classify all the tests handed to them within 10 minutes. Following this, they were asked to share the principles of the classification that they employed, and each group was given a chance to ask questions of the other group. Both groups were given another chance to reclassify investigations in a different way and in a shorter period of time (5 minutes).

Following this activity, we asked participants to jot down at least five different keywords that they would use to search for each investigation on the reverse side of each paper. This was aimed at gathering user inputs toward designing the search function of the app.

In the third activity, both groups were asked to sketch wireframes depicting how they envisioned the app's home page, visual representation of test details, and search functionality. An in-depth discussion was carried out to understand the reasons behind each wireframe design.

**Design Activity 2: Wireframe Testing**

The same cohort of participants from the previous design activity attended the third session, with the addition of 2 new participants. Data from the previous session were analyzed and discussed with the study team. Based on the outcomes of the previous session, two sets of wireframe mockups were created by the HCI consultant: one with a home page containing the categories of tests (categorized by discipline and by specimen type) and a directly accessible list of frequently used tests and the other with a home page with links to go to “categories” and “all tests” and a list of frequently used tests.

Once again, the participants were randomly divided into two groups. An open discussion on design, ease of use, order and
presentation of information, user-friendliness, and specific functions was conducted among groups with open-ended questions (Table 2). We also asked some specific questions that the project team and HCI specialist had during mockup wireframe preparations to shed some light on uncertainties.

Table 2. Questionnaire for design activity 2, wireframe testing.

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Script</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Home page</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Please go to the home page [hand them the first prototype] and tell me how you would feel if you got to use this design/user interface on a smartphone app?</td>
</tr>
<tr>
<td>2</td>
<td>What do you think about this home page design?</td>
</tr>
<tr>
<td>3</td>
<td>Think of/give some example tests that you would like to add to this list. How often do you think you would access a test using this list? Where do you like to have the list of bookmarked tests in your mobile app? Why do/don’t you think it is useful to have this list on the home page?</td>
</tr>
<tr>
<td>4</td>
<td>Will an “all tests” function be useful? Alternatively, would you prefer to access “all tests” using the search icon below? Why?</td>
</tr>
<tr>
<td>5</td>
<td>How do you want to see new notifications on your app? How important are these notifications to you?</td>
</tr>
<tr>
<td>6</td>
<td>[Now, the interviewer hands them the second prototype of the home page.] What do you think about this design/user interface?</td>
</tr>
<tr>
<td>7</td>
<td>What do you think about this design compared to the previous one?</td>
</tr>
<tr>
<td>8</td>
<td>Do you think that you need an icon for “most common tests” that would by default have some commonly used tests across all disciplines listed in it and would be customizable [you can add or remove items from this list]? Alternatively, do you want something like “my tests,” which would come empty with the app but be customizable according to your needs?</td>
</tr>
<tr>
<td><strong>Categories</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>These categories were carefully selected depending on your suggestions and discussions from the last week. What are your thoughts about this categorization? [Repeat this question for each categorization.]</td>
</tr>
<tr>
<td>2</td>
<td>Do you have any other suggestions for categorizations?</td>
</tr>
<tr>
<td>3</td>
<td>Can you take a few minutes and think of any test that would not easily fit into any of these categories? [Please explain that the idea of the categories is fluid and one test could appear in more than one category if necessary, overlapping.]</td>
</tr>
<tr>
<td>4</td>
<td>Any other comments/suggestions?</td>
</tr>
<tr>
<td><strong>Search function</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>As per our discussions from the last session, we realized that the search function should be robust. Here are the shortlisted “keywords” in order of importance that are suggested to be used in the smart search engine: medical domain/discipline and related diseases. [Interviewer gives a real-life scenario.] What do you think about this search order? What are the changes/modifications you would like to introduce to this search function?</td>
</tr>
<tr>
<td>2</td>
<td>Do you want to see your old search items and history before you start your search? Why?</td>
</tr>
<tr>
<td>3</td>
<td>Any other comments/suggestions?</td>
</tr>
<tr>
<td><strong>Test-details page</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>What do you think about the arrangement of information under each test [ask about spacing, font size, graphics, pictures of the tube, etc]?</td>
</tr>
<tr>
<td>2</td>
<td>Any comments on the order of information? Any suggestions to change this interface?</td>
</tr>
<tr>
<td>3</td>
<td>Is there anything else that you would like to see on this page [information or graphical presentation]?</td>
</tr>
<tr>
<td>4</td>
<td>What do you think about the picture of the tube? Any other details that you would like to see in this image?</td>
</tr>
<tr>
<td>5</td>
<td>How do you want to add this test into your bookmarked list? What is your preferred workflow?</td>
</tr>
<tr>
<td>6</td>
<td>This design uses a “tick” on the right upper corner. What kind of icon (or user interface element) would you prefer?</td>
</tr>
<tr>
<td><strong>Hamburger menu</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>[A wireframe of a hamburger menu is to be handed to each group.] Could you try and list the things that you want to see/ would like to see on this page?</td>
</tr>
<tr>
<td>2</td>
<td>[Once participants have finished listing, facilitate a discussion on each listed item.] Why do you want this item on the hamburger menu, and what are the reasons why it’s best suited in the menu page but not elsewhere (ie, home page)?</td>
</tr>
</tbody>
</table>
**User Testing Session 1**

Within 5 months from the third session, the first functional prototype of the app was developed based on the user inputs gathered since inception. The first user testing session was conducted to evaluate the usability of the first functional prototype. An all-new group of nurses and doctors were recruited using stratified random sampling methods. Out of 10 participants, 5 used iOS and 5 used Android operating systems. One Android user dropped out of the study due to privacy concerns related to installing an unpublished external app on the phone. This incident did not have an impact on the final design of the app as the process of publishing spontaneously resolves the concern.

All the participants were given a copy of the prototype laboratory mobile app downloaded on their mobile phones. They were asked to perform a set of specific tasks in the shortest possible time, and the time taken by each participant was recorded. A discussion was carried out with each group using open-ended questions. Furthermore, at the end of the session, we obtained feedback from the participants on general topics (Table 3).

### Table 3. Questionnaire for user testing session 1.

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Script</th>
<th>Allocated time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Find out “special instructions” for taking a blood culture.</td>
<td>13-15</td>
</tr>
<tr>
<td>2</td>
<td>Assume that you find a piece of false information on a “test page.” Submit feedback regarding this issue using the app. [E.g., a test page of full blood count says that the sample has to be sent in a “yellow tube.”]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Find the contact information to arrange a “frozen section.”</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Search and find a test to help diagnose Wilson disease. [Hint: You can probably find this test on the app even if you do not remember the name of the test.]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Go to categories “by discipline,” create a new category, and give that new category a name. Then, add three (3) tests of your choice into the new category that you created.</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Go to the category that you created and remove one (1) test from the category.</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Find the “order of draw” on the app.</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Go and find the types of tubes/containers that you can use to send specimens to check “acetaminophen level” of a patient.</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Check how many phone notifications you have received on your app.</td>
<td></td>
</tr>
</tbody>
</table>

### Questions to be asked of participants after each task is performed

1. Tell us about your experience of performing this task.
2. What are the difficulties you faced while performing this task?
3. I like [the things that I like about this feature/function].
4. I wish [the things that I wish to see in this feature/function].
5. Ask more questions in detail depending on the scenario (e.g., What are your concerns regarding the current design? How would you suggest improving it? What would you like to see instead of the current design/workflow?).

### General thoughts to be asked at the end of the session

1. Any further suggestions to improve the functionality of the app?
2. What do you think about the information provided on the app? Do you see anything missing? Do you find anything that is not useful?
3. How do you like the look and feel of the app, such as the colors, fonts, and user interface elements like buttons and menus? Any suggestions to improve them?
4. Are there any other thoughts/suggestions/comments you would like to add that have not been discussed so far?

**User Testing Session 2**

Within 3 months from the first user testing session, the second prototype of the app was prepared. The same cohort of participants who took part in user testing session 1 were invited to take part in this activity. A total of 9 participants took part in this session. Participants were asked to download a copy of the latest version of the laboratory mobile app, to use it at work, and to try to replace their daily work process with the app. After allowing them to use the app for a week, we interviewed them individually using an open-ended questionnaire.
Results

Overview
The mean ages of our participants were 35.4 and 34.8 years for the group that participated in focus group discussions and design activities and for the group that participated in user testing sessions, respectively. The youngest member of the whole cohort was a 24-year-old medical officer, while the oldest member was a 53-year-old assistant nurse clinician. Singapore being a multiethnic, multicultural city-state, we observed a representation of all three major ethnic groups (ie, Chinese, Malay, Indian) as well as a fair representation of migrant workers who contribute to Singapore health care from the following countries of origin: China, India, the Philippines, Malaysia, South Korea, and Sri Lanka (Table 1). Moreover, all members of the groups were smartphone users, and all of them had more than one year of experience with the electronic medical records of the hospital, Epic System (Epic Systems Corporation).

Focus Group Discussion: Situation Analysis and Information Architecture
From this session, we identified existing behaviors and habits of our users. We also observed significant differences in the use of terminology and work processes between nurses and doctors, which in turn generated valuable insights into ensuring a greater level of customizability of the app. In addition, we identified that the levels of importance related to variables of laboratory tests (ie, test details) are understood by all subgroups in similar patterns, making certain pieces of information salient while making the remainder less important. This information was directly used in determining the visual layouts of the ‘test-details’ page.

Design Activity 1: Wireframe Designing
These activities helped to foreground two commonly used criteria to classify laboratory tests: by specimen and by discipline. These outcomes were directly incorporated into the design of the home page (Figure 2). Furthermore, nurses preferred to search for investigations by the specimen whereas doctors preferred to search by the related discipline; however, both groups preferred to have their own lists of investigations to refer to instantly, as well as a smart search engine.

Surprisingly, the wireframe designs of the “home page” and “test-details” page were strikingly similar between the two groups. They both suggested to include categories of tests and a search button on the home page, assuming that users will mostly use the search button instead of looking for tests in categories, and a starred or quick access list. Both groups prioritized details such as special instructions, pictures of relevant test tubes, containers, and preservatives, and the price of the tests, in that order. One group suggested that it would be useful to display a list of related tests under each test, and the other group was in agreement.

Participatory wireframe design activities helped the study team to further identify the features that can be useful for users. For example, a periodically updated list of commonly ordered tests was eventually added to the app based on the ideas generated from wireframe designing sessions, as it can be useful for new staff as reference material.
Design Activity 2: Wireframe Testing

Wireframe testing triggered the participants to express their preferences and comment on potential improvements that can be made to the wireframes presented to them. For example, participants preferred to see a homepage with all the test categories displayed on it, as opposed to the alternative wireframe. In addition, reference ranges were added, and a photograph of the tube or container was suggested over an illustration with regard to the “test-details” page. Outcomes of the third session are shown in Figure 2.

User Testing Session 1

We identified the specific pain points for users when they perform certain tasks with the mobile app through this session. For example, users pointed out the process of creating categories as a cumbersome workflow and suggested changes. In addition, they suggested moving the hamburger menu icon that was placed on the right-lower corner to the left-upper corner, as it is commonly observed in popular local e-commerce apps. Outcomes of the fourth session are shown in Figure 3.

Figure 3. Second version of the laboratory mobile app after user testing sessions.

User Testing Session 2

The second user testing session revealed that the users were generally satisfied with the functions and user interface of the app, and there were no specific suggestions to ameliorate the design (Figure 3). Hence, it was decided by the project team that the app was ready for launch.

Discussion

General Takeaways

The final design of the app, including the features, functions, information architecture, interactive elements, and aesthetics, were largely influenced by the participatory design–based user-centered design activities. As a result of the design process, we could identify the existing mental models of the end users related to laboratory tests, level of significance of laboratory-related information, how requests for information are dealt with, and how additional information is requested via telephone calls. There were personal preferences depending on the knowledge base, experience, setting, and job scope. These findings were directly or indirectly incorporated in the final design of the app. Furthermore, it triggered the need for in-depth customization while maintaining generally used mental models in the user interface of the app.

In parallel to the outcomes of the user-centered design activities, the final design of the app was influenced by the inputs from the HCI specialist based on universal user experience design principles. These inputs were incorporated in implementing several key features of the app. For example, simplified illustrations of specimen containers (eg, test tubes) were used in place of actual photographs to avoid information overload and to emphasize distinct features of each container type. Similarly, a quick access one-touch search function and the ability to assign custom labels to tests were also added based on the HCI specialist’s suggestions.

By reflecting on our user-centered design process and our own experience of working with multiple stakeholders including the project team, an HCI consultant, health professionals, and an...
external developer team, we discuss key takeaways of this case study under four categories below.

**Cultural Considerations**

Despite the hierarchy that is observed in the medical culture [23], we observed more collaborative work and interdependency during design activities and discussions. However, it was observed that mostly doctors started leading the group during the technical discussions including information architecture, and nurses were eager to get the doctors involved. During wireframe testing and participatory design activities, the nurses were more inclined to pen down their ideas, and doctors were more collaborative despite leading the group. Disagreements between group members were dealt with through ongoing discussions; however, in certain instances we observed outlying ideas being rejected by doctors and experienced nurses without their merits being carefully examined.

These behavioral patterns were prominent during the first session, but during design sessions, they were noted to have eventually diminished. Possible reasons could be enhanced group dynamics over the course of the sessions and the nature of activities during different sessions. For example, the first focus group discussion was more dependent on technical knowledge and experience, whereas medical or technical knowledge did not have a bearing on the design activities.

**Designing the Study Around Constraints**

While attempting to make focus group discussions, design sessions, and user testing sessions equally accessible and ensure fair participation, we faced major challenges with time constraints, making it the most significant challenge to mention [24,25].

In response to these legitimate limitations, the study team conducted a mock focus group discussion with elective nursing students who were rotated to the Department of Laboratory Medicine as part of their polytechnic training. Furthermore, facilitators trained themselves with each other while giving running commentary and feedback. These activities were carried out to see how well the participants could understand quick instructions, as well as to evaluate timeliness of activities and discussions. Mock focus group discussions helped us to fine-tune the construction and wording of questions and instructions to better relate with our participants culturally [26,27] and to make them succint to save time.

We also carried out a quick feedback activity after each focus group discussion and design session to better understand the concerns of the participants. As a result of the feedback, snacks were arranged for subsequent sessions, which further encouraged participation. It was also conveyed by the participants that it’s important to commence and conclude sessions right on time in view of serious time constraints that they were facing [24,25].

**Benefits of Participatory Design Approach for Designing Information Architecture**

A well-designed information architecture helps users find information efficiently and complete tasks easily (ie, finding information on a particular blood test by navigating through the app user interface). In our case, information that is intended to be presented in the proposed mHealth app (ie, laboratory test information) has already been stored in end users’ memories to various degrees as they refer to that information during daily hospital routines. Therefore, the key goal of co-designing the information architecture with end users was to understand their existing mental models of this information and try to build upon them. The outcomes of the co-design activity, where the end users categorized and labeled a selected set of laboratory tests, provided valuable insights to this end.

While there are many instances where co-designing approaches have been successfully utilized for designing information architecture [28,29], our experience sheds light on two specific benefits of such approaches for mHealth apps. First, co-design activities similar to ours can help user experience designers to become familiar with medical procedures and terminology without spending too much time on secondary research. For example, in our case, the user input gathered through co-design activities remarkably eliminated the need for designers to understand the content of the laboratory service manual. Second, such activities can help designers thoroughly understand the existing user behaviors related to information usage and align the final information architecture of the mHealth app to be consistent with them. In our case, insights gained from co-design activities ultimately allowed us to design an information architecture that resonated with the one that users were accustomed to, which in turn significantly lowered the barriers for adopting the new mobile app into their daily routines.

**Role of the Facilitator in the Design Process: Facilitating Communication and Collaboration Among Multiple Stakeholders**

Due to highly domain-specific content and medical terminology related to the laboratory tests, the developer team and HCI consultant had to go through a steep learning curve to familiarize themselves with the context of the mHealth app. The hierarchy, organizational structure, and bureaucracy of the hospital environment also made this process somewhat challenging for these external stakeholders. To this end, having a medical professional with experience in participatory and qualitative research as a facilitator significantly helped the external parties to overcome those challenges and understand the context quickly. Provision of an overview of the organizational structure, culture, and existing workflows, coordinating with internal stakeholders, co-conducting activities, and working around cultural barriers are some examples of the roles of the facilitator.

**Conclusions**

We highly recommend a user-centered design process, based on a participatory design approach to designing mHealth apps for health professionals. Focus group discussions will be an added advantage in the design process, provided opportunity is materialized. A broad understanding of the culture, hierarchy, and bureaucracy is pivotal in planning participatory design activities; however, working on team dynamics through ice breaking and building rapport is a cornerstone of success.

In addition, a test run for polishing and fine-tuning the process is certainly a strength. Furthermore, the role of a facilitator with a medical and qualitative research background could most likely
add value as well as convenience in situations where there is a steep learning curve and a race against time.

Acknowledgments
The researchers acknowledge the tremendous contributions toward focus group discussions, design activities, and user testing sessions by the nurses and doctors (participants). We acknowledge the microbiology, clinical chemistry, hematology, and anatomic pathology sections of the laboratory for their most valuable support in content creation. We also recognize the enormous support rendered by Mrs Lynn Low, secretary of the Department of Laboratory Medicine, with personal communications and administrative tasks and the support extended by Ms Kimberly Price (linguistics specialist) with proofreading the manuscript.

This work was funded by the JurongHealth Internal Research & Development Grant Award FY2016 and FY2017 (project code number: 16-55).

Conflicts of Interest
None declared.

References


22. Lam L, Saparamadu AADNS, Zeng P. An Audit of Telephone Calls Received in a Singapore Public Hospital Clinical Laboratory. 2019 Presented at: 71st AACC Annual Scientific Meeting and Clinical Lab Expo of the American Association for Clinical Chemistry; August 4-8, 2019; Anaheim, CA.


Abbreviations

**HCI:** human-computer interaction

**mHealth:** mobile health

©Amarasinghe Arachchige Don Nalin Samandika Saparamadu, Piyum Fernando, Peizi Zeng, Henry Teo, Andrew Goh, Joanne Mee Yin Lee, Choong Weng Leslie Lam. Originally published in JMIR mHealth and uHealth (http://mhealth.jmir.org), 26.03.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium.
provided the original work, first published in JMIR mHealth and uHealth, is properly cited. The complete bibliographic information, a link to the original publication on http://mhealth.jmir.org/, as well as this copyright and license information must be included.
Tutorial

Using a Clinical Workflow Analysis to Enhance eHealth Implementation Planning: Tutorial and Case Study

Stephanie Staras¹,², MSPH, PhD; Justin S Tauscher³, MSc, PhD; Natalie Rich¹,⁴, MD; Esaa Samarah¹,²,⁵, MSW; Lindsay A Thompson¹,²,⁶, MD, MS; Michelle M Vinson⁷, MSc; Michael J Muszynski⁷, MD; Elizabeth A Shenkman¹,², PhD

¹Department of Health Outcomes and Biomedical Informatics, College of Medicine, University of Florida, Gainesville, FL, United States
²Institute for Child Health Policy, University of Florida, Gainesville, FL, United States
³Behavioral Research in Technology and Engineering Center, Department of Psychiatry, University of Washington, Seattle, WA, United States
⁴Department of Radiology, College of Medicine, University of Florida, Gainesville, FL, United States
⁵College of Social Work, Florida State University, Tallahassee, FL, United States
⁶Department of Pediatrics, College of Medicine, University of Florida, Gainesville, FL, United States
⁷Department of Clinical Sciences, Florida State University College of Medicine Orlando Regional Campus, Orlando, FL, United States

Abstract

eHealth apps often fail to improve clinical outcomes due to poor integration with clinical workflow—the sequence and personnel needed to undertake a series of tasks for clinical care. Our central thesis is that eHealth interventions will be more effective if the clinical workflow is studied and taken into consideration for intervention implementation. This paper aims to provide an introductory tutorial on when and how to use a clinical workflow analysis to guide the implementation of eHealth interventions. The tutorial includes a step-by-step guide to conducting a clinical workflow analysis in planning for eHealth implementation. We began with a description of why a clinical workflow analysis is best completed before the implementation of eHealth interventions. Next, we described 4 steps needed to perform the clinical workflow analysis: the identification of discrete workflow components, workflow assessment, triangulation, and the stakeholder proposal of intervention implementation. Finally, we presented a case study of a clinical workflow analysis, which was conducted during patient visits of patients aged 11 or 12 years from 4 diverse pediatric or family medicine clinics to plan the implementation of a tablet-based app for adolescent vaccination. Investigators planning the implementation of new eHealth interventions in health care settings can use the presented steps to assess clinical workflow, thereby maximizing the match of their intervention with the clinical workflow. Conducting a prospective workflow study allows for evidence-based planning, identifying potential pitfalls, and increasing stakeholder buy-in and engagement. This tutorial should aid investigators in increasing the successful implementation of eHealth interventions.

(JMIR Mhealth Uhealth 2021;9(3):e18534) doi:10.2196/18534
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Introduction

Background
Within health care settings, one of the most common reasons eHealth apps fail to effectively increase the health outcomes they are designed to aid and improve quality of care is incompatibility between the app and clinical workflow [1-7]—the series of tasks conducted to complete clinical care in what order and by whom. Incompatibilities often stem from a wait-and-see method of implementation common to many eHealth interventions whereby an intervention is introduced into a clinical setting and the clinical workflow either adjusts to accommodate or does not [8,9]. Frequently, a lack of integration with clinical workflow results in clinical staff creating work-arounds or adaptations that interfere with the core components of the intervention [2-4,10]. For example, nurses reported checking boxes on forms that were not applicable to move the screens forward and others reported supplementing the electronic records with handwritten notes on paper [10]. Many eHealth apps would be more effective if a tailored implementation plan was created based on a systematic clinical workflow analysis performed before implementation [11].

Several methods for assessing clinical workflow are available [12-17]. Most notably, the Agency for Healthcare Research and Quality (AHRQ) has a digital toolkit of resources to guide investigators in studying clinical workflow [12]. In addition, Ozkaynak et al [13] have written an overview chapter of clinical workflow, including definitions of workflow, several workflow evaluation approaches, and examples of visualizing workflow [13]. Other studies describe select methods of studying clinical workflow, including electronic health record (EHR) audit logs, direct observation by trained external staff, clinic staff reporting, and sensor-based recordings [14-17]. Despite evidence that an intervention’s core components essential for the affect. One type of adaptation to improve user compatibility, a key construct from the diffusion of innovations theory incorporated within the CFIR inner setting [19,21,22] that can frequently be made without affecting the intervention’s core components, is integration with the clinic’s workflow. To ensure that adaptations enhance compatibility and remain within the adaptable periphery, it is suggested that the investigators and clinic staff collaborate to develop adaptations. In addition to engaging the clinical staff stakeholders, a key construct of CFIR and a critical component of integrating eHealth into primary care, this collaboration increases the likelihood of meeting two additional constructs within the CFIR process domain: identifying clinical champions and garnering the support of opinion leaders [19,22,23].

Objectives
This paper offers a simple-to-follow methodology for studying clinical workflow and planning for implementation with clinic staff. It provides tools adapted from previously published strategies to aid researchers in identifying clinic-specific adaptations that will increase the compatibility of eHealth interventions with clinical workflow and thus improve outcomes [24,25]. We present 4 steps for assessing clinical workflow and improving intervention compatibility with clinical settings, and a case study illustrating these steps. First, identify which components of the intervention are critical and when these components need to occur during a clinic visit. Second, choose from a variety of described methods to observe the existing clinical workflow relevant to the intervention. Third, confirm their findings using a second workflow assessment strategy. Finally, consult the clinic staff on the best ways to adapt the intervention compatibility with the confirmed clinical workflow. The purpose of this paper is to provide a tutorial for eHealth researchers on how to assess clinical workflow and use the knowledge gained to adapt interventions for maximal implementation success.

Assessing Clinical Workflow

Workflow Assessment Steps
Clinical workflow assessments for implementation planning can follow 4 steps (Table 1): (1) the identification of discrete workflow components, (2) workflow assessment, (3) triangulation, and (4) the stakeholder proposal of intervention implementation.
Step 2: Workflow Assessment

A second step in conducting a workflow analysis to improve eHealth intervention implementation is to assess the clinical workflow. Several strategies can be used to assess clinical workflow, including direct observation, clinical staff reporting, interviews with staff or patients, sensor-based investigations, EHR audit logs, and job task diaries [14,16,27-31]. We focused on direct observation by a member of the research staff because this method offers advantages over other possible choices, including an in-depth analysis of complex interactions and clinical work-arounds, limited equipment and technology needs, and the potential to increase clinical staff engagement [5,16,29].

Workflow assessment via direct observation can occur in 3 steps: (1) identify who you wish to observe, (2) complete informed consent with potential participants, and (3) directly observe the workflow using standardized data collection tools to systematically record observations. Before direct observation, engage with clinic leadership to ensure that the observed activities will not affect medical staff employment. Before the observation days, explain the informed consent to the identified staff so that they can thoughtfully consider participation. Observations should be scheduled for clinic days in which relevant patients have scheduled visits. Once patients express interest to clinical staff, patient consent can be obtained. Care must be taken to avoid disrupting the standard clinical flow to maintain high-quality research and clinical care. Although the number of observed patients can be influenced by practical considerations (eg, travel expenses and clinical receptiveness), to achieve a valid sample, patients should be observed until additional observations no longer present new information (ie, saturation is achieved) [32,33].

The use of a standardized observation form increases the rigor and reproducibility of workflow observations and can be incorporated into any workflow assessment method chosen [15]. The standardized observation form should include a simple method to record the location and primary actors for each of the discrete workflow components of interest. Multiple data collection forms and observers may be necessary because clinics have several actors attending to each patient simultaneously. Examples of standardized observation forms, including an adaptable Microsoft Access database, can be found in the AHRQ health information technology workflow assessment toolkit [34]. Including timestamps of observed activities in the standardized observation form enables researchers to conduct what is considered the gold standard measurement for clinical workflow assessment, a time and motion study [29]. Time and motion studies evaluate the activities and duration of each activity of the clinical workflow.

Step 1: Identification of Discrete Workflow Components

The first step in conducting a clinical workflow analysis for improving eHealth implementation planning is to identify the discrete components of the clinical workflow that need to be measured. Owing to the multitude of tasks occurring during clinical visits, it is imperative to clearly define what activities researchers should track to ensure that each is collected and documented consistently. Tracked activities may fall under 3 observable workflow categories: location, interactions, and tasks. Location refers to where and how long individuals are physically present in specific areas of a clinic. Interactions include face-to-face conversations and moments in which health records or patients transition from one provider to another. Tasks include a review of health records, measures collected (eg, weight, blood pressure), interventions administered (eg, giving prescription or vaccine), and administrative functions (eg, patient check-in or scheduling). For each task considered, the actors (patient, provider, or support staff) may vary.

To identify the discrete workflow components for the intervention, consider what is necessary to make the intervention work as intended in the setting. Imagine how the intervention will be integrated into the clinic and considered the following questions: At what time during a clinic visit is the most useful for the patient and provider to access the intervention? What specific tasks need to occur to have the intervention in the hands of those who need it at the right time during the clinical encounter? What types of clinical situations require alternative planning? When choosing the discrete workflow components of interest, it is important to consider the minimum necessary rule and evaluate tasks directly relevant to an intervention’s implementation that do not compromise patient privacy or impede care delivery.

Table 1. Steps for conducting a workflow assessment.

<table>
<thead>
<tr>
<th>Step</th>
<th>Purpose</th>
<th>Methods</th>
<th>Example tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identify discrete</td>
<td>Define what is necessary to make the</td>
<td>Select locations, interactions, and tasks</td>
<td>Review direct observation checklist (Multimedia Appendix 1) and other checklists to select clinical practices [26]</td>
</tr>
<tr>
<td>workflow components</td>
<td>intervention work</td>
<td></td>
<td>Review direct observation form (Multimedia Appendix 1)</td>
</tr>
<tr>
<td>Workflow assessment</td>
<td>Create a model of the clinical workflow</td>
<td>Direct observation, interviews, sensor-based</td>
<td>Review semistructured template (Multimedia Appendix 2)</td>
</tr>
<tr>
<td>Triangulation</td>
<td>Confirm rigor of clinical workflow model</td>
<td>Direct observation, interviews, sensor-based</td>
<td></td>
</tr>
<tr>
<td>Stakeholder proposal</td>
<td>Plan intervention implementation based on</td>
<td>Interviews</td>
<td>Review semistructured template (Multimedia Appendix 2)</td>
</tr>
<tr>
<td></td>
<td>stakeholder preferences</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: EHR: electronic health record.
Step 3: Triangulation
A third step in conducting a clinical workflow analysis for improving eHealth intervention implementation is method triangulation: the verification of findings from a different viewpoint by answering similar questions with a different method [35]. Triangulation is a common strategy for enhancing the rigor of qualitative studies [32]. If triangulation reveals small deviations, the workflow should be updated. If triangulation reveals large deviations, additional data collection should be considered.

All the options mentioned for primary workflow assessment are possible methods for triangulation [16,27-31]. An additional option for triangulation is member checking of results, whereby the observed workflow is presented visually to the stakeholders via a sequential task analysis, line graphs, flow charts, and diagrams [13,17,36,37]. The AHRQ provides several examples of how to present workflow observations as flowcharts [38].

Step 4: Stakeholder Proposal of Intervention Implementation
It is useful for stakeholders or actual clinical users to evaluate how the intervention will be compatible with their clinical workflow. Stakeholder opinions on implementation can be obtained during the triangulation phase through interviews or planning meetings. The planning process should follow the community participatory principles of engagement and participation so that the clinic staff feel that their insights and expertise are critical to the project [39]. Examples of critical research staff attitudes include mutual respect and genuineness, transparent processes, and balancing power [39]. Critical components for the success of stakeholder engagement include genuine partnerships, strategic selection of clinicians at each site to be involved in the project, and accommodation of stakeholder needs (eg, patient care responsibilities) [40]. A framework for operationalizing the engagement of partners, including examples of practices from research projects, is available from the Patient-Centered Outcomes Research Institute [41]. Finally, research staff should use this opportunity to discover or gain understanding into further adaptation needed for special situations (eg, acute visits vs wellness visits).

Case Study
Overview: Protect Me 4
We developed a tablet-based eHealth app for primary care clinics called Protect Me 4. The app is intended for use by parents of adolescents at the beginning of their child’s appointment to help parents learn about recommended vaccines and explore educational information addressing common hesitations. At the time of the appointment, the app also prompts providers of due vaccines and parents’ selected hesitations to prepare the provider to lead more efficient and effective vaccine discussions.

Our pilot trial demonstrated that the intervention successfully increased initiation of our main target, human papillomavirus (HPV) vaccine [6]. The app’s overall effectiveness was limited because only 8% (57/1062) of the eligible families used our app. On the basis of poststudy interviews with clinic staff, we hypothesized that the clinic workflow was not aligned with the implementation strategy. Thus, before our second study with an enhanced version of the app, we conducted a workflow analysis at 4 participating primary care clinics to understand how we could adapt our intervention to improve compatibility. All activities were approved by the University of Florida Institutional Review Board.

Step 1: Identification of Discrete Workflow Components
We identified 3 workflow-related conditions necessary for the success of the intervention. First, a parent needed 5-10 minutes to complete the application before the child saw the provider. Second, the provider needed to view the app results before (or during) the time spent with the patient. Third, the ordering and administration of vaccines needed to occur following parents’ and providers’ app use. As such, we needed to identify a time during a visit when the parent could complete the intervention, a method for getting the completed intervention to the provider for review, and ensure that both steps took place before the time when vaccines need to be ordered during a clinical encounter. Thus, we selected the following discrete workflow components of interest: (1) patient locations, interactions, and tasks before meeting with the provider; (2) provider interactions with the patient and patient records; (3) the timing of vaccine record review; and (4) the timing of vaccine administration.

We restricted our workflow components to activities that occurred outside the clinic exam rooms in order to preserve patient privacy, encourage patient participation, and follow the minimum necessary rule for data collection.

Step 2: Workflow Assessment
To enhance the rigor of our direct observations, we created 2 standardized checklists by adapting the Arkansas Foundation for Medical Care Workflow Assessment Checklist found on the AHRQ website [34]. The first checklist (Multimedia Appendix 1) standardized recording observations of the patient from check-in to check-out and included fields about (1) patient locations, interactions, and tasks before meeting with the provider; (2) the timing of vaccine record review; and (3) the timing of vaccine delivery. The second checklist standardized the recording observations of the provider and included fields on provider interactions with patient records.

We created checklists in the MediDocs platform (EnMedical Systems), a software designed to capture medical information that includes a click to timestamp functionality. To ensure the usability and functionality of the MediDocs platform and enhance observer comfort with the procedures, observers created an example list of coffee shop procedures and then pilot tested the MediDocs platform at a local coffee shop by tracking employee and customer interactions. A coffee shop was selected because there were many individuals who followed the same procedures, and personal health information was not included.

We observed the clinical workflow at 4 primary care clinics that agreed to participate in the intervention implementation trial. The participating clinics were pediatric or family medicine specialties, served a range of patients with Medicaid insurance (14%-90% of patients), and were owned privately, by the
university, or by health systems. Before the observation days, a lead clinical stakeholder at each clinic invited all medical staff who interacted with patients aged 11-12 years to attend an information session. Information sessions were held during each clinic’s preferred schedule (i.e., during lunchtime or a staff meeting), food was provided, and research staff explained the study and informed consent forms. Clinic staff were given the opportunity to ask questions and return signed informed consent forms at any time before the observation days. The direct observation of clinical staff was restricted to those staff members who had returned signed consent forms.

To minimize clinic disruption and research staff travel expenses, we aimed to observe approximately 3 participants over 1-2 days at each clinic. Clinical staff selected days when at least one patient aged 11-12 years was scheduled. On each observation day, clinic staff invited all parents of patients aged 11-12 years to participate and referred interested parents to research staff who were present in the clinic. The research staff obtained consent through a Health Insurance Portability and Accountability Act waiver of documentation of consent and collected data without identifiers. Research staff conducting observations had a minimum of a bachelor’s degree in a scientific or social science field, had existing relationships with the clinic, and were trained in research and practice facilitation. We chose not to interview patients about the acceptability of completing the eHealth intervention during a clinic visit because parents were very receptive to completing the eHealth intervention during our pilot, and we enhanced parents’ acceptability of the app content with focus groups [6,42].

With 12 patients as a practical target, we observed 13 patient visits between August 2016 and March 2017. By the 13th visit, we were no longer observing new variations in the workflow components. Thus, saturation was reached, and further data collection was not needed [33]. However, we did continue to observe a variety of wait times but were able to conclude that sufficient time was typically available before the patient saw the provider.

**Step 3: Triangulation**

For the triangulation of our direct observation, we interviewed clinical stakeholders (group interviews of a clinical support staff member and the lead physician at each clinic) because involving the clinic staff in the development process creates a sense of ownership and increases buy-in consistent with the CFIR [5,19,22]. We chose to visually present the workflow using a common flowcharting strategy [24]. The moderator was the same research staff who conducted direct observations. Each group followed a semistructured interview guide (Multimedia Appendix 2). To review the observed workflow, flowcharts of the acute and preventive care workflows were displayed on large poster boards. A moderator explained the flowchart, asked about any missing components, and solicited opinions on accuracy. Clinic staff were compensated US $20 for interview participation in approximately 20-minute sessions. Interviews were recorded and transcribed. The flowchart was updated for minor deviations. Evaluation activities used a postpositivist approach to observe and understand the main activities involved in clinic appointments.

After noting considerable similarities across clinics and visit types, we created a composite flowchart that represented the workflow at all 4 clinics (Figure 1). Our example flowchart shows that patients first arrived and were checked in with front office staff. Then, patients spent up to 59 minutes in the waiting room without staff contact (mean 12.6 min, SD 16.1 min in addition to time spent completing the study consent). In the 2 clinics, wait time was substantially less for acute than preventive visits. Next, a nurse or medical assistant triaged the patients’ presenting issue and collected basic vital information. Patients were then left alone in the exam room for a range of 2-25 minutes (mean 10.9 min, SD 8.8 min).

While a patient completed check-in and triage, physicians attended to other patients. Once notified that a patient was ready and waiting in an exam room, physicians reviewed the patient’s record for a few minutes immediately before entering the exam room. Depending on the clinic, patient records were reviewed via paper files placed immediately outside an exam room or electronically. Following the patient-physician interaction, physicians at each clinic communicated verbally with a nurse or medical assistant about additional care needs (e.g., vaccine administration). The clinical staff administered ordered services. Finally, the patient returned to the front desk and scheduled another appointment or received the required instructions.
Step 4: Stakeholder Proposal of Intervention Implementation

Clinicians suggested additional staff double-checking that the tablets were distributed. Participants mentioned that checking for tablet distribution during triage would be compatible with redundancy checks already taking place within a clinical workflow. “We always double-check ages and things anyway...so if I see that the patient is 11 or more, I can always grab [the tablet].” Another site noted that it would be helpful to use a team approach to enhance intervention dissemination. To accomplish this, front office staff could highlight the patients eligible for the intervention during their morning patient reviews. For example, one clinician stated:

They [front desk staff] identify all the 11- and 12-year-olds coming in for the following day, and they somehow highlight, red flag, that particular
At all 3 of these clinics, physicians preferred to review the intervention results at the same time they reviewed the patient records. Clinicians suggested physically placing the tablet with the encounter forms and patient records or accessing the intervention results on their computer when reviewing patient records. As one physician explained, “Usually I look through the patient chart before I walk into the room, so I would just do that [review intervention results] right after.” In cases where patients were unable to complete the intervention in the waiting room, physicians felt that the parent could continue to complete the tablet while the physician interacted with the adolescent. In explaining this alternative, a physician noted:

...at age 11 or 12, I do more interaction with the child versus interaction with the parent. So, I can say, “Oh, by the way mom, can you go ahead and fill this out for me?”

One clinic that already used a tablet system suggested a slightly modified implementation. The staff of this clinic proposed that the new intervention be distributed in a similar fashion to their current tablet system (ie, given by nurse to parent in the exam room). If the parent finished before the nurse completed triage activities and left the exam room, then the nurse would collect the tablet from the parent and place it outside the exam room for the physician to review. If a parent was still completing the tablet intervention during the completion of triage activities, the nurse would alert the physician that the parent still had the tablet. In this case, physicians reviewed the tablet results upon entering the room alongside the patient. One physician explained:

I’d bring it up and say, “Let me see how you feel about the HPV vaccine,” and if they are ready to have it, “great,” and if not, I would discuss if they had a hesitation.

Clinicians identified 3 potential barriers to intervention implementation. First, clinicians reported that they do not typically review and administer vaccines during acute care visits. Although it was noted that parents would still be amenable to completing the intervention during most acute care visits, it was less clear how medical staff could alter their work processes to incorporate speaking about and, potentially, administering vaccines during acute visits. This issue was first mentioned in relation to the lack of an established process for checking vaccine records for patients presenting for an acute care visit, with staff reporting, “We don’t usually check ahead for the sick visit. Just for the well’s.” Second, physicians mentioned patient conditions that would preclude their administration of vaccines (eg, a high fever) or cause disruptions to how patients move through the clinic, thus interfering with when a tablet could be given to a patient to complete the intervention. One clinician explained that "...if we know that [a patient] is really, really contagious, we won’t even do two minutes [in the waiting room], as soon as they come in we put them in an empty room.” Clinicians were open to the idea of administering the intervention in these acute visit scenarios, for example, stating, “We could implement [the tablet] at some point, like once we’ve discussed the issue or whatever they’ve come in for,” but noting that more work would need to be done in order to optimize the process for acute visits.

The final barrier mentioned was the physician time constraints. One physician mentioned that, despite the simplicity of the tablet, competing demands may cause him to forgo reviewing intervention results stating, “If I’m in a rush, or I’m behind, or if we have lots of add-ons, what have you...I mean, it’s simple enough to just log-in and everything, but it’s that extra step.”

Discussion

Implications

We present a general strategy and an example for conducting a workflow assessment to enhance the implementation of an eHealth intervention in primary care. With this strategy, we were able to identify specific timing, staffing, and management processes that may enhance intervention implementation. Potential barriers related to the implementation of the intervention were identified and addressed by stakeholders. Incorporating clinical stakeholders into the design of the implementation plan enhanced stakeholder buy-in, a critical component of successful implementation of eHealth interventions [5]. By conducting the workflow analysis before the implementation of an eHealth intervention, researchers may avoid potential implementation barriers that limit the reach and effectiveness of the intervention.

Conducting the workflow assessment before intervention implementation allows for adaptations consistent with the adaptable periphery of interventions in the CFIR. By using a direct observation approach to assess clinical workflow, we were able to identify how and when our eHealth intervention should be incorporated. Clinicians’ participation in verifying the workflow and proposing an implementation strategy allowed for additional options to be proposed before implementation. For example, clinicians added a double-check of the tablet distribution and provided contingency plans for when parents did not have enough time to finish the app before seeing the provider. Although the clinicians were unaware that our prior pilot had issues with front office staff forgetting to give the tablets to parents, incorporation of clinicians in the planning process pre-emptively addressed this shortcoming in our second implementation. Moreover, while we had anticipated a workflow tailored to each clinic based on prior research [37], conducting the workflow assessment allowed us to simplify our approach with a standardized implementation plan that could be applied to all clinics with minimal tailoring.

By engaging stakeholders with implementation planning, we were able to identify potential barriers, discourse clinic staff adaptation of the core intervention, and build clinician buy-in. Consistent with previous primary care workflow research [37], we found that the clinical workflow differed between acute and well visits, suggesting that it will be more challenging to use the app during acute visits. However, clinicians suggested work-arounds for acute visits that were inconsistent with the core of the app. For example, parents using the app after their...
initial discussion with the provider allows clinicians to address immediate concerns but does not allow the app to aid parent-provider conversations. Learning of this potential work-around before implementation allowed research staff to explain the inconsistencies between the work-around and the core of the intervention and work with clinicians to develop alternative solutions (eg, limiting use of the app to nonurgent acute visits). Finally, and most importantly, through their involvement with the planning, clinicians gained a sense of ownership, which is expected to translate to a more successful implementation.

**Limitations**
There are 3 important limitations of the case study presented that could be improved in future workflow assessments. First, the workflow assessment focused on physicians and patients. Although physician and patient visits are the most frequent opportunity for administering adolescent vaccines, a workflow assessment that included nurses and other clinical staff could be useful if the intervention was implemented in nurse-only visits. Second, our triangulation and stakeholder engagement strategies focused on physicians and clinical support staff. In particular, as front office staff were identified as integral to the implementation plan, including front office staff in the workflow assessment and intervention implementation planning would likely improve planning and garner the needed support from these critical stakeholders. Third, our case study presented 4 clinics with 3 observations each and, in turn, the small number of observations increases the risk of undue influence of outliers if the visits are not representative of standard care practices. However, this size is reasonable for a small implementation study and is supported by thematic saturation [43].

**Strengths**
Our proposed workflow assessment strategy and supporting case study have 3 strengths relative to the design and execution. First, the use of 2 strategies to assess workflow enhances the rigor and validity of the results. Second, the use of separate observers for the patient and the physician was relatively novel and ensured that overlapping activities were observed. This strategy of one observer to each actor can be expanded to any clinical setting. Third, the benefit of involving the clinician staff in implementation planning with regard to stakeholder ownership and engagement cannot be understated. Participating clinicians are interested in seeing the intervention succeed and are aware that some work-arounds may alter the core of the intervention.

**Conclusions**
Conducting a prospective workflow assessment can enhance the acceptability and performance of eHealth interventions in clinical practice. We presented a 4-step strategy to increase the compatibility between eHealth interventions and clinical workflow, as compatibility is one of the main predictors of clinician use [7,44]. Multiple options are presented for each of the 4 steps: (1) the identification of discrete workflow components, (2) workflow assessment, (3) triangulation, and (4) the stakeholder proposal for intervention implementation. By following the included step-by-step guide, eHealth researchers can study clinical workflows to design eHealth implementation strategies that complement rather than compete with clinical care. More importantly, through engagement of clinical staff in implementation planning, research staff can increase the clinical staff buy-in to the intervention and are able to stress that adaptations, while possible, need to be implemented only after considering the effects on the core intervention.
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Multimedia Appendix 1
Direct observation checklist for patients and clinic staff. Boxes above and below the tables create timestamps upon clicking.
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Multimedia Appendix 2
Semistructured interview questions and subquestions were used to evaluate workflow observations.
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Abstract

Background: There has been a significant increase in the trend of using social media as a platform to deliver weight management interventions. This illustrates a need to develop a holistic understanding of doctor-patient communication and peer-to-peer communication in social media interventions and to determine their influences on weight management for people with overweight or obesity. Such studies will highlight how social media can be more effectively integrated into weight management programs to enhance individuals’ short-term and long-term weight management behaviors.

Objective: The aim of this study was to examine patients’ experiences with doctor-patient communication and peer interactions in a social media–based (WeChat) weight management program, and to describe the interplay of three social influence factors—social support, social comparison, and surveillance—in their weight control practices. The program, designed and implemented by the research team located in a tertiary referral hospital in a southeastern province in China, included both diet and physical activity components that targeted people with overweight or obesity.

Methods: We conducted in-depth interviews with 32 program participants of different ages (mean 35.6, SD 7.7 years), gender (18 women), duration of program membership (mean 1.4 years), and weight loss outcomes (54% weight loss to 9% weight gain). All interview data were audio-recorded, transcribed, and translated using the translation-backtranslation technique. Nvivo software was used to facilitate the coding process.

Results: Results of thematic analysis indicated the distinct functions of professionally led support and peer support. Professional support was presented in the form of knowledge infusion, efficacy enhancement, and provision of timely feedback. Peer support fostered empathy and sense of belonging, and had a mutually reinforcing relationship with peer comparison and peer-based surveillance. Peer comparison enhanced motivation and positive competition. However, it also reinforced negative group norms, and resulted in downturns in reference standards and collective inactivity. Social media surveillance prompted participants’ reactions to the gaze from medical professionals and peers that could be encouraging or inhibiting. Surveillance enhanced vigilance with weight control norms; however, its influence weakened when participants chose to fake weight data and turn off notifications. Findings from this study illustrated the interrelated and fluctuating influences of support, comparison, and surveillance.

Conclusions: The interactive traits of social media eased the practices of social support and social comparison, and created new forms of surveillance. This study contributes to an in-depth understanding of social media influences on individuals’ weight control behaviors. Practical implications of the study concern improved strategies for maintaining the positive dynamics of social media interactions and preventing negative resistance to surveillance technology.

Trial Registration: Chinese Clinical Trial Registry ChiCTR1900025861; http://www.chictr.org.cn/showprojen.aspx?proj=42497

(JMIR Mhealth Uhealth 2021;9(3):e19239) doi:10.2196/19239
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Introduction

Background
In China, an estimated 32.3% of the adult population had overweight or obesity in 2016 [1]. This number has doubled since 1992, and China is now alongside the United States as the two nations with the largest percentage of citizens affected by overweight and obesity [2]. Standard obesity prevention and treatment focuses on improving individuals’ self-regulation of dietary regimens and physical activity [3,4]. In recent years, there has been an increasing trend of integrating social media into weight management interventions to improve participant engagement and retention [5,6]. These social media platforms include blogs, discussion forums, social networking sites, and other online communities using Web 2.0 technologies permissive for user-generated content and information exchange [7,8].

Social media has demonstrated the potential to facilitate weight management through improving provider-patient communication and peer-to-peer communication in cyberspace [8,9]. A review of the literature indicated that integrating social media into weight management interventions may increase participants’ direct interactions with health professionals and deepen provider-patient relationships [9]. Social media may enhance connections among users with common interests in weight control and amount to a new phenomenon of “peer-to-peer health care” [8]. A scoping review of social media in dietetic practices found that being able to ask for help from health professionals and perceived support from peers were important facilitators to participant engagement and dietary behaviors [6]. However, two systematic reviews of randomized controlled trials reached the same conclusion of no direct impact of social media use on weight outcomes [10,11]. One possible explanation is that social media may promote initial changes but cannot sustain them in the long run [11]. Hence, finer details are needed to understand the complex long-term influences of social media interactions [10].

Noting the complexities of social media dynamics, this study adopted a holistic approach to examining the influences of social media interactions on weight management. Specifically, this study examined three types of social influences—social support, social comparison, and surveillance—that may arise from two types of social media interactions: doctor-patient communication and peer interactions. By examining participants of a social media–based weight management program that has lasted for more than 2 years, this study contributes to addressing many of the challenges with interventions over short time frames [11]. The focus on a Chinese social media app used among a Chinese population where obesity is on the rise also adds new knowledge to the current body of literature on social media weight management interventions.

Social Support
Social support refers to resources available from one’s social network that are intended to be helpful [12]. The support resources could be informational (eg, advice and knowledge), instrumental (eg, material and financial aid), emotional (eg, encouragement and empathy), and appraisal (eg, affirmation and evaluative feedback) [13]. Conceptual studies suggest that support from health professionals and peers differs in their functions and ways of promoting behavioral change [14,15]. Professionally led support may facilitate health behaviors through skills training, monitoring, and feedback that appear to be directive, prescriptive, and guided by rules [14]. Peer support may promote self-regulation through social norms, identity, and companionship, and appear to be noncompulsory, mutual, and decentralized [14].

Social support is not a new concept in health interventions. However, limited studies have examined both professional support and peer support in social media weight management interventions. One field experiment compared 425 users’ submission of dietary diaries and found that professional support had positive effects on diary submission, whereas peer support curbed user participation [16]. The negative effect of peer support was attributed to the perceived threats from fellow users who reported better dietary practices [16]. Another clinical trial with 301 women controlled for the inclusion of professional support and peer support in a web-based weight management intervention. No group difference in weight change was found, although the professional support group showed longer retention than the peer support group [17]. A focus group study including 35 adults with overweight or obesity revealed that peer support provided companionship, while professional support provided tailored instructions. However, their impacts on weight control were unexplored [18]. These initial findings guide further investigation of the coexistence of the two types of social media support and their interplay in weight management.

Social Comparison
Social comparison involves one’s comparison to similar others for maintaining a stable view of oneself [19]. The concept of online social comparison has been widely studied in the literature on social media and body image, highlighting its negative effects on weight concern and disordered eating [20]. Recently, more research has looked into the positive impacts of social comparison on weight loss [9]. An experiment on a Facebook exercise app indicated that when users were allowed to track each other’s physical activity records and progress, they exercised more than those in the nonsocial conditions. The benefits of positive competition were emphasized in user feedback [21]. In a large-scale online weight management program, the design of within-team and among-team competitions improved participants’ overall level of physical activity, although the specific mechanisms by which social comparison exerted these influences were unspecified [22]. A metareview of 26 studies of physical activity apps found that modeling, information sharing, and social networking may be
the underlying factors prompting online social comparison [23]. One suggestion derived from the metareview was to investigate different dimensions of social comparison behaviors and their relationships with other social factors [23]. An interview study of user perspectives on a fitness app revealed that social comparison motivated some users to self-improve and be physically active; however, it also demotivated others when they were unable to catch up with high performers [24]. These findings pave ways for further exploration of how social comparison intervenes in online social networking and influences weight management in possible positive and negative ways.

**Surveillance**

Surveillance refers to the collection and monitoring of personal details to manage a population [25]. Foucauldian-based interpretation often uses the panopticon metaphor to describe surveillance as a form of control conducted through self-awareness and self-monitoring [26,27]. The panopticon is a theoretical prison design that places the guard tower at the center and the prisoners at the surrounding cells; the prisoners’ awareness of the gaze from the invisible guards and their internalization of the norms explain their self-regulated behaviors [28]. On social media, users are both observers and observers who can track each other’s personal information and be surveilled [29]. The unilateral communication taking place on social media fosters new practices of participatory surveillance that involve “many watching many others” among users, which differs from the conventional form of surveillance involving a few people of authority watching many observers [26,30].

Limited studies have examined participatory surveillance in weight-related social media interventions. One case study described that using social media to report daily health routines such as exercise, diet, and blood glucose level encouraged users with chronic illness to persist in self-health management [31]. The presence of an audience and feedback via social media enhanced self-surveillance, and one’s continual practices and reporting of health behaviors [31]. Two focus group studies of school children’s use of fitness apps indicated that displaying a positive image under the peer gaze was a major motivator for fitness pursuits and constant self-monitoring [27,32]. Adolescent users reported pressure to conform to fitness norms and perform self-tracking with the awareness of being watched [27,32]. Critical scholars have raised concerns about the negative outcomes of surveillance, such as invasion of privacy and resistance [26,30]. However, surveillance may also evoke agency and better self-monitoring of health [29]. More empirical evidence is needed on surveillance in social media interactions.

Based on this background, in this study, we sought to explore the cybersocial influences of social media interactions on weight management behaviors among people with overweight or obesity. The research question was as follows: How do social media support, comparison, and surveillance affect weight management among people with overweight or obesity?

**Methods**

**Research Context**

The research context involved a free-of-charge WeChat-based weight management program implemented by a tertiary referral hospital in an urban city with a population of 8 million inhabitants in southeast China. WeChat is a multipurpose messaging, mobile payment, and social media app that functions similarly to the combination of Facebook and Apple Pay. By 2016, WeChat had reported a penetration rate of 93% in first-tier cities and an estimated penetration rate of 80% across the population in China [33,34]. Its prevalence made it an easy-to-use intervention delivery tool in the studied context.

Starting from July 2015, the program, which features scientific weight loss for people with overweight or obesity, was promoted through local television programs, newspapers, hospital websites, WeChat groups, and doctor recommendations during outpatient appointments. Interested individuals registered with the hospital and attended a weight management workshop to learn the basics of healthy eating (eg, nutrients and calories), exercise (eg, frequency, intensity, and duration), and program logistics in detail. Participants then enrolled in a WeChat private group with 10 to 12 members based on their joining time. An additional WeChat public group was made accessible to all participants. All participants used their extant WeChat account with their preferred display names to interact in the groups. Within each private group, a registered dietitian sent messages at agreed-upon times that asked participants to post their weight, dietary intake, and physical activity on a daily basis, and provided personalized feedback during the first month. Subsequently, participants were asked to report their weight on a weekly basis during the second and third months, and on a monthly basis from the fourth month onward. The three-phase design emphasized different goals (eg, from heightening awareness to weight loss maintenance) in different phases [35,36]. Two volunteer peer moderators assisted in sending reminders and collecting weight data from fellow members. A medical team of three registered dietitians, four endocrinologists, three orthopedists, and one nurse practitioner was introduced to the participants during the workshop and enrolled in all WeChat groups with their real names. All private and public groups remained open once established, wherein participants and medical professionals could freely interact with each other by posting content, commenting, and tagging a specific person to reply (Figure 1). At the time of the study, 28 private WeChat groups were created, with the oldest group being active for 2 years and the most recent for about 1 week.
Procedures

All study procedures obtained ethical approval from the Research Ethics Panel at the University of Nottingham Ningbo China and the Research Ethics Committee at Ningbo First Hospital (Approval ID: 2017-R049). The interview participants were purposively selected with variations in gender, age, duration of membership, and amount of weight loss to allow for exploration of diverse experiences [37]. Recruitment was conducted through phone calls and face-to-face invitation during hospital visits in May and July 2017. All interviews were conducted in Mandarin by the first author between June and July 2017, and were scheduled at times convenient for the participants in a consultation room in the hospital. Participants were informed about the recruitment criteria, purpose of the study, interview process, nature of the questions to be asked, and their right to participate or withdraw on a voluntary basis. Each participant provided written informed consent prior to the
interview and received one hand towel set and a free body composition analysis at the end of the interview as a token of appreciation for their time. All participants completed the interview with the knowledge that they could stop at any time if they preferred to do so.

The interviews were semistructured, beginning with a short demographic survey and general questions such as “What were the reasons that motivated you to join the weight management program?” and “What health changes have you observed since joining the program?” Participants were then asked to share their weight control practices, perceived benefits and barriers to adhering to health suggestions, observations of peer interactions and doctor-patient communication in WeChat groups, and experience with support exchange among group members and support sharing from the medical team. Each interview lasted about 1 hour (mean 57.3 minutes, SD 7.0, range 45-75). After 32 interviews, the research team concluded that we had reached the point of data saturation after observing repetitions in the data and identifying no new ideas [38]. All interviews were transcribed verbatim by the first author and three student assistants in Mandarin, and then translated by four professional translators into English using the translation-backtranslation technique.

Participants
Thirty-two participants (14 men and 18 women) from 18 different WeChat groups completed the interviews. Their ages ranged from 21 to 53 years (mean 35.6, SD 7.7 years). Six participants served as peer volunteers and the rest were group members. The average duration of program participation was 1.4 years (mean 510.6 days, SD 203.4). The absolute weight change ranged from losing 55 kilograms to gaining 7 kilograms (mean 11.2 kilogram loss, SD 13.1). The percent weight change ranged from a weight loss of 54% to a weight gain of 9% (mean 12% loss, SD 13.3). Participants’ demographics are shown in Multimedia Appendix 1.

Data Analysis
A thematic approach was used to identify themes [39]. The first author used Nvivo software to perform line-by-line analysis and generate initial codes. Through sorting, resorting, and iterative discussions, the first and second authors grouped interpretive categories into potential themes that addressed the research question. Finally, all authors examined the themes and agreed on their internal consistency and inclusion of explanatory accounts. Expert check, member check, and triangulation techniques were used to verify the validity of the results [40,41]. One dietitian and two participants reviewed the themes and agreed on the interpretations. The first author triangulated the results with 9 months of observations in the public WeChat group between August 2017 and April 2018 to validate the comprehensiveness of the findings.

Results

Overall Themes
Three themes were extracted to summarize the influences of social media interactions on participants’ weight management: professionally led support for capacity building, cooperation and resistance to surveillance, and mutual reinforcement of peer influences.

Professionally Led Support for Capacity Building
Professionally led support was reflected in knowledge infusion, efficacy enhancement, and the availability of timely feedback. Table 1 presents the supporting quotes for this theme. Participants indicated that information from medical professionals corrected their misunderstanding about diet, exercise, metabolism, and ways to lose weight (quote 1). They shared common experiences of being exposed to unregulated drug advertisements, specious information about diet and exercise, and weight loss scams that circulated on different media or through personal networks and neighborhood pharmacies (quote 2). Without knowing the effects and side effects, they often tried these advertised drugs and weight loss packages, and learned their lessons only after feeling ill or paying money for products that did not work. Having a platform to communicate with medical professionals provided a reliable means to filter out false information and transform them “from amateur to academic.”

Information and feedback from medical professionals helped participants set realistic expectations, assure certainty, and enhance their efficacy in coping with weight fluctuations (quotes 3-4). This support built participant confidence such as “as long as I keep myself on the right track, I will eventually lose weight.” All participants shared that they had tried extreme weight loss methods such as consuming unregistered diet pills or fasting and observed no apparent effect. With support from medical professionals, they “became more rational” and could “stay calm even if I regain some weight.”

The availability of timely feedback reflected another aspect of receiving professional support. Communicating via WeChat allowed participants to seek additional advice and clarification that was overlooked during hospital visits. Some minor problems could be solved quickly through real-time processing or asynchronous communication (quote 5). Participants were able to receive feedback within a few hours rather than waiting until the next doctor’s appointment. Additionally, they could collectively learn from medical professionals or peer responses to avoid repetitive questioning (quote 6). The approachability of medical professionals also had a spillover effect of emotional support. WeChat communication shortened the relational distance between participants and doctors, thereby making the doctor-patient relationship “more like a friendship.” When the doctors became friends rather than faceless figures, the strengthened bonds offered more emotional support and incentives for adherence (quotes 7-8).

However, professionally led support also had limitations, which were reflected in participants’ use of knowledge gain as an excuse for procrastination, and the gap between knowing and doing. Once participants believed that they knew how to lose weight, the illusions may foster their decision to “take it easy” and “postpone the actual implementation of the process.” Factors such as structural constraints (eg, family dietary habits and the business drinking culture), low perceived vulnerability, and hesitancy to curb old habits also discounted the impact of professionally led support (quotes 9-11).
Table 1. Supporting quotes for theme 1: Professionally led support for capacity building.

<table>
<thead>
<tr>
<th>Subtheme</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge infusion</td>
<td>Quote 1: “She [dietitian] didn’t give all the suggestions at once. Rather, she did this through day-to-day conversations, like making progress steadily in a quiet way. Some tips on a day and several on another, and in the end, we would bear in mind what is right and what is not.”</td>
</tr>
<tr>
<td></td>
<td>Quote 2: “There are advertisements about diet pills on the internet boasting about their effectiveness, but they don’t mention the side effects. They claimed to be imported from Germany but, in fact, they were produced by small local food plants. There are many similar medicines on the internet. We can distinguish them by asking the doctors.”</td>
</tr>
<tr>
<td>Efficacy enhancement</td>
<td>Quote 3: “The doctors would tell you that this was a normal bottleneck, especially after the early period of rapid weight loss. There’ll be good results afterward. As everything is explained from a professional standpoint, it’s easier to believe.”</td>
</tr>
<tr>
<td></td>
<td>Quote 4: “What I learned is a scientific and realistic approach to losing weight. Previously, we only knew that we should eat less, like dumping staple food. It worked, but things would go back quickly, and the effect just didn’t last. They helped us develop new eating habits, and the biggest change is that I now know what food does me good and what does me harm.”</td>
</tr>
<tr>
<td>Timely feedback</td>
<td>Quote 5: “If I forget to ask, I can ask them on WeChat and receive the answer soon. Otherwise, I have to wait until I meet the doctor again.”</td>
</tr>
<tr>
<td></td>
<td>Quote 6: “You can see how team members handled their situations…and the doctors did not need to repeat the same content to every group member.”</td>
</tr>
<tr>
<td>Emotional support</td>
<td>Quote 7: “Our membership in the group is not like the doctor-patient relationship in a hospital. It is like becoming a friend to the medical team. Normally the doctor would wear a white gown, sitting there to examine you, but joining this group is different. The feeling is different.”</td>
</tr>
<tr>
<td></td>
<td>Quote 8: “Because you trusted them and could sense their sincerity, you would be more willing to follow their suggestions.”</td>
</tr>
<tr>
<td>Inhibiting factors</td>
<td>Quote 9: “In China, people connect with each other often by having dinner or lunch together. It’s the eating culture here. It’s like people gather not to eat but to meet each other. I don’t want others to realize that I’m thinking negative about the food. It’s a bit tiring to keep doing so and it’s easy to go back to old habits.”</td>
</tr>
<tr>
<td></td>
<td>Quote 10: “I have high cholesterol, blood pressure, and blood sugar, but I don’t feel any physical pain. This leads to the fact that I fail to value the importance of losing weight. I have the knowledge but I’m in my twenties and you ask me to eat bland food. It’s quite hard to do so.”</td>
</tr>
<tr>
<td></td>
<td>Quote 11: “I think if I completely refuse to eat what I like, that’s a terrible life. Now I’m sort of thinking that a healthy mentality is much more important than a healthy lifestyle.”</td>
</tr>
</tbody>
</table>

Cooperation and Resistance to Surveillance

WeChat created a surveillant environment that underpinned the perceived need to practice healthy eating and exercise behaviors. Table 2 presents the supporting quotes for this theme. The presence of medical professionals in the groups and an anticipation of their evaluations constantly reminded participants about being in the process of weight control and the need to self-regulate their behaviors (quotes 12-13).

However, since surveillance was performed in cyberspace, it lacked a mechanism to verify untruthful data. Five participants explicitly described the experience of reporting fake body weight and calorie intake to save face and avoid blame (quotes 14-16). When weight loss stalled, participants were lured into faking weight data with the hope that they could catch up to the falsely reported number at a later date. Once they failed to reach the desired figures, frustration and embarrassment could drive them to hide their weight loss outcomes, either by staying silent in the groups or repeating false information to make their weight data look acceptable. In most of these cases, insignificant weight loss and disengagement became a vicious circle of ineffective weight management.

Resistance to surveillance was also present in participants’ reactions to frequent WeChat notifications. Participants wanted to attend to group messages and gain information. A vibrant online community encouraged their engagement. However, message posting, replying, and tagging could be initiated by anyone at any time (Figure 1). This resulted in a large number of push notifications that were perceived to be irrelevant and disturbed participants’ daily activities or rest (quotes 17-18). Many participants reported the experience of neglecting all messages or resisting reporting weight data out of indignation. Some “muted all notifications” from the program or blocked the WeChat groups “to concentrate on work.” However, many forgot to unmute the notifications and gradually disengaged from their groups. Once participants left the virtual panopticon, surveillance lost its influence.
Table 3. Supporting quotes for theme 3: Mutual reinforcement of peer influences.

<table>
<thead>
<tr>
<th>Subtheme</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sense of belonging</td>
<td>Quote 19: “Since we were all fat, we could really understand what we felt deep down. Our families, friends, and colleagues all have some kind of prejudice against us because we were fat. In a clothes store, I often get neglected. We all know that feeling.”</td>
</tr>
<tr>
<td></td>
<td>Quote 20: “At home, I am the only person who is fat. Here, there are so many flabby people like me, so I don’t feel as bad about myself. It gives me some sort of encouragement. I am really lazy, but when I see others trying hard to lose weight, I feel like I cannot allow myself to be left behind.”</td>
</tr>
<tr>
<td></td>
<td>Quote 21: “Like playing games, we are a team, and having a team is powerful. Just think about this, between one against five and five against one, which one is more powerful? Of course, it should be five against one.”</td>
</tr>
<tr>
<td>Participatory surveillance</td>
<td>Quote 22: “Sharing the data demonstrates what you have done to lose weight. If you only lose a little, you will feel stressed. I would be envious of those who had made good progress when I had not, and I wondered whether I could do the same as them the next time.”</td>
</tr>
<tr>
<td></td>
<td>Quote 23: “I’d look at the ranking. There were some who had made progress but later they relapsed. I was glad to see that I relapsed just a little bit. I was kind of hoping others to do less well than me.”</td>
</tr>
<tr>
<td></td>
<td>Quote 24: “After all, it is what I want to do. Now I’m in this group, with others closely watching my progress, but I still think this depends on me, and it has little to do with others.”</td>
</tr>
<tr>
<td></td>
<td>Quote 25: “It is true that if I saw the records of others I would ask myself, ‘Why did I rank last?’ Even though I thought that feeling was strength” also fueled their motivation to change (quote 21).</td>
</tr>
<tr>
<td>Negative group norms</td>
<td>Quote 26: “Everyone was striving to reach the goal. But this is not an easy course. So, there were some who wanted to have a rest, and this led others to think ‘well, it might be fine if I also have a rest.’”</td>
</tr>
<tr>
<td></td>
<td>Quote 27: “Someone would eat a little more and the rest would follow. It was inevitable that people would mutually influence each other in the group. I am the kind of person who could easily be influenced by others. Therefore, I also became less active.”</td>
</tr>
<tr>
<td>Limited topics</td>
<td>Quote 28: “In the early days, I would talk about what I ate, how I exercised, what effects I saw, and how I overcame difficulties. Later, everyone knew how to tackle the problems and which environmental factors caused the failure to lose weight. It reached a point where nobody could help you with anything. For example, you’re thinking about changing jobs because work-related stress was too intense for you to do anything else. Nobody could make that decision for you.”</td>
</tr>
<tr>
<td></td>
<td>Quote 29: “We’re not really friends and thus we are shy when greeting each other. You know when people interact, we do not always go straight to the topic. When I tried to make a joke and only I responded, I would feel a bit awkward. If I wanted to raise a question about weight management, it was supposed to be the medical team who replied to me… When not talking about obesity theories, I felt that I was not familiar with anyone and should not post anything.”</td>
</tr>
</tbody>
</table>
Participatory surveillance and peer comparison echoed one another in WeChat communication. While participants were the subjects of others’ gaze, they also watched others self-evaluate. Seeing the progress of others drove positive competition and vicarious learning. All participants compared themselves to other members. They either speculated on others’ effectiveness in weight loss or were secretly glad after finding that they were not the weakest in the group (quotes 22-23). Insofar as peer comparison was prevalent, participants noted that weight loss was a personal journey. They ultimately focused on their strength or lack of strength to sustain self-regulated behaviors rather than on their rankings in the group (quotes 24-25).

The interview data revealed that peer interactions were a double-edged sword. Positive forces derived from the interplay of peer comparison, peer support, and mutual supervision could be motivating. However, negative group dynamics may also occur to reshape group norms and collective practices. Participants noted that weight management was a tiring and difficult task. It was unavoidable that group members influenced each other (quotes 26-27). When group interactions moved toward a negative direction, the practice of mutual supervision and comparison reinforced the perception that “everyone does it; therefore, it is okay for me, too.” Negative group norms, in turn, weakened engagement and retention.

Negative group dynamics could also result from the virtual community’s limited capacity to enhance interpersonal bonds. Despite similar weight concerns, group members differed in age, occupation, work life, and medical symptoms. Over time, the few topics around weight management generated repetitive storytelling and information exchange that were not particularly useful in solving the root problems. The saturation of resource sharing explained many group members’ regression from being open and expressive to being quiet and withdrawn (quote 28).

Finally, participants’ preference for seeking information from medical professionals formed another barrier to developing deeper bonds among peers. When participants raised a question about weight management, they expected the medical team to reply to them. When not talking about obesity-related issues, they felt that they were not familiar with anyone and were hesitant to share their thoughts and perspectives (quote 29). The issue-specific communication style and participants’ preferences for professional information sources narrowed the scope and depth of peer-to-peer communication. Peer interactions tended to dwindle after the initial excitement. Ultimately, long-term peer influences were primarily through the provision of reference points and superficial companionship that did not require deeper interpersonal ties.

In sum, our findings revealed that the cybersocial influences of social media interactions, presented in the forms of support, comparison, and surveillance, could be both positive and negative, and may change over time. Table 4 summarizes the possible influences.

<table>
<thead>
<tr>
<th>Dynamics</th>
<th>Doctor-patient communication</th>
<th>Peer-to-peer communication</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Support</strong></td>
<td>Credible information sources</td>
<td>Sense of belonging</td>
</tr>
<tr>
<td>Positive</td>
<td>Uncertainty reduction and confidence enhancement</td>
<td>Empathy</td>
</tr>
<tr>
<td></td>
<td>Availability of timely feedback</td>
<td>Companionship and teamwork</td>
</tr>
<tr>
<td></td>
<td>Enhanced trust and bonds</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>Excuse for procrastination</td>
<td>Obstacles related to within-group heterogeneity</td>
</tr>
<tr>
<td></td>
<td>Gap between knowing and doing</td>
<td>Limited topics for conversations</td>
</tr>
<tr>
<td></td>
<td>Centralized communication</td>
<td>Unhelpful repetition of experience sharing</td>
</tr>
<tr>
<td><strong>Surveillance</strong></td>
<td>Explicit request for adherence</td>
<td>Exhibition spaces of social information</td>
</tr>
<tr>
<td>Positive</td>
<td>Enhanced vigilance for weight loss norms</td>
<td>Source of vicarious learning</td>
</tr>
<tr>
<td></td>
<td>Basis for support-giving</td>
<td>Increased vigilance with disciplinary control</td>
</tr>
<tr>
<td>Negative</td>
<td>Lack of validation mechanism</td>
<td>Reinforcement of negative group norms</td>
</tr>
<tr>
<td></td>
<td>Resistance to invasive technology</td>
<td>Collective inactivity</td>
</tr>
<tr>
<td></td>
<td>Limited binding force</td>
<td></td>
</tr>
<tr>
<td><strong>Comparison</strong></td>
<td>Not applicable</td>
<td>Positive competition</td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td>Enhanced view of oneself</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Realistic reference points</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Drive for self-improvement</td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td>Downturns in reference standards</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Collective tolerance for relapse</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Withdrawal after repeated failure in competition</td>
</tr>
</tbody>
</table>

Table 4. Social influences of social media interactions.
Discussion

Principal Findings

WeChat facilitated the medical professionals’ provision of information and tailored feedback that strengthened program participants’ capacity to manage weight based on scientific knowledge. The panoptic gaze from medical professionals and peers reminded participants about the need to conform to weight control norms. However, the lack of validation mechanisms and participant resistance to invasive technology also limited the binding force of surveillance. Intragroup similarities derived peer support, encouraged participatory surveillance, and increased comparison, which are all deemed beneficial to engagement. However, peer influences were also jeopardized by negative group dynamics and the limited scope for peer-to-peer communication.

Comparison With Prior Work

Resonating with extant literature on social support, this study demonstrates that professional support and peer support perform different functions, and their modes of influence vary [14]. Professionally led support consisted of informational and appraisal support that were perceived to be prescriptive, directive, and affirmative. The approachability of medical professionals yielded an additional spillover effect of emotional support. Peer support mainly reflected emotional support that was mutual, noncompulsory, and empathic. The presence of medical professionals in support groups circumvented the problems of misinformation, tortuous discussions, and malicious interactions that occurred in interventions incorporating peer-to-peer communication only [12]. Professional support also reduced doubts about the perceived usefulness of support identified in previous studies [42]. However, support groups inclusive of medical professionals may invite stronger top-down control that could circumscribe the development of a vibrant online community and risk directing communication back to the conventional one-to-many model. Our results suggest that the inclusion of both professional and peer support in social media weight management interventions may diversify the provision of aid to fulfill participants’ varying support needs. Nevertheless, a fine balance should be sought between the vertical communication of professional support and the horizontal communication of peer support to benefit from social media’s multidimensionality, and to create a support network space that is both informative and participative.

Our qualitative findings offer possible explanations for the nonsignificant long-term effects of social support and the declining supportive communication over time in web-based weight management interventions found in previous studies [10,17]. Upon joining a new social media group, the knowledge gain and team support lacking in participants’ previous experiences can enhance their efficacy and motivations through strengthened supervision and encouragement, and subsequently improve their self-regulated behaviors. However, the usefulness of professional support and peer support may reach saturation when there is no room to improve participants’ knowledge level further and expand their online support networks. In this study, we specified the positive influences of support at the intellectual, psychological, and emotional levels, and we also illuminated the nuances underpinning the progressively smaller impacts of support over time. The findings of possible support saturation points, the use of knowledge gain as an excuse to delay weight loss efforts, and the variable directions of group dynamics in the evolving process of supportive communication add new information to the current understanding of support effects found in experimental studies [43-45].

This study reaffirmed the prevalence of peer comparison in cyberspace [20,23], and identified the mutual reinforcement of peer comparison, peer support, and surveillance in shaping group norms and engagement. Our findings support the notion that social media create an exhibition space that permits users to play multiple roles as supporters, comparison targets, and surveillants during group interactions [46]. In this study, the display of dietary records, weight data, and conversations increased intimacy among group members, and promoted comparison and peer-based surveillance. A supportive environment encouraged positive competition, which induced mutual encouragement and empathy. Likewise, a unilateral surveillance environment intensified peer comparison that, in turn, increased participant vigilance with mutual supervision. Similar to the few studies that examined the comparison component of social media weight management interventions [21,22,24], our results support the positive functions of peer comparison in enhancing motivations and friendly competition. However, the results also challenge a linear assumption about the positive relationship between peer comparison and weight behaviors. Group interactions underpinned by peer support, comparison, and surveillance can move toward both positive and negative directions that encourage or hinder engagement [24]. Collective tolerance for relapse, downturns in reference standards, and the tendency to withdraw after repeated failures of meeting group norms were consequences related to negative group dynamics. These results demonstrate the persuasive potential of peer influences in long-term communication, and suggest a need to attend to group norm changes in the design and moderation of social media weight management interventions.

In line with recent theoretical arguments about surveillance technology [26,30], this study identified two sources of panoptic gaze in social media. Together, public surveillance from medical professionals and participatory surveillance from peers created a reward and punishment system that reinforced self-awareness and self-monitoring in cyberspace. Those who conformed to disciplinary rules and achieved positive weight outcomes were rewarded when presenting positive figures in front of a virtual public. In contrast, punishments included displaying unsatisfactory weight outcomes and bearing the feelings of shame and guilt. Also aligned with past studies was the finding that power appeared in both surveillants’ gaze and observers’ responses to surveillance [29,47]. Although surveillance exerted a binding force on self-monitoring, participants could choose to stay in or exit from the virtual panopticon. Accordingly, there were tensions between the program’s intent to maximize user vigilance with weight control norms through panoptic surveillance and participants’ use of defensive strategies such as faking weight data and turning off notifications to reduce...
burden and escape from the gaze. The various types of resistance are a complex result of participants’ dissatisfaction with weight outcomes and their navigation between protecting a personal boundary and trading privacy for services. The permeation of participatory surveillance and its resonance with peer support and peer comparison may escalate online peer influences in unprecedented ways in the digital era. Nevertheless, surveillance technology also entails new issues such as the ease of data fabrication and privacy concerns that put new impediments on participant engagement. These are all worthy of further exploration and consideration.

**Practical Implications**

Our findings demonstrate the importance of sustaining positive group dynamics to prolong engagement and the necessity of developing preemptive measures against resistance. Organizing more homogenous groups based on sociodemographics and health concerns (e.g., pregnancy) might help group members find more commonality of interests, and deepen their interpersonal bonds that encourage support sharing, friendly competition, and mutual supervision. The level of homophily may be better controlled and tested through improved design [48]. Adding new stimuli in different phases of an intervention, and changing the duration of each phase, might help fuel participant motivations and sustain positive group dynamics. Both are worth investigating in future trials. Improving the briefing of communication time points during the opening workshop might help attenuate resistance. Finally, having face-to-face communication with physicians and peers—and witnessing actual body shape changes—would provide irreplaceable validation and aspirational motivation. Identifying innovative ways to include offline interaction components such as periodic gatherings may be considered in the future.

**Limitations**

This study has three limitations. First, the qualitative nature of the study limits the generalization of the findings and the potential to test for associations among factors. Developing quantitative measures in experimental design can be the next step to verify the initial findings of the interplay of support, comparison, and surveillance revealed in this study. Second, it is unclear whether there is a difference between those who participated in the interviews and those who did not. In this study, we used maximum variation sampling to recruit men and women, young and old, and members from older and newer groups. Additional efforts were made to reach those who regained weight and those who withdrew from the WeChat groups. The diversity in the sample helped build a clear picture of social media interactions based on a wide range of experiences and observations. These actions may tackle some selection biases but cannot fully rule them out. Gaining more empirical support from future research may help validate the patterns observed in this study. Finally, social media–derived influences intervene in one’s weight control behaviors to some extent at best. Weight management as an enduring process requires the balance of an array of intrapersonal, interpersonal, and environmental factors. This study pointed out a few areas for improvement that may help enhance the positive impacts of social media influences in weight management interventions. Nevertheless, interpretations of the results should be based on a realistic view of the limitations of cybersocial influences.

**Conclusions**

By inquiring into participant experiences using a weight management program for up to 2 years, this study reveals three aspects of social media influences derived from doctor-patient and peer-to-peer communication in cyberspace. Support, comparison, and surveillance play interrelated and fluctuant roles in motivating those with overweight or obesity to manage weight. When the dynamics are positive, social media communication strengthens disciplinary norms, encourages positive competition, and generates a binding force for engagement and retention. When the dynamics are negative, social media communication delays action, increases attrition, evokes resistance, and foments disengagement. From a theoretical perspective, the relationships among support, comparison, and surveillance identified in this study expand previously known aspects of social media influences, and advance understanding of the underlying processes of social media weight management interventions. From a practical perspective, this study offers empirical evidence that has implications for program improvement. Results of this study constitute a building block for the continuous advancement of employing social media technology to improve weight management and health.
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Abstract

Background: Over the years, the internet has enabled considerable progress in the management of chronic diseases, especially hypertension and diabetes. It also provides novel opportunities in online anticoagulation management. Nevertheless, there is insufficient evidence regarding the effectiveness of online anticoagulation management.

Objective: This study explored the effectiveness and safety of warfarin management via the Alfalfa app, so as to provide evidence in support of anticoagulant management through online services.

Methods: In this retrospective, observational cohort study, 824 patients were included. In the offline group, patients went to the hospital clinic for warfarin management. In the Alfalfa app group, patients reported the dose of warfarin, current international normalized ratio (INR) value, and other related information through the Alfalfa app. Physicians or pharmacists used the app to adjust the dose of warfarin and determined the time for the next blood INR testing. Patients completed INR testing by point-of-care at home or hospital. The primary outcome of the study was the percentage of time in therapeutic range (TTR). Secondary outcomes included minor and major bleeding events, thrombotic events, warfarin-related emergency department visits, hospital admissions, and high INR values.

Results: The TTR and percentage of INR values in the range were significantly higher in the Alfalfa app group than in the offline group (79.35% vs 52.38%, P < .001; 3314/4282, 77.39% vs 2005/4202, 47.72%, P < .001, respectively). Patients managed via the Alfalfa app had lower rates of subtherapeutic (172/4282, 4.02% vs 388/4202, 9.23%; P < .001), supratherapeutic (487/4282, 11.37% vs 882/4202, 20.99%; P < .001), and extreme subtherapeutic INR values (290/4282, 6.77% vs 910/4202, 21.66%; P < .001). Additionally, the Alfalfa app group had lower incidences of major bleeding (2/425, 0.5% vs 12/399, 3.0%; P = .005), warfarin-related emergency department visits (13/425, 3.1% vs 37/399, 9.3%; P < .001), and hospital admissions (1/425, 0.2% vs 12/399, 3.0%; P = .001) compared with the offline group. However, the Alfalfa app group had a higher incidence of minor bleeding than the offline group (45/425, 10.6% vs 20/399, 5.0%; P = .003). There were similar incidences in extreme supratherapeutic INR values (19/4282, 0.44% vs 17/4202, 0.40%; P = .78) and thromboembolic events (1/425, 0.2% vs 1/399, 0.3%; P = .53) between the two groups.

Conclusions: Warfarin management is superior via the Alfalfa app than via offline services in terms of major bleeding events, warfarin-related emergency department visits, and hospital admissions.

(JMIR Mhealth Uhealth 2021;9(3):e23332) doi:10.2196/23332
Introduction

Venous thrombosis, which includes deep vein thrombosis, pulmonary embolism, and cardiogenic stroke, poses a significant burden on the health care system [1]. Anticoagulants are effective in the treatment of venous thrombosis. Patients with atrial fibrillation and valve replacement surgery are at high risk for venous thrombosis; therefore, these patients require anticoagulant treatment. Warfarin is the most commonly used oral anticoagulant due to its low price, specific antagonists, and substantial evidence-based clinical data [2]. The dose of warfarin required for anticoagulation is closely related to dietary vitamin K intake, concurrent medications, the presence of other diseases, body weight, and aerobic exercise. Therefore, warfarin doses during anticoagulation therapy need to be adjusted according to the results of international normalized ratio (INR) tests. Without proper adjustment, excessive warfarin may cause bleeding, and inadequate warfarin doses may cause thrombosis and possible death [3]. This represents a costly use of medical resources and is physically and psychologically traumatic to patients and their families [4].

Warfarin dose adjustment is usually performed at hospital clinics. For patients living in rural areas, adjustment of warfarin dosages requires transportation, accommodation, and time. Patients with low incomes are willing to risk thrombosis and bleeding in an attempt to reduce costs. Online services such as smartphones, text messages, Bluetooth, and communication platforms may assist in adjusting warfarin doses [4-6]. Our meta-analysis, which included 16,915 patients, of whom 8655 had their warfarin dosage adjusted in the hospital and 8260 had their warfarin dosages adjusted through online services, revealed that online services were associated with fewer warfarin-related hospital admissions than hospital management (odds ratio 0.47, 95% CI 0.30-0.73; P < 0.001). However, there was no statistically significant difference in other anticoagulant effectiveness or clinical outcomes between the two groups [4]. Our previous research provided online services for patients who were taking warfarin through QQ group communication platforms, which can be accessed via smartphones, computers, laptops, and tablets. QQ is an instant messaging software service developed by Chinese company Tencent Holdings Limited. As described by You et al., social groups are some of “the main features of QQ [that allow] multiple users to communicate instantly. A message posted by a member is immediately received by all the other group members” [7]. The results showed that online services yielded similar clinical outcomes to hospital services, even though the incidence of supratherapeutic INR values increased [6]. However, there were some limitations in the QQ group communication platform. First, one patient reported his medical condition, and all the other patients could see it. There was no method of protecting patient privacy. Second, it was challenging to obtain the most recent medical information of patients because the information on all patients was mixed. Third, the information could only exist temporarily.

Recently, we developed a new warfarin dosage adjustment app named Alfalfa, which is available for installation on a mobile device; the communication between the physicians or pharmacists and the patient is point-to-point. The privacy of the patients is well protected. Meanwhile, personal medical information can be retrieved by the patients or their physicians or pharmacists at any time. As far as we know, apart from Alfalfa, there are only two studies focusing on managing warfarin with the use of mobile apps that can automatically suggest a dose and time for the next blood test based on the patient’s INR value [8,9]. The difference between these mobile phone apps and Alfalfa is that Alfalfa provides a channel for communication between patients and medical staff, while the other two warfarin management apps focus on patient self-management. Alfalfa consists of a background management system and a remote anticoagulation management system. This remote anticoagulation management system can be divided into a patient terminal called Alfalfa Health Management and a medical terminal called Alfalfa Anticoagulation Guidance. The main function of Alfalfa is to facilitate the exchange of information between patients and medical staff, so that patients can report blood coagulation results and changes in their health status to physicians or pharmacists through the internet and then take their medicine and check the INR value of warfarin according to the advice of physicians or pharmacists [10]. In this study, we explored the effectiveness and safety of warfarin dose management via the Alfalfa app, which can provide further evidence in support of anticoagulant management via online anticoagulation services.

Methods

Study Design and Participants

We conducted a retrospective, observational cohort study to explore the effectiveness and safety of warfarin management via the Alfalfa app versus offline warfarin management. Participants were enrolled between December 2016 and March 2019 in Fujian Medical University Union Hospital (FMUHU). Inclusion criteria were patients who (1) received warfarin therapy for at least 3 months, (2) were willing to learn and accept the Alfalfa app or offline warfarin management, and (3) were willing to undergo follow-up. Exclusion criteria were pregnancy; planning to change to other anticoagulants; serious bleeding, thrombotic events, or both in the previous 3 months; and adjustment of warfarin doses by the patients themselves without a physician’s order. The primary outcome of the study, that is, percentage of time in therapeutic range (TTR), was calculated using a standard linear interpolation method [11]. Secondary outcomes included minor bleeding events, major bleeding events, thrombotic events, warfarin-related emergency department visits, warfarin-related hospital admissions, and high INR values. Major bleeding events included any bleeding requiring hospitalization or transfusion, as defined in the International Society on Thrombosis and Haemostasis classification [12]. Minor bleeding events included nose bleeding, conjunctival bleeding, gum bleeding, subcutaneous
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purpura, menstrual abnormalities (increased, prolonged, or advanced), and other bleeding symptoms that can be quickly stopped.

A warfarin teaching booklet was given to the patients for further reading prior to counseling as part of the standardized education process [13]. Then, the clinical pharmacist asked the patients which method of warfarin dosage adjustment would be selected after discharge: offline services or Alfalfa app. For offline services, patients could go to the local or big city hospital clinics for warfarin management. Patients were required to learn about warfarin through the booklet and complete a paper questionnaire (Multimedia Appendix 1) in wards or anticoagulation clinic. A validated questionnaire was chosen to determine the degree of anticoagulation knowledge [14]. For the Alfalfa app warfarin management, patients needed to download and install the app on their smartphones. Additionally, patients were instructed on how to use the app. Prior to registration, patients were required to learn about warfarin and complete the questionnaire. When a questionnaire score greater than or equal to 90 (out of 100) was achieved, they could register. The registration information includes name, age, body weight, anticoagulation indication, other diseases, concurrent medications, and dietary habits. Patients may select one of the physicians or pharmacists in the Alfalfa app to modify their warfarin dosage. The selected physician or pharmacist accepts the request from each patient. Patients may complete an INR test by point-of-care at home or hospital.

Figure 1. Alfalfa app.

The protocols of warfarin dose adjustment are determined by the anticoagulation team in the FMUUH. Monitoring is frequently performed at the beginning of warfarin therapy, with at least one visit per week in the first two weeks of therapy, followed by one visit every two to four weeks. The target INR range is 1.7-2.5 for patients with valve replacement and 2.0-3.0 for those with atrial fibrillation and venous thrombosis. Our study protocol was approved by the Ethics Committee of FMUUH (2016KY036).

Data Collection

The data automatically recorded in the Alfalfa app included demographic characteristics, indication for warfarin therapy, duration of anticoagulation, target INR range, INR at each report, warfarin dose at each report, bleeding events, thromboembolic events, emergency department visits, and hospitalization (Figure 1A and B). Patients received alerts and reminders on subsequent INR testing and time for daily warfarin doses (Figure 1C and D). When the online appointment time arrived, patients completed the INR testing and reported their INR results, warfarin dosage, disease state, concurrent medications, and dietary habits. Then, they received information on the adjusted warfarin dosage, time for subsequent INR testing, and recommendations on diet and exercise from physicians or pharmacists. This information was automatically collected in the Alfalfa app. The data from the offline warfarin management service were collected from electronic medical records and telephone follow-ups.

Statistical Analysis

Statistical analysis was performed using Microsoft Excel, version 2019 (Microsoft Corp), and SPSS, version 20.0 (IBM Corp).

For different variables in the baseline characteristics and results, different statistical methods were used to check the differences. An independent two-sample, two-tailed t test was used for statistical analysis of continuous variables, including age and TTR. A chi-square test or Fisher exact test was used for categorical variables, including sex, conditions, diseases, target INR, result of efficacy, adverse events, and INR results. Continuous variables are expressed as mean (SD), and categorical variables are expressed as quantity (percentage). Statistical significance is set at $P<.05$. 
Results

Participant Characteristics
A total of 824 patients were enrolled and assigned to either the offline warfarin management group (n=399) or the Alfalfa app group (n=425). There were no significant differences in age, sex, conditions, diseases, coprescribed antiplatelet therapy, or target INR between the groups. In the current study, 48.07% of the participants were men (Table 1). The main condition was heart valve replacement, and the main disease was hypertension.

Table 1. Patient characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Online (n=399)</th>
<th>Alfalfa app (n=425)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.00 (12.28)</td>
<td>51.41 (12.54)</td>
<td>.07</td>
</tr>
<tr>
<td>Male sex, n (%)</td>
<td>175 (43.86)</td>
<td>237 (55.76)</td>
<td>.23</td>
</tr>
<tr>
<td>Conditions, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart valve replacement</td>
<td>358 (89.72)</td>
<td>381 (89.65)</td>
<td>.97</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>22 (5.51)</td>
<td>22 (5.18)</td>
<td>.83</td>
</tr>
<tr>
<td>Vein thromboembolism</td>
<td>19 (4.76)</td>
<td>22 (5.18)</td>
<td>.78</td>
</tr>
<tr>
<td>Diseases, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>73 (18.30)</td>
<td>60 (14.12)</td>
<td>.10</td>
</tr>
<tr>
<td>Hyperuricemia or gout</td>
<td>9 (2.26)</td>
<td>11 (2.59)</td>
<td>.76</td>
</tr>
<tr>
<td>Diabetes</td>
<td>15 (3.76)</td>
<td>15 (3.53)</td>
<td>.86</td>
</tr>
<tr>
<td>Co-prescribed antiplatelet therapy</td>
<td>7 (1.75)</td>
<td>8 (1.88)</td>
<td>.89</td>
</tr>
<tr>
<td>Target INR, n (%)</td>
<td>1.5-2.0</td>
<td>107 (26.82)</td>
<td>.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>126 (29.65)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.7-2.5</td>
<td>271 (67.92)</td>
<td>.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>277 (65.18)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.0-3.0</td>
<td>21 (5.26)</td>
<td>.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22 (5.17)</td>
<td></td>
</tr>
</tbody>
</table>

*INR: international normalized ratio.

Anticoagulant Control and Adverse Events
The TTR was significantly higher in the Alfalfa app group than in the offline warfarin management group (79.35% vs 52.38%, P<.001). Furthermore, the Alfalfa app group had a higher percentage of INR values in range than the offline group (5314/4282, 77.39% vs 2005/4202, 47.72%; P<.001). Patients managed by the Alfalfa app had lower rates of subtherapeutic (172/4282, 4.02% vs 388/4202, 9.23%; P<.001), supratherapeutic (487/4282, 11.37% vs 882/4202, 20.99%; P<.001), and extreme subtherapeutic INR values (290/4282, 6.77% vs 910, 21.66%; P<.001) compared to those managed by offline services. There were similar incidences in extreme supratherapeutic INR values (19/4282, 0.44% vs 17/4202, 0.40%; P=.78) between the two groups (Table 2).

Table 2. Anticoagulant control.

<table>
<thead>
<tr>
<th>INR³ value</th>
<th>Offline (n=4202)</th>
<th>Online (n=4202)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time in therapeutic range (%), mean (SD)</td>
<td>52.38 (12.67)</td>
<td>79.35 (26.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Extreme subtherapeutic, n (%)</td>
<td>910 (21.66)</td>
<td>290 (6.77)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subtherapeutic, n (%)</td>
<td>388 (9.23)</td>
<td>172 (4.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Therapeutic, n (%)</td>
<td>2005 (47.72)</td>
<td>3314 (77.39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Supratherapeutic, n (%)</td>
<td>882 (20.99)</td>
<td>487 (11.37)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Extreme supratherapeutic, n (%)</td>
<td>17 (0.40)</td>
<td>19 (0.44)</td>
<td>.78</td>
</tr>
</tbody>
</table>

*INR: international normalized ratio.

The incidences of major bleeding events (2/425, 0.5% vs 12/399, 3.0%; P=.005), warfarin-related emergency department visits (13/425, 3.1% vs 37/399, 9.3%; P<.001), and warfarin-related hospital admissions (1/425, 0.2% vs 12/399, 3.0%; P=.001) were lower in the Alfalfa app group than in the offline management group. However, the Alfalfa app group had a higher incidence of minor bleeding events than the offline group (45/425, 10.6% vs 20/399, 5.0%; P=.003). There were similar incidences in thromboembolic events (1/425, 0.2% vs 1/399, 0.3%; P=.53) between the two groups (Table 3).
Discussion

Patients taking warfarin need to monitor INR and adjust their warfarin dosages accordingly. The included patients took warfarin mainly for the following three reasons: heart valve replacement, vein thromboembolism, and atrial fibrillation. Warfarin is the only oral anticoagulant available for thrombosis prevention after heart valve replacement [15]. The type of prosthetic valve, its anatomical location, and patient-specific risks of thromboembolism and bleeding influence the specific intensity and duration of antithrombotic treatment to prevent prosthetic valve thrombosis [16]. Some studies have proved that Chinese people need lower anticoagulation intensity INR (1.5-2.5) to warfarin in comparison to the recommended INR (2.5-3.5) in developed countries [17-19]. As long-term anticoagulant therapy for vein thromboembolism, an authoritative guideline has suggested warfarin adjusted to achieve an INR of 2.0-3.0 [20]. In patients with atrial fibrillation, warfarin reduces the relative risk of stroke by 64% and all-cause mortality by 26% [21]. Clinical studies have confirmed that when INR ranges between 2.0 and 3.0 in patients with atrial fibrillation, warfarin effectively prevents stroke and does not significantly increase the risk of bleeding [22]. The effectiveness of anticoagulant therapy is usually expressed as TTR or INR within the therapeutic target range. TTR values greater than 65% are indicative of effective anticoagulation therapy [21].

In this study, TTR was significantly higher in the Alfalfa app group than in the offline warfarin management group (79.35% vs 52.38%, P<0.001). These results were similar to those reported by Prochaska et al, who showed that TTR was significantly higher from telemedicine-based coagulation service than from regular anticoagulation management (75.5% vs 66.3%, P<0.001) [25]. However, a study by Lee et al revealed opposite results [26]. Some studies have reported similar TTR between online anticoagulation management and regular medical care [27-29]. This study showed that the rates of subtherapeutic, supratherapeutic, and extreme subtherapeutic INR values were significantly lower in the Alfalfa app group than in the offline warfarin management group. The lower rate of abnormal INR distribution may reduce the incidence of bleeding and thrombotic events.

Our research findings showed that the Alfalfa app had lower incidences of major bleeding events, warfarin-related emergency department visits, and warfarin-related hospital admissions than the offline warfarin management group. However, the incidence of minor bleeding events was higher in the Alfalfa app group. This finding was similar to the results reported by Blissit et al, who concluded that the incidence of minor bleeding events was higher in the online anticoagulation management group [30]. The top three minor bleeding types in the offline group were nose bleeding (7 cases), gum bleeding (7 cases), and hematuria (4 cases). The top three minor bleeding types in the Alfalfa app were gum bleeding (10 cases), menstrual abnormalities (increased, prolonged, or advanced; 7 cases), and subcutaneous purpura (9 cases). More minor bleeding events in the Alfalfa app may be due to the way patients provided feedback. The data of the offline group are obtained through follow-up, while the data of the Alfalfa app group are actively reported by the patient in the app. This study is a retrospective study. Most patients received follow-up calls after taking warfarin for 3 months. It is possible that patients could not recall the minor bleeding adverse reactions and relay them to the investigator. On the other hand, patients in the Alfalfa app group have a stronger willingness to communicate with medical staff. Thus, the Alfalfa app showed more minor bleeding events.

The studies by Xia et al and Cryder et al showed that there were fewer anticoagulation-related hospital admissions in the online anticoagulation group [4,27]. Most studies have reported that there are no differences in the incidence of major bleeding events between the two groups [5,27-32]. Our findings revealed that the incidences of thromboembolic events were similar between the two groups. While the offline anticoagulant management models were similar among the studies, the online management models were slightly different. For example, some studies managed patients through text messages, while others relied on Bluetooth and online communication platforms. The Alfalfa app is the first app specifically designed for warfarin dose adjustment management. This study showed that the application of the app not only achieved better anticoagulant control effects, but also greatly reduced major bleeding events, emergency department visits, and hospitalization. Therefore, the Alfalfa app is likely to reduce related medical costs. There are two main reasons for the positive effects of the Alfalfa app. First, the Alfalfa app can retrieve the patient’s previous warfarin dosage, INR value, bleeding and thrombotic events, and adverse reaction history so that physicians and pharmacists can better analyze the reason for abnormal INR or bleeding. Physicians and pharmacists can assess whether the abnormal INR or bleeding events are caused by warfarin or induced by other
diseases. Second, the Alfalfa app has an automatic response function for the physicians or pharmacists according to the protocols of warfarin dose adjustment. After the automatic response, physicians or pharmacists can check whether the automatic response is correct before it is submitted to the patients. This function is considerably helpful for anticoagulation management newcomers.

However, the results of this study showed that anticoagulation control may not be completely consistent with the clinical outcomes. For example, the extreme supratherapeutic INR values in this study were distributed close to each other, but the incidence of major bleeding events was lower in the Alfalfa app group. The average TTR of the offline warfarin management group was only 52.38% (<60%). In theory, the incidence of thrombosis should be higher in the offline warfarin management group, but the incidences of thrombosis were similar between the two groups.

In recent years, the internet has made considerable progress in the management of chronic diseases, especially hypertension and diabetes. The internet provides novel opportunities in anticoagulation management. Telemedicine breaks geographical and spatial limitations, providing high-quality medical resources for patients living in vast rural and remote areas. Similarly, INR real-time detection technology is convenient for at-home INR detection. This technology allows patients to enjoy high-quality online anticoagulation management services at home.

Currently, rural and medically underresourced areas often lack specialist anticoagulant physicians or pharmacists, resulting in a significant risk of bleeding and thrombosis for patients living in these areas. We are conducting a national randomized controlled multicenter study comparing the effects of the Alfalfa app and offline services [33]. If the Alfalfa app becomes widely available, there could be significant benefits for such patients. At the same time, we also look forward to the economic evaluation results of these two management models.

There were some limitations to this study. First, as a retrospective study, subjects were not assigned to either group; therefore, selection bias may be present. Second, the participants were included from a single center in Southeast China, which may not be representative of all patients with anticoagulation therapy. More prospective, randomized, and multicenter studies are required to confirm our findings.

In conclusion, warfarin management in the Alfalfa app group was superior to that in the offline group in terms of TTR, abnormal INR, major bleeding events, warfarin-related emergency department visits, and warfarin-related hospital admissions. Warfarin management via the Alfalfa app may be suitable for patients living in rural and remote areas.
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Abstract

Background: Chronic pain imposes a large burden on individuals and society. A patient-centric digital chronic pain management app called Manage My Pain (MMP) can be used to enhance communication between providers and patients and promote self-management.

Objective: The purpose of this study was to evaluate the real-world engagement of patients in urban and rural settings in Ontario, Canada with the MMP app alongside their standard of care and assess the impact of its usage on clinical outcomes of pain and related mental health.

Methods: A total of 246 participants with chronic pain at a rural and 2 urban pain clinics were recruited into this prospective, open-label, exploratory study that compared the use of MMP, a digital health app for pain that incorporates validated questionnaires and provides patients with summarized reports of their progress in combination with standard care (app group), against data entered on paper-based questionnaires (nonapp group). Participants completed validated questionnaires on anxiety, depression, pain catastrophizing, satisfaction, and daily opioid consumption up to 4.5 months after the initial visit (short-term follow-up) and between 4.5 and 7 months after the initial visit (long-term follow-up). Engagement and clinical outcomes were compared between participants in the two groups.

Results: A total of 73.6% (181/246) of the participants agreed to use the app, with 63.4% (111/175) of them using it for at least one month. Individuals who used the app rated lower anxiety (reduction in Generalized Anxiety Disorder 7-item questionnaire score by 2.10 points, 95% CI –3.96 to –0.24) at short-term follow-up and had a greater reduction in pain catastrophizing (reduction in Pain Catastrophizing Scale score by 5.23 points, 95% CI –9.55 to –0.91) at long-term follow-up relative to patients with pain who did not engage with the MMP app.

Conclusions: The use of MMP by patients with chronic pain is associated with engagement and improvements in self-reported anxiety and pain catastrophizing. Further research is required to understand factors that impact continued engagement and clinical outcomes in patients with chronic pain.

Trial Registration: ClinicalTrials.gov NCT04762329; https://clinicaltrials.gov/ct2/show/NCT04762329

https://mhealth.jmir.org/2021/3/e26528
Introduction

Several large population-based surveys show that over 1 in 5 people live with chronic pain [1-5]. Pain is associated with poor quality of life [6] and is one of the top 3 reasons to seek medical attention in Canada [7,8]. The combined direct and indirect annual costs of chronic pain in North America are estimated to be more than US $650 billion [6,9-11]. Despite these staggering numbers, there are barriers to improving the management and outcomes of chronic pain, including obtaining longitudinal data, assessing response to interventions, and addressing challenges to communication between patients and health care providers (HCPs) [12]. The need to maintain continuity of care for chronic pain patients has also become imperative to avoid treatment disruptions due to public health emergencies, such as COVID-19, limiting in-person visits [13,14].

To bridge this gap, a patient-centric digital health app can be used as a method of remote monitoring to enhance communication between patients and HCPs and promote self-management of patients’ symptoms. While a number of pain apps have been created, they evaluate the biopsychosocial components of pain experiences inadequately and lack clinical involvement [12,15-17]. The scientific validation process for these digital pain apps has not focused on development, adoption, engagement, and patient satisfaction [18-21]. None have been scientifically validated for their impact on pain-related clinical outcomes [16,17]. The few digital pain management solutions that have been scientifically validated for positive clinical impact are specific to patients with lower back pain rather than focused on generalized chronic pain, which is prevalent in a multitude of patients with underlying medical conditions [22]. Furthermore, most studies do not address the effectiveness of mobile pain apps based on clinical setting, despite major lifestyle differences of individuals who live in urban and rural areas [23]. Mobile health apps also have difficulty engaging patients, with top-performing health apps having an average 30-day retention rate of only 15% [24].

A novel digital pain management solution, the Manage My Pain (MMP) app (ManagingLife Inc) [25], was used in this study by patients and HCPs to measure and monitor pain, mental health, and medication use. The purpose of this study was to evaluate the real-world engagement of patients in urban and rural settings in Ontario, Canada with the MMP app alongside their standard of care. Engagement was ascertained by evaluating both adoption and retention rates for continuing use of this app over time. Clinical outcomes of pain and related mental health were also measured and compared between patients who engaged with the app versus those who proceeded with the standard of care at their respective institutions.

Methods

Study Sites and Participants

A prospective, open-label, multicenter exploratory study with active and comparator arms was conducted from January 8, 2018, to January 7, 2020, at 3 study sites. Participants were recruited from among new patients with chronic pain conditions who were referred to 2 tertiary academic pain centers in Toronto, Ontario, Canada (Toronto General Hospital [TGH] and Toronto Western Hospital [TWH]) and a rural pain clinic in Ontario (the Iroquois Falls Family Health Team [IFFHT] pain clinic in Iroquois Falls, Ontario). All patients had pain of moderate-to-severe intensity that had persisted for at least three months. All patients, regardless of use of the Manage My Pain app, received the standard of care for the particular clinic, which included interventions such as medication management, psychological therapy, and physiotherapy.

The Manage My Pain Digital Health Solution

Manage My Pain [26], the app used for this study, is a digital health solution that comprises 3 components: (1) an app for patients to track their pain, function, and medication; respond to questionnaires; and view insights on their conditions; (2) a monitoring portal used by clinics to remotely assess patient progress, assign questionnaires, and highlight clinically relevant trends and patterns using advanced analytics [25]. MMP was first launched in 2011 as the first pain management app on the Android platform. In 2015, ManagingLife partnered with the multidisciplinary team to evolve the solution to meet clinical needs and successfully integrate it into the clinical workflow of an outpatient clinic of an academic hospital [27]. Several papers have applied machine learning techniques to analyze the engagement patterns of users within MMP and develop prediction models from its data set of over 50,000 users [28-30].

MMP is used by both patients and clinics to measure and monitor pain, function, and medication use. Patients can record their experiences by using the MMP app on their mobile device (compatible with Android and iOS devices) or accessing a web-based platform. When prompted by an in-app push notification triggered at 8 PM daily, patients record daily reflections in the app, where they indicate the meaningful activities they were able to accomplish. The daily reflection concept is based on acceptance and commitment therapy principles that have demonstrated an ability to improve clinical outcomes relevant to pain management [27]. Patients also record their pain episodes, including descriptions such as severity, locations, associated symptoms, characteristics, duration, environment, and aggravating or alleviating factors (Figure 1).
Each section of the app can be customized by the patient so that it is representative of their situation. MMP is designed to capture both daily reflections and pain episodes in less than 60 seconds [25]. As patients enter information into the app, charts and graphs are presented to the patient to highlight patterns and trends that increase self-awareness of their condition and provide insight into triggers and interventions. With consent, this information can also be viewed by their clinical team through MMP’s remote monitoring portal. For clinics, pain and function trends are summarized across a predefined time period and can be viewed digitally or output into a clinician-friendly concise report. These self-reported outcomes are used to improve communication with a patient during a clinical visit and assess progress more objectively between clinical visits. Moreover, MMP allows clinics to assign validated questionnaires on pain and related domains for patients to complete at home in advance of their clinical visit. Responses to these questionnaires, along with their corresponding scores and interpretations, are also available through the MMP portal and can be summarized in the clinician-facing report (Figure 2). Emails are sent to the patients by MMP at predefined intervals to encourage engagement with the app and prompt patients to complete the questionnaires by the specified due date.
Recruitment

As part of the registration process, patients were shown a consent screen asking for permission to share the information from MMP with their clinical team for clinical and research purposes, and they signed an informed consent form. Participants had to explicitly agree by entering a unique randomized 10-digit ID provided to them by the research coordinator, which allowed each clinic to match the participant with their clinical profile and ensure appropriate deidentification. After registration, participants had to activate their account by clicking on a link sent to them by email. Participants were instructed to download MMP through either the Apple App Store (for iPhone users) or the Google Play Store (for Android users) upon successful activation. For participants that did not have either device, a web link associated with their clinic was bookmarked for them to use MMP through their internet browser for easy access.

At first access, the app provided a brief tutorial on how to set up the user’s profile, which included entering relevant medications and pain conditions. It then described how to complete a sample entry by using a touch slider to enter a numerical rating score as an integer from 0 to 10. Once the user’s pain level was indicated, additional questions were prompted, including pain location, other associated symptoms, pain characteristics, aggravating and alleviating factors, and the duration and environment of the pain episode. While all questions included a drop-down menu including prepopulated answers with associated infographics, participants were also given the option to add customized values. A Notes section where participants could enter free text was also provided. Upon completion, patients could save their entry for the patient and health care team to track and observe trends. Technical support was also offered to the participants in the event that they required troubleshooting for using the app, either by the designated research team or the ManagingLife technical support team. Email notifications for data entry on validated questionnaires were sent by the app 7 days prior to the due date set by the research coordinator, which was intended to coincide with the date of the clinical visit. This feature allowed HCPs to track the progress of patients who could not be seen through in-person visits.

Study Procedures

Participants at the 3 sites were selected using a homogeneous purposive sampling method [31] and given an option to use the
app. During the first clinical visit, patients who consented to the study for their data to be collected were offered a choice to either register an account with the app [25] to share their data with the research and clinical teams through the app’s monitoring portal or provide their data on paper-based questionnaires during pain clinic visits. Participants who continued to record their pain experiences and enter data in the app after 30 days of first registering were considered to be in the app group. Participants who declined to use the app or those who registered but had no records in the app after 30 days were considered to be in the nonapp group. A cutoff of 30 days was used based on its acceptance in the mobile app industry as a benchmarked metric of retention [24] and on its determination by the clinical team involved in the study as a meaningful duration of information that could inform clinical decision making.

Participants were asked to complete questionnaires on the following pain-related outcomes: anxiety, depression, pain catastrophizing, pain disability, patient global impression of change, and daily opioid consumption. Daily opioid consumption was measured in oral morphine equivalents in milligrams upon entry into the study during the initial visit and as a part of the first follow-up clinical visit within 4.5 months of the initial visit (short-term follow-up) and during the second follow-up clinical visit between 4.5 and 7 months after the initial visit (long-term follow-up). Given that our objective was to validate the impact of the app in a real-world clinical environment, the date ranges of follow-up visits were more broadly defined to align with the date of the actual clinical visit. Clinicians at each participating site were encouraged to use the clinical reports, either digitally through the portal or printed, during their clinical visits with the patients.

Participants who agreed to use the app but did not have in-person clinical appointments within these time frames were still remotely prompted to complete the questionnaires through the app portal by research staff. Patients in the nonapp group provided their data only by completing paper-based questionnaires during clinic visits or via a phone interview if no in-person clinical visit was scheduled during study-related follow-ups.

Validated Measures Used in the Study
The feasibility and successful adoption of the digital health solution was evaluated through clinical outcomes and patient engagement. During the initial visit, participants completed baseline questionnaires that were standardized across sites as well as questionnaires that were considered the standard of care at each individual clinical practice.

As mood disorders are often prevalent in individuals with chronic pain and have been known to affect and intensify pain perception [32,33], anxiety and depression levels were recorded using the Generalized Anxiety Disorder 7-item questionnaire (GAD-7) and the Patient Health Questionnaire 9-item scale (PHQ-9) for depression, respectively. These questionnaires have repeatedly demonstrated excellent test-retest reliability [34], criterion and construct validity [35], and high levels of specificity and sensitivity in the assessment of anxiety and depression in patients with chronic pain [34-38]. In addition, the score on the Pain Disability Index (PDI), a 7-item instrument used to evaluate the degree of pain-related disability, can be inversely correlated with overall function [39]. The Pain Catastrophizing Scale (PCS) was also administered to participants to measure the degree of maladaptive cognitive distortions known as catastrophizing, which increase negative emotional schema throughout the anticipation and experience of painful stimulation [40,41]. Additionally, the Patient Global Impression of Change (PGIC) questionnaire, a 7-level ordinal measure, was administered to participants at both short-term and long-term follow-up time frames to assess the degree of improvement or worsening of a patient’s clinical condition. The PGIC is a single-item validated questionnaire that asks the user about their perceived improvement and is significantly correlated with changes in pain intensity, efficacy of treatment, and interference of pain in daily activities [42].

Finally, participants’ opioid consumption was measured over time using oral morphine equivalents (OME) through conversion ratios outlined by the Canadian Guideline for Safe and Effective Use of Opioids for Chronic Non-Cancer Pain [43]. Given that the core functionality of Manage My Pain is to record pain intensity scores during each engagement with the app, it was not selected as a measure for evaluation, as any comparisons against patients recording this information using point-in-time questionnaires would be misleading. Specifically, other measures were selected to assess the mental and physical well-being of patients independent of their severity and intensity.

Ethics Approval
Institutional ethics board approvals were obtained from each study site by the University Health Network Research Ethics Board for the academic sites (TGH and TWH) and Veritas Institutional Review Board for the rural site (IFFHT). The approval process involved confirmation that MMP has the administrative and technical safeguards in place to ensure compliance with privacy legislation.

Statistical Analyses
Continuous data were summarized using mean and standard deviation or median and interquartile ranges, and categorical data were summarized using frequency and percentages. Univariate tests for continuous data were conducted using 2-sample t tests or Wilcoxon rank sum tests as appropriate based on the distribution of the data. Chi-square tests or Fisher exact tests were used for categorical data. A random-effects model was used for all outcomes to account for correlations arising from repeated measures within the same individual.

The main exposure of interest was whether someone used the app for at least 30 days, adjusted for time, age, gender, and study site. Each of the 6 outcomes (daily OME, GAD-7 score, PHQ-9 score, PDI score, PCS score, and PGIC score) was also modeled to examine the association of the intervention (use of the app for at least 30 days) with the outcome after controlling for other relevant variables. The duration of usage (time) among the participants who entered data into the app was recorded as the difference between the most recent entry and the date of registration. An interaction term between time (short term or long term) and group (intervention or control) was examined.
to determine whether the intervention was associated with differences between groups over time. A likelihood ratio test was used to assess the statistical significance of the interaction term, and the term was included in the model if it remained statistically significant at the .05 significance level. For clinical utility, the primary analysis categorized time as baseline, short term, and long term. A sensitivity analysis was conducted using time as a continuous covariate of interest. The baseline value was adjusted for by including it in the outcome vector [44]. Model checking for continuous outcomes was performed using analysis of residuals. Bootstrapped 95% confidence intervals and $P$ values were provided where the model residuals violated the normality assumption.

**Results**

**Data at Baseline and Engagement With the App**

The average age of participants in the study was 56.67 (SD 13.12) years, with 60.2% (148/246) of participants being female. A total of 246 participants were enrolled across the 3 sites (154 participants at the 2 urban sites and 92 participants at the rural site), out of which 181 (73.6%) accepted the use of the app in their clinical care and the remaining 65 (26.4%) continued with paper-based data entry at their respective clinics. Of the 181 participants who agreed to use the app, 175 (96.7%) participants registered and provided consent to share their data. Of the 175 participants who registered, 111 (63.4%) participants used the app for at least 30 days and therefore were considered part of the intervention (app) group (Figure 3). Data from 70 participants who initially accepted the use of the app but either did not use the app or used it for less than 30 days were combined with data from the 65 participants who had declined to use the app at the start of the study, and these 135 participants were considered to be in the nonapp group for analysis (Figure 3). There were no differences between the app and nonapp groups with respect to demographics, duration of pain, or the validated measures for mood and physical disability (Table 1).

![Flow diagram of group allocation based on participants' engagement with the app.](image-url)
### Table 1. Baseline demographics characteristics of the study population.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Nonapp group(^a) (n=135)</th>
<th>App group(^b) (n=111)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>57.17 (15.07)</td>
<td>56.05 (10.31)</td>
<td>.51</td>
</tr>
<tr>
<td>Male sex, n (%)</td>
<td>59 (44.0)</td>
<td>39 (35.1)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>Never worked</td>
<td>1 (0.8)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Not working</td>
<td>58 (45.3)</td>
<td>51 (46.4)</td>
<td></td>
</tr>
<tr>
<td>Working (part- or full-time)</td>
<td>27 (21.1)</td>
<td>27 (24.5)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>42 (32.8)</td>
<td>32 (29.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Duration of pain, n (%)</strong></td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>&lt;12 months</td>
<td>7 (5.3)</td>
<td>13 (11.9)</td>
<td></td>
</tr>
<tr>
<td>12-24 months</td>
<td>13 (9.8)</td>
<td>12 (11.0)</td>
<td></td>
</tr>
<tr>
<td>&gt;24 months</td>
<td>112 (84.8)</td>
<td>84 (77.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Etiology of pain, n (%)</strong></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>Accident</td>
<td>35 (26.9)</td>
<td>35 (31.8)</td>
<td></td>
</tr>
<tr>
<td>As a result of illness</td>
<td>27 (20.8)</td>
<td>11 (10.0)</td>
<td></td>
</tr>
<tr>
<td>Following surgery</td>
<td>13 (10.0)</td>
<td>8 (7.3)</td>
<td></td>
</tr>
<tr>
<td>No known reason</td>
<td>43 (33.1)</td>
<td>54 (49.1)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>12 (9.2)</td>
<td>2 (1.8)</td>
<td></td>
</tr>
<tr>
<td>GAD-7(^b) score, mean (SD)</td>
<td>8.51 (6.21)</td>
<td>8.21 (6.35)</td>
<td>.71</td>
</tr>
<tr>
<td>PHQ-9(^c) score, mean (SD)</td>
<td>11.26 (6.83)</td>
<td>11.52 (6.66)</td>
<td>.77</td>
</tr>
<tr>
<td>PDI(^d) score, mean (SD)</td>
<td>40.30 (16.47)</td>
<td>41.76 (15.11)</td>
<td>.49</td>
</tr>
<tr>
<td>PCS(^e) score, mean (SD)</td>
<td>23.84 (13.19)</td>
<td>24.93 (14.39)</td>
<td>.55</td>
</tr>
<tr>
<td>OME(^f) (mg/24 hr), median (IQR)</td>
<td>0 (0-30)</td>
<td>0 (0-27)</td>
<td>.42</td>
</tr>
</tbody>
</table>

\(^a\)The nonapp group included data from the 65 participants who had declined to use the app at the start of the study and the 70 participants who initially accepted use of the app but either did not use the app or used it for less than 30 days.

\(^b\)GAD-7: Generalized Anxiety Disorder 7-item scale.

\(^c\)PHQ-9: Patient Health Questionnaire 9-item scale.

\(^d\)PDI: Pain Disability Index.

\(^e\)PCS: Pain Catastrophizing Scale.

\(^f\)OME: oral morphine equivalents.

Of those who used the app for at least 30 days, the mean number of records entered was 113.4 (SD 129.7). The mean duration of usage from the date of registration to the date of the last record entered was 164.2 (SD 88.4) days.

### Clinical Outcomes

Quantitative analysis of the clinical outcomes was performed at 2 time points, short term and long term, following enrollment into the study. Of the 135 patients in the nonapp group, 36 (26.7%) provided their data at the short-term follow-up and 31 (23.0%) provided their data at the long-term follow-up. A total of 90 of the 111 participants in the app group provided their data through the app for the short-term follow-up, and 69 provided their data for both short- and long-term follow-ups (Table 2). The primary reason for the large number of patients whose data were not available at the short-term follow-up is that many were deemed not to qualify for treatments offered at the clinics shortly after consenting to participate in the study and therefore were discharged from the clinic. The patients were discharged because these clinics accepted only patients with pain whose condition was amenable to the interventions offered at the clinic (eg, high-dose intravenous ketamine infusions, neuromodulation implants). For each of the measures collected from participants at the short-term and long-term follow-ups, less than 5% of data were missing for each time point, and no imputation technique was used.

The number of elapsed days from baseline for both the short-term and long-term follow-ups was not significantly different across the intervention and control groups (Table 3).
Unadjusted analyses did not find any significant differences between the intervention and control groups over time (Table 4 and Figure 4).

Table 2. Number of participants with questionnaire responses at the short-term follow-up (prior to 4.5 months from baseline) and the long-term follow-up (between 4.5 and 7 months from baseline).

<table>
<thead>
<tr>
<th>Group</th>
<th>Participants, n</th>
<th>Baseline, n (%)</th>
<th>Short-term, n (%)</th>
<th>Long-term, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonapp</td>
<td>135</td>
<td>130 (96.3)</td>
<td>36 (27.7)</td>
<td>31 (23.8)</td>
</tr>
<tr>
<td>Declined to use app</td>
<td>65</td>
<td>64 (98.5)</td>
<td>22 (34.4)</td>
<td>19 (29.7)</td>
</tr>
<tr>
<td>Did not register</td>
<td>6</td>
<td>3 (50.0)</td>
<td>2 (66.7)</td>
<td>2 (66.7)</td>
</tr>
<tr>
<td>Used app for &lt;30 days</td>
<td>64</td>
<td>63 (98.4)</td>
<td>12 (19.0)</td>
<td>10 (15.9)</td>
</tr>
<tr>
<td>App (used app for ≥30 days)</td>
<td>111</td>
<td>111 (100.0)</td>
<td>90 (81.1)</td>
<td>69 (62.2)</td>
</tr>
<tr>
<td>Total</td>
<td>246</td>
<td>241 (98.0)</td>
<td>126 (52.3)</td>
<td>100 (41.5)</td>
</tr>
</tbody>
</table>

Table 3. Days from baseline for both short-term and long-term follow-up time periods. $P$ values used a Wilcoxon test and 95% CIs were bootstrapped.

<table>
<thead>
<tr>
<th>Time</th>
<th>App group, median (IQR) (n=111)</th>
<th>Nonapp group, median (IQR) (n=135)</th>
<th>Difference (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-term</td>
<td>92 (80-100)</td>
<td>91 (78-104)</td>
<td>1 (–7 to 8)</td>
<td>.80</td>
</tr>
<tr>
<td>Long-term</td>
<td>183 (162-197)</td>
<td>188.5 (168-194)</td>
<td>–5.5 (–18 to 2)</td>
<td>.83</td>
</tr>
</tbody>
</table>
Figure 4. Mean values of validated measures in both app (labelled "Intervention – Yes") and nonapp (labelled "Intervention – No") groups at short-term (early) and long-term (late) follow-ups. Error bars indicate the standard error. Means have been centered along the overall mean. GAD-7: Generalized Anxiety Disorder 7-item scale; OME: oral morphine equivalence; PCS: Pain Catastrophizing Scale; PDI: Pain Disability Index; PGIC: Participant Global Impression of Change; PHQ-9: Patient Health Questionnaire 9-item scale.
## Table 4. Unadjusted outcomes stratified by time and group. The differences between the intervention and control groups are represented as absolute numbers with their 95% CIs, and 95% CI for OME used bootstrapped values.

<table>
<thead>
<tr>
<th>Time</th>
<th>App group</th>
<th>Nonapp group</th>
<th>Difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OME</strong>&lt;sup&gt;a&lt;/sup&gt; (mg/24 hr), median (IQR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0 (0-27)</td>
<td>0 (0-30)</td>
<td>0 (–14 to 0)</td>
<td>.39</td>
</tr>
<tr>
<td>Short-term</td>
<td>0 (0-15)</td>
<td>0 (0-27)</td>
<td>0 (–30 to 0)</td>
<td>.18</td>
</tr>
<tr>
<td>Long-term</td>
<td>0 (0-23)</td>
<td>2 (0-73)</td>
<td>–2 (–71 to 0)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>GAD-7</strong>&lt;sup&gt;b&lt;/sup&gt; score, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8.21 (6.35)</td>
<td>8.53 (6.23)</td>
<td>–0.32 (–1.95 to 1.30)</td>
<td>.70</td>
</tr>
<tr>
<td>Short-term</td>
<td>6.34 (6.17)</td>
<td>8.46 (6.13)</td>
<td>–2.12 (–4.58 to 0.35)</td>
<td>.09</td>
</tr>
<tr>
<td>Long-term</td>
<td>6.54 (5.86)</td>
<td>7.53 (5.14)</td>
<td>–0.99 (–3.34 to 1.36)</td>
<td>.43</td>
</tr>
<tr>
<td><strong>PHQ-9</strong>&lt;sup&gt;c&lt;/sup&gt; score, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>11.52 (6.66)</td>
<td>11.35 (6.78)</td>
<td>0.17 (–1.57 to 1.91)</td>
<td>.85</td>
</tr>
<tr>
<td>Short-term</td>
<td>8.66 (6.93)</td>
<td>9.63 (5.92)</td>
<td>–0.97 (–3.46 to 1.53)</td>
<td>.47</td>
</tr>
<tr>
<td>Long-term</td>
<td>9.03 (5.88)</td>
<td>9.17 (6.84)</td>
<td>–0.14 (–3.02 to 2.75)</td>
<td>.92</td>
</tr>
<tr>
<td><strong>PDI</strong>&lt;sup&gt;d&lt;/sup&gt; score, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>41.76 (15.11)</td>
<td>40.32 (16.53)</td>
<td>1.44 (–2.67 to 5.55)</td>
<td>.49</td>
</tr>
<tr>
<td>Short-term</td>
<td>35.78 (17.57)</td>
<td>34.23 (18.37)</td>
<td>1.55 (–5.74 to 8.83)</td>
<td>.67</td>
</tr>
<tr>
<td>Long-term</td>
<td>37.90 (18.32)</td>
<td>40.14 (16.74)</td>
<td>–2.24 (–10.01 to 5.52)</td>
<td>.58</td>
</tr>
<tr>
<td><strong>PCS</strong>&lt;sup&gt;e&lt;/sup&gt; score, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>24.93 (14.39)</td>
<td>24.00 (13.13)</td>
<td>0.93 (–2.65 to 4.51)</td>
<td>.61</td>
</tr>
<tr>
<td>Short-term</td>
<td>20.58 (13.77)</td>
<td>19.06 (14.84)</td>
<td>1.52 (–4.32 to 7.36)</td>
<td>.59</td>
</tr>
<tr>
<td>Long-term</td>
<td>18.97 (14.94)</td>
<td>22.13 (15.80)</td>
<td>–3.16 (–10.00 to 3.67)</td>
<td>.35</td>
</tr>
<tr>
<td><strong>PGIC</strong>&lt;sup&gt;f&lt;/sup&gt; score&lt;sup&gt;g&lt;/sup&gt;, n/N (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>N/A&lt;sup&gt;h&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Short-term (improved)</td>
<td>32/89 (36.0)</td>
<td>15/32 (46.9)</td>
<td>–10.0% (–33.0% to 11.1%)</td>
<td>.38</td>
</tr>
<tr>
<td>Long-term (improved)</td>
<td>24/58 (41.4)</td>
<td>11/28 (39.3)</td>
<td>2.1% (–22.1% to 26.3%)</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

<sup>a</sup>OME: oral morphine equivalents.
<sup>b</sup>GAD-7: Generalized Anxiety Disorder 7-item scale.
<sup>c</sup>PHQ-9: Patient Health Questionnaire 9-item scale.
<sup>d</sup>PDI: Pain Disability Index.
<sup>e</sup>PCS: Pain Catastrophizing Scale.
<sup>f</sup>PGIC: Patient Global Impression of Change.
<sup>g</sup>PGIC score represents participants who improved.
<sup>h</sup>N/A: not applicable.

### Adjusted Analysis for the Entire Study Cohort

A significant decline in daily OME in milligrams was observed in both the short-term (decrease of 8.31 mg, 95% CI –16.62 to –0.97) and long-term (decrease of 12.59 points, 95% CI –21.16 to 4.27) time periods when compared with baseline. Depression (PHQ-9) (lower by 2.29 points, 95% CI –3.23 to –1.34 in the short-term follow-up; lower by 2.52 points, 95% CI –3.56 to –1.47 in the long-term follow-up) and disability (PDI) scores (lower by 5.20 points, 95% CI –7.60 to –2.81 in the short-term follow-up; lower by 3.52 points, 95% CI –6.20 to –0.80 in the long-term follow-up) decreased significantly for all participants (Multimedia Appendix 1). Pain Catastrophizing Scale scores decreased at the short-term follow-up, with the scores lowered by 3.53 points (95% CI –6.88 to –0.17) but returned to baseline at the long-term follow-up. Older participants reported lower opioid use over time, with a decrease of 0.98 mg of OME per year of increasing age (95% CI –1.80 to –0.08). Increasing age was also associated with lower GAD-7, PHQ-9, PDI, and PCS scores (Multimedia Appendix 1). Male sex was associated with a higher disability score throughout the study (Multimedia Appendix 1).
Discussion

Summary of the Main Results of the Study

This is the first multisite study at rural and urban pain clinics of a digital pain management solution that compared outcomes in patients with chronic pain who chose to use the app in addition to standard care versus those who received only standard care. A total of 73.6% (181/246) of the participants in the study chose to enroll for the app, 45.1% (111/246) continued to use it beyond one month following enrollment, and 28.0% (69/246) were still using it for 4.5 to 7 months. There was evidence of a decrease in anxiety and pain catastrophizing in participants who used the app versus those who did not use the app.

Acceptance of and Engagement With the App

Digital health applications can play a significant role in enhancing the connectivity between patients and their HCPs. Though some studies report men and younger age groups as more likely to engage with this kind of technology [45], our study and others did not find differences based on age and sex [45,46]. It is possible that the chronicity of pain in participants in our study and the lack of effective therapies made patients in our study interested in exploring the potential for help from the app offered in our study. The rates of initial engagement with the app reported in our study—initially 73.6% (181/246), with a gradual decrease to 28.0% (69/246) at the long-term follow-up—are consistent with those reported in literature by our group [47] and others [45,48,49] and appear to be better than the rates for other apps [24]. We measured ongoing engagement with the digital app, unlike other studies that evaluate merely the intent of patients to engage with digital applications, for the integration of digital health solutions in routine medical care [27,28] because of their potential to empower and enable patients. A follow-up study will focus on the engagement patterns and their contributing factors within this study along with their potential correlations with the clinical outcomes seen.

Association of Using the App With Pain-Related Clinical Outcomes

Our study found that use of the app was associated with a reduction in pain-related anxiety and pain catastrophizing scores. These reductions have clinical significance, given that the minimum clinically important difference in values for the GAD-7 and PCS (−4 for GAD-7 [50] and 38% for PCS [51]) is within the 95% confidence interval of the outcome reduction. Pain-related anxiety and catastrophizing can have significant adverse effects on patients, with an increase in both health care use [52] and the probability of misuse of prescription opioids [53].

The ability of patients to track and reflect on their pain and its relationship to activities and medications in our study may have resulted in an attenuation of the psychological correlates of chronic pain. Self-monitoring of symptoms is an important component of most pain self-management programs [54]. There is a growing body of evidence that self-monitoring using eHealth tools is associated with positive health outcomes [55]. In particular, the daily reflection concept used by Manage My Pain is a form of self-monitoring based on acceptance and commitment therapy principles, which is an empirically supported treatment for individuals living with chronic pain [56]. It emphasizes engagement in meaningful activities based on personal values as a cornerstone of treatment [57]. The use of the app’s diary of patients’ lived experiences when interacting with HCPs through reports or the remote monitoring portal possibly empowered patients to address their negative emotions. This empowerment has been known to be associated with an analgesic benefit over time in patients with chronic pain [58,59].

Studies on other chronic health conditions have also reported similar results [60]. While the differences in the other clinical domains between the intervention and control groups were not significant, it is possible that these differences would be significant if the sample size were larger. Further, we did not include pain intensity scores in our study because this instrument has been shown to lack the ability to demonstrate functional benefits of analgesic interventions [61].

This study suggests that engagement by patients with an app-based digital pain solution that incorporates validated questionnaires may be associated with improvement in clinical outcomes. A future study will present the results of a qualitative analysis that assessed both the patients’ and clinical team’s perspective on the app’s utility. Additionally, further research is required to understand factors that impact initial acceptance and continuing engagement with digital apps in patients with pain, including user comfort, understanding of technology, accessibility for patients and connectivity with HCPs, and feasibility of implementation in established health care systems [62].

Limitations of This Study

This study of the outcomes of the use of an app-based digital solution for generalized chronic pain has some limitations. Participants in this study were not allocated to study groups by randomization. This could have introduced a bias because patients comfortable with digital technology were more likely to opt to use the app. An additional bias could have been...
introduced in that patients who chose to use the app would have seen clinical improvements regardless of app usage. The high drop-off rate from baseline to the short-term follow-up with the control group may have also introduced a bias in the results. However, the fact that a large number of patients in this control group were deemed not to qualify for treatments offered at the clinics and were therefore discharged implies that they would not have benefited relative to those at least receiving the standard of care. This may have also contributed to a higher dropout rate for using the app. All measures were based on participant self-reports, which were not verified by objective means (eg, clinical interview to assess anxiety and depressive disorders, verification of opioid use by pharmacy records). This may have resulted in biased estimates of results that differed by treatment group, confounding the present findings.

Conclusions

This study of a novel digital pain management solution that incorporated validated measures for domains of pain in patients at urban and rural clinics found that 28.0% (69/246) of all patients continued to use the app on a long-term basis. Patients that engaged with the digital health solution had less anxiety and lower pain catastrophizing scores as measured by validated tools. Digital pain management applications and other health-related clinical applications deserve significant attention in the years ahead, given the push toward mobile health tools and telemedicine.
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Abstract

Background: Excessive gestational weight gain (GWG) is common and associated with negative health outcomes for both mother and child. Mobile health–delivered lifestyle interventions offer the potential to mitigate excessive GWG. The effectiveness of a smartphone app (HealthyMoms) was recently evaluated in a randomized controlled trial. To explore the users’ experiences of using the app, a qualitative study within the HealthyMoms trial was performed.

Objective: This qualitative study explored participants’ engagement and satisfaction with the 6-month usage of the HealthyMoms app.

Methods: A total of 19 women (mean age: 31.7, SD 4.4 years; mean BMI: 24.6, SD 3.4 kg/m^2; university degree attainment: 13/19, 68%; primiparous: 11/19, 58%) who received the HealthyMoms app in a randomized controlled trial completed semistructured exit interviews. The interviews were audiorecorded and fully transcribed, coded, and analyzed using thematic analysis with an inductive approach.

Results: Thematic analysis revealed a main theme and 2 subthemes. The main theme, “One could suit many: a multifunctional tool to strengthen women’s health during pregnancy,” and the 2 subthemes, “Factors within and beyond the app influence app engagement” and “Trust, knowledge, and awareness: aspects that can motivate healthy habits,” illustrated that a trustworthy and appreciated health and pregnancy app that is easy to use can inspire a healthy lifestyle during pregnancy. The first subtheme discussed how factors within the app (eg, regular updates and feedback) were perceived to motivate both healthy habits and app engagement. Additionally, factors beyond the app were described to both motivate (eg, interest, motivation, and curiosity) and limit (eg, pregnancy-related complications, lack of time) app engagement. The second subtheme reflected important aspects, such as high trustworthiness of the app, increased knowledge, and awareness from using the app, which motivated participants to improve or maintain healthy habits during pregnancy.

Conclusions: The HealthyMoms app was considered a valuable and trustworthy tool to mitigate excessive GWG, with useful features and relevant information to initiate and maintain healthy habits during pregnancy.

Trial Registration: ClinicalTrials.gov NCT03298555; https://clinicaltrials.gov/ct2/show/NCT03298555

International Registered Report Identifier (IRRID): RR2-10.2196/13011
This paper reports the findings of a qualitative study that explored the engagement and satisfaction with the HealthyMoms app within the trial.

**Methods**

**Study Design and Recruitment**

The HealthyMoms trial (ClinicalTrials.gov NCT03298555) [17] was a 2-arm parallel randomized controlled trial that investigated the effects of a 6-month mHealth intervention (the HealthyMoms app) on GWG, diet, and physical activity. The study was initiated in October 2017, baseline measures (in gestational week 14) were completed in March 2020 (n=305), and follow-up measures (in gestational week 37) were completed in September 2020. After completion of the baseline measurements, participants were randomized (in a 1:1 ratio) to either the control or intervention group. The control group received standard maternity care and the intervention group received the HealthyMoms app (in addition to standard maternity care) for 6 months. The app was developed by researchers with expertise in nutrition, physical activity, pregnancy, and behavior change, and was grounded in social cognitive theory [19] and applied behavior change techniques [20]. HealthyMoms was built around 12 themes and included information and practical tips on diet, physical activity, and weight gain during pregnancy, with a new theme being introduced every other week. The app also included 3 registration features for diet, physical activity, and weight gain. In short, participants were encouraged to register their diet, physical activity, and weight weekly. Registration of diet was based on 5 questions regarding intakes of certain food groups (ie, fruit and vegetables, candy, snacks, sodas, and ice cream and pastries). For physical activity, participants imputed activity minutes as well as intensity of the exercise continuously during the week, and the registrations were summed up for that week. Following registration, participants received feedback based on current national guidelines for diet [21] and physical activity during pregnancy [22]. In the weight registration graph, participants could also view their weight gain compared with their recommended weight gain based on their prepregnancy BMI [5]. Furthermore, the app included an exercise feature (eg, videos and exercise programs), a recipe feature (eg, weekly menus and recipes), and a pregnancy calendar with weekly updates. Figure 1 illustrates 3 of the features (translated screenshots from Swedish to English) in the app. Participants also received push notifications 4 times per week (consisting of tips, encouragement, behavior change strategies, and reminders) and feedback from the registration of diet and physical activity based on national recommendations [21,22]. More detailed description of the rationale, development, and trial design and methods are available in the study protocol [17].

**Excessive Gestational Weight Gain**

Excessive gestational weight gain (GWG) is associated with an increased risk of several complications in both mother and child [1,2]. In the short term, these include gestational hypertension, preeclampsia, gestational diabetes mellitus, cesarean delivery, infant macrosomia, preterm birth, and neonatal morbidity and mortality [3,4]. Excessive GWG is also associated with postpartum weight retention and an increased risk of obesity in the offspring, which are indicators of long-term complications [2,4]. Currently, approximately 50% of pregnant women exceed the commonly applied recommendations from the National Academy of Medicine [5] and thereby have an increased risk of different pregnancy-related complications [4,6].

**Mobile Health Interventions to Prevent Excessive GWG**

While there is strong evidence that a healthy diet, physical activity, or both during pregnancy can reduce the risk of excessive GWG [7,8], conventional in-person programs are time consuming and costly to deliver and have limited reach. Behavior change interventions delivered through mobile phones address some of these issues, as they are easy to access, require fewer resources to deliver once developed, and have greater reach [9-11]. Previous studies have shown positive effects of mobile health (mHealth) programs on weight loss in adults [12], and several pilot studies have shown that mHealth interventions also have the potential to reduce excessive GWG in pregnant women [13-15].

In addition to quantitative evaluations of the effectiveness of mHealth programs on GWG and health behaviors, it is essential to examine user engagement and satisfaction with mHealth programs to facilitate future development, tailoring, and improvements. However, to the best of our knowledge, only 1 study has examined user engagement and satisfaction of an mHealth program for supporting healthy GWG [16]. In brief, in this qualitative pilot study [16], participants (n=13) tested an app (SmartMoms Canada) for 2 to 4 weeks with the aim of evaluating the app prior to testing it in a multicenter study. No previous studies have examined engagement and satisfaction related to long-term usage (ie, 6 months) of an mHealth program to support a healthy weight gain and lifestyle during pregnancy. We have recently developed [17] and evaluated the effectiveness [18] of the smartphone app HealthyMoms, which sought to promote healthy weight gain, diet, and physical activity in pregnancy during 6 months in a randomized controlled trial. This paper reports the findings of a qualitative study that
Semistructured Interviews

Women in the intervention group were invited to participate in exit interviews at the follow-up measurement in gestational week 37 (August 2018 to February 2019). The Swedish female researcher (JS) working with the HealthyMoms trial was responsible for recruitment. A total of 20 participants were consecutively asked to participate and all agreed. One participant later declined to participate due to having given birth prior to the scheduled interview. During the final interviews, the research team experienced that no new information was gained and that further interviews were unlikely to provide additional information. We therefore considered that saturation was reached [23] and thus no more women were recruited.

Interviews took place in a separate room at Linköping University, Linköping, Sweden. Participants were interviewed individually and face to face in Swedish by JS. Interviews ranged between 14 and 49 minutes in duration (average time 29 minutes). A semistructured design was used; a set of main questions regarding the app’s layout and function and the participants’ usage, experiences, and satisfaction using the features in the app were asked, followed by questions tailored to individual responses. The interview guide (Multimedia Appendix 1) was developed by the research team, which has extensive knowledge in pregnancy, nutrition, physical activity, qualitative methodology, and mHealth. Prior to the interview, the participant was given a short introduction to the purpose of the interview and written informed consent was collected. All interviews were audiorecorded and fully transcribed by JS. Audio files were anonymized and kept stored unavailable to unauthorized people. The study was approved by the Regional Ethical Review Board in Linköping, Sweden, on April 24, 2017 (ref No. 2017/112-31), with an amendment on May 4, 2018 (ref No. 2018/262-32). The reporting of this study follows the Consolidated Criteria for Reporting Qualitative Research checklist (Multimedia Appendix 2) [24].

Data Analysis

The semistructured interviews were analyzed using thematic analysis, as described by Braun and Clarke [25]. Data were analyzed using an inductive approach (ie, data-driven) at a semantic level. By using these approaches, there is a lower risk for the analysis to be affected by the preconceptions of the researchers [25]. Interviews were transcribed by JS (nutritionist, PhD student), who had previous experience conducting thematic analysis, and the transcribed texts were then actively read and reread several times by JS and EL (female medical student) to obtain a sense of the overall data. JS and EL separately coded interesting data (ie, text fragments from the transcribed texts) related to the aim of the study (ie, initial codes), and equal attention was given to each data item. The initial codes were then analyzed and sorted into groups to generate themes. Thereafter, any disagreements in the coding or grouping were discussed and resolved before preliminary themes were set. Themes were then reviewed, compared, and contrasted with support from A-KL, SR, ES, and ML, and the final result was derived from thorough discussions between the authors.

Results

Participants

The 19 interviewed women were representative of the whole intervention group (n=152) in terms of baseline characteristics such as average age (31.7, SD 4.4 years vs 31.4, SD 4.3 years), BMI (24.6, SD 3.4 kg/m² vs 24.7, SD 4.3 kg/m²), educational attainment (13/19, 68% vs 115/152, 76% had a university degree), and parity (11/19, 58% vs 86/152, 57% were primiparous). Also, the 19 women participating in these
interviews reported similar usage and satisfaction by means of a questionnaire after finalizing the intervention compared with women in the intervention group that completed the follow-up (n=134) [18]. For instance, they reported app usage comparable to the whole intervention group (15/19, 79% vs 111/134, 83% reported having used the app ≥1 time per week), and the majority reported that they agreed with the statement that they were satisfied with the app (18/19, 95% vs 122/134, 91%). Further, participants in the interview group and the whole intervention group agreed to a comparable extent with the statement that the app was a good support for healthy GWG (11/19, 58% vs 91/134, 68%, respectively).

**Themes From the Thematic Analysis**

One major theme and 2 subthemes were derived from the thematic analysis and are presented in Figure 2.

**Figure 2.** The themes identified in the thematic analysis.

---

**One Could Suit Many: A Multifunctional Tool to Strengthen Women's Health During Pregnancy**

The themes illustrated that a trustworthy and appreciated health and pregnancy app that was easy to use could inspire healthy habits during pregnancy. Overall, the app was appreciated but used in different ways. The first subtheme discussed factors within the app (eg, regular updates, feedback) and beyond the app (eg, motivation, interest, and the pregnancy itself) that influenced app engagement. The second subtheme reflected that trust, increased awareness, and knowledge were important and appreciated aspects in the app, as these motivated participants to improve or maintain healthy habits.

**Factors Within and Beyond the App Influence App Engagement**

Engagement with the app varied among participants, and several factors were described to influence app engagement. For instance, regular updates (with new app content and information) and push notifications were described as positive, as they sparked interest and increased usage. However, for some women, positive feedback on diet registrations actually decreased motivation if goals were repeatedly reached, which indicated no room for further improvement. Furthermore, when goals were not met, some women reported that feedback suggesting the need for improvement led to feelings of guilt and negative emotions, resulting in discontinued registration.

Too much time does not pass before you enter the app again, if it had I do not think I would have registered my own data as regularly, because otherwise I think you kind of would have forgotten that. So, I felt that

**Trust, knowledge, and awareness: aspects that can motivate healthy habits**

I used the app more because of the push notifications. [Participant 5]

Furthermore, the risk of becoming too fixated with weight and diet was mentioned as a reason for not engaging in these registration features. Compared with the other registration features, participants described being less motivated to use the diet registration because of difficulties remembering weekly food intakes and perceiving feedback as ambiguous. A more detailed diet registration was suggested as a potential improvement; however, it was also described that such registration could be too time-consuming and potentially put an unhealthy amount of focus on diet. Registration of physical activity was also described as confusing and choosing the appropriate intensity level was difficult. Thus, a suggested improvement was the option to choose the activity (eg, running, swimming, walking) instead of intensity level. Other suggested improvements were an inbuilt pedometer or the possibility of transferring data (manually or automatically) from other apps.

I did not quite understand the diet registration graph and because of that I could not tell if my diet improved or got worse. If it would have been easier to understand I think I probably would have been more motivated to continue to register my diet. [Participant 2]

Several other factors beyond the app impacted usage. First, app engagement was described to be influenced by both lifestyle and prior knowledge as well as the experienced need of the features in the app (eg, need for motivation to exercise, to track GWG, or tips and information on how to eat healthy). For example, low or nonexistent usage of the diet registration could be explained by the lack of a need or motivation to make dietary
changes and thus register diet. Furthermore, personal interests influenced app usage, especially the use of the recipe and exercise-related features.

The exercise functions were the best parts of the app, but that is also because I like to move and to be active, so that is probably the part that I have used the most. [Participant 15]

Moreover, it was described that the usefulness of the app was greater when participants were motivated and experienced the need to change behavior. For instance, having gained too much weight during a previous pregnancy was described to motivate app usage. On the same note, parity was described to impact engagement and usefulness of the app, as women expecting their second child experienced less need of the pregnancy-related features compared with first-time mothers. Additionally, life situation (eg, number of children, workload) was mentioned to potentially impact app engagement, as it determined the available time to spend on an app. Nevertheless, both primiparous and multiparous women were satisfied with the app and found it to be useful.

I have not had the time to be active in any type of app or anything like that so I think that it is more those things [work, other children] that have made me feel that I have not had the time as I did during my first pregnancy when I literally read everything, so it has been a bit different this time. [Participant 14]

Participants also reported that their engagement with the app changed during the course of their pregnancy. Curiosity about the app and the need of pregnancy-related information were higher in early pregnancy, but as women established new, healthier habits and perceived an increased sense of security as pregnancy progressed, app usage declined in late pregnancy. App engagement was sometimes negatively influenced by pregnancy complications (eg, nausea or pelvic pain), which could inhibit the ability and motivation to maintain a healthy lifestyle and consequently use the self-monitoring features in the app. Finally, initial higher app usage was explained mainly by participants having more energy and motivation in the beginning and middle of the pregnancy. In contrast, one participant described that the pregnancy initially felt more surreal, and as pregnancy progressed, engaging in healthy habits felt more important, and consequently app usage increased.

I was more curious of the app in the beginning, more curious of all the content, and then as time passed by I sort of only used the functions that I liked the most. [Participant 6]

I was more committed [to the app] towards the end because then I kind of felt that it mattered more since I started to feel more pregnant. [Participant 5]

Trust, Knowledge, and Awareness: Aspects That Can Motivate Healthy Habits

Participants stated that they appreciated the app because it had an appealing layout, was easy to use, had no technical shortcomings, and was perceived as a trustworthy source of information, as it was developed by experts. Furthermore, one participant described that the credibility of the app was strengthened by the fact that it was noncommercial. Another participant appreciated that the app content was in line with Swedish maternity care, which made the app more relevant and useful compared with other foreign pregnancy apps.

I’ve trusted this app considering the people behind it. If I am to be source-critical, I’ve found it very nice to have got it [my preconceptions] confirmed and I feel that I can trust that what I’m reading in the app is true. [Participant 9]

Moreover, the app provided necessary information (eg, in the pregnancy calendar and themes). Thus, participants did not have to look for information elsewhere, which was considered valuable. The multifunctionality of the app, inclusion of registration features, and focus on both general and pregnancy-related health were appreciated and described as rare in other pregnancy apps. The wide range of features were also described to increase its usefulness, and thus the app could benefit many different women. Participants stated that HealthyMoms confirmed and increased their knowledge about healthy weight gain, diet, and physical activity during pregnancy, and increased awareness of how lifestyle could impact both maternal and fetal health was described as motivating. The registration features enabled self-evaluation and were considered a good support for changing or maintaining habits as well as supporting a healthy GWG. Participants reported that app usage had a positive impact on their diet and physical activity regardless of their habits prior to receiving the app.

I’ve become more motivated to eat well and exercise for my own health and because it [a healthy lifestyle] facilitates my pregnancy and also that it is good for the baby. [Participants 19]

Additionally, information on the importance of healthy GWG was appreciated, and one participant described that it is not usually discussed at midwife appointments. However, the recommended GWG (based on the self-monitoring of weight in the app) was described as stricter than information received from the midwife, which brought up the importance of consistent information. Additionally, exceeding the GWG recommendations could cause feelings of anxiety, discouragement, and frustration.

I thought that [the recommended weight gain in the graph] was good because I do not feel that you get that information elsewhere, on how much weight you should gain, or that is something that is not spoken of at the midwife visits, well you talk about weight but not so much from that perspective. [Participant 12]

Overall, self-monitoring was seen as motivating, as it increased awareness of GWG and dietary and exercise habits. On the same note, push notifications reminded participants of the importance of a healthy lifestyle, which was motivating; however, these could also be perceived as annoying when received at an inconvenient time (eg, receiving a message on the importance of a healthy diet right after having eaten something unhealthy). Moreover, self-monitoring and goal setting made the app feel personal, which was considered important. Participants
described, however, that the app could be improved by adding additional personalized features, such as a calendar (to schedule, for example, exercise or midwife visits), tailored push notifications (eg, feedback related to registration), and challenges (eg, minor assignments such as going for a walk or having a piece of fruit).

Moreover, additional functions and information that were described as desirable included a larger focus on mental health, a sharing and network function, and more inclusion of the partner. Furthermore, to prevent the loss of healthy habits in early pregnancy, participants wished for earlier access to the app. A prolonged version covering the postpartum period to support a healthy lifestyle and the inclusion of baby-related advice were described as additional improvements.

_I think it is important that it [the app] continues to be personal, that you feel that it is adapted to my premises and my starting weight, my BMI, and that you get to self-register as an individual and get data from that. I think that is the most important feature and what also perhaps separates this app from all other apps._ [Participant 17]

**Discussion**

**Principal Results**

Overall, this study demonstrated various levels of engagement and overall high satisfaction with the HealthyMoms app, and women perceived that it inspired healthy habits during pregnancy. Engagement with HealthyMoms was influenced by the app itself (eg, regular updates, feedback, and push notifications) and factors beyond the app (eg, interest, need, the pregnancy, and time constraints). Important and appreciated aspects of the app were trustworthiness, information, and features that increased awareness, knowledge, and motivation.

**Comparison With Prior Work**

To the best of our knowledge, this is the first study to explore participants’ engagement and satisfaction related to long-term usage (ie, 6 months) of an mHealth app intended to support healthy weight gain and lifestyle during pregnancy. This study identified several factors both within and beyond the app that influenced engagement with the HealthyMoms app. Regular updates, push notifications, and feedback from the self-monitoring features sparked interest and positively influenced app engagement. Similarly, a study in a nonpregnant population found reminders to be positive; however, push notifications need to be carefully constructed in terms of timing and frequency, as they otherwise might be ignored [26]. This is similar to our study, where some participants described push notifications to be annoying when received at a bad time.

Although factors within the app influenced usage, factors beyond the app seemed to influence usage to a greater extent. Similar to a previous study exploring the acceptability of a multicomponent intervention in 9 Australian pregnant women [27], we also found that life situation and available time limited app engagement. Pregnancy itself was also described to guide app engagement; usage of the HealthyMoms app tended to peak in early pregnancy and then declined, which was explained by higher curiosity in the beginning. The same usage pattern has been seen in a previous study in Chinese pregnant women investigating the use of smartphone apps in general [28]. However, we also found that increased usage could occur during the final period due to feeling more pregnant and thus being more motivated to engage in healthy habits. Similar to previous studies investigating app usage in nonpregnant populations [26,29], app engagement was further described to be influenced by motivation, and usage could decrease with time due to the establishment of new habits. The usage of the HealthyMoms app also depended on pregnancy-related complications. These findings are similar to previous results by Willcox et al [27], in which participants described pregnancy-related physical ailments, such as back pain and morning sickness, as barriers to maintaining a healthy lifestyle. Consideration of these factors could be important for the development of future health and pregnancy apps.

Our findings show that the HealthyMoms app was perceived as trustworthy and a reliable source of information, as it contained evidence-based information and was developed by experts. This finding is supported by previous data on pregnant women’s app usage in general that have shown that unreliable or uncertain information can cause feelings of anxiety [28,30]. Furthermore, the importance of engagement from health care professionals and institutions in the development of this type of app have previously been emphasized [30,31]. Both users and health care professionals have been shown to prefer pregnancy apps that contain information related to their local health care context [30]. Likewise, participants in our study appreciated that the app was context specific and relevant to Swedish maternity care.

In line with previous studies [28,30-32], women in this study valued the HealthyMoms app for the wide range of features and its focus on both pregnancy and health. The opportunity to self-monitor was appreciated, and it increased awareness of dietary and exercise habits as well as GWG, which motivated a higher usage of the app and aided in establishing healthier habits. This is also in line with previous findings, which have reported that self-monitoring of weight during pregnancy could be perceived as helpful and motivating to stay within the recommendations for GWG [16]. However, the feature for weight registration could also be perceived as stressful and cause anxiety when exceeding the recommendations. In this study, participants also expressed that GWG in relation to the recommended weight gain is not usually spoken of in maternity care. Indeed, both midwives and pregnant women themselves have expressed challenges and stigma related to discussing GWG in maternity care [33-35]. Since GWG is important to address, an app with a carefully designed weight registration can fill an important gap.

Overall, participants were satisfied with the HealthyMoms app. However, improvements for future versions were identified. One function described as desirable was a sharing and network feature, which previously has been reported as an appreciated function by pregnant women [16,30,31]. Although the personalized aspects of the app (ie, the self-monitoring features) were highly appreciated, making goals and feedback more individualized was a suggested improvement. Likewise,
individualization has been found to be important in previous studies in both pregnant [16] and nonpregnant populations [26]. Similar to a pilot study in Canadian women that evaluated an app (SmartMoms Canada) after a test period of 2 to 4 weeks [16], the participants in this study wished for a larger focus on mental health. This could be important to consider in future versions of the HealthyMoms app or other apps targeting pregnant women. Participants in our study wished for earlier access to the app in order to prevent the loss of healthy habits. They also expressed a desire for a continued version of the app after the baby’s arrival in order to support a healthy lifestyle after birth and for the app to include baby-related advice, which has been indicated as a requested feature in other populations of pregnant women [30,33]. Potentially, future app versions should be more comprehensive and span from early pregnancy into infancy.

In this study, the diet registration was perceived as difficult to use and should be improved in the future. A more detailed registration was suggested, but that could potentially lead to an unhealthy preoccupation with food. Moreover, our results suggest that self-monitoring of physical activity should include more detailed registrations, such as types of activity. Furthermore, an inbuilt pedometer or the opportunity to transfer data from other apps was expressed as a desirable addition. In comparison, Halili et al [16] combined an app (SmartMoms Canada) with a fitness tracker, which was appreciated by the pregnant women after a short test period. Ease of use and simplicity have also been found to be important in overcoming barriers (eg, lack of time) to app usage in nonpregnant populations [26]. Taken together, these suggested improvements could be important to consider for future version of the HealthyMoms app as well as future pregnancy and health apps.

**Strengths and Limitations**

In this study, we have presented a qualitative evaluation of the engagement and satisfaction with HealthyMoms. This type of evaluation is important to guide future interventions, the development of other pregnancy and health apps, and future versions of HealthyMoms. Qualitative data also provide a more detailed evaluation of how women engaged with the program compared with quantitative measures only.

A strength of this study is the inclusion of 2 people (JS and EL) to undertake the thematic analysis, which allowed for constant validation during the process. The analysis was further strengthened by having 2 perspectives on the data, one from the person who conducted the interviews (JS) and one from someone who did not meet the participating women (EL); thus, comprehension of the data was discussed and validated with a low risk of biased interpretations.

This study was limited by the fact that only 19 out of the 134 participants in the intervention group participated in the interviews. However, importantly, the sample size was sufficient to obtain a broad and rich variety of experiences, the interviews demonstrated various engagement with the app as well as varying attitudes, and enough data were collected to achieve perceived saturation [23]. Additionally, the participants were representative of the intervention group. The participants had a higher education level compared with the general population, but this was similar to the education level in the entire group.

**Implications and Clinical Relevance**

The HealthyMoms app was well received by participants and the multifunctionality of the app, including the self-monitoring features, were appreciated. Our results also provide valuable information that can be used to further iterate and improve the HealthyMoms app as well as guide the development of future pregnancy apps intended for long-term usage. Such minor improvements include more personalized features, a larger focus on mental health, and an inbuilt pedometer. Given that midwives may have little time to fully address and support healthy GWG in maternity care and due to the sensitive nature of weight gain, this app has the potential to fill an important gap. Considering that reducing the burden of excessive GWG has significant and important health implications for both mother and child [1,4], access to low-cost and scalable tools to promote healthy GWG is essential. The usage of pregnancy apps among women in developed countries is extensive [28,31,36], and a health and pregnancy app could therefore potentially reach many women.

**Conclusion**

This study contributes novel information about pregnant women’s experiences using a health and pregnancy app intended to support a healthy GWG throughout pregnancy. The results showed that the HealthyMoms app was appreciated and is likely to benefit pregnant women. Several factors with both positive (eg, push notifications, regular updates, interest) and negative (eg, time constraints, pregnancy-related complications) impact on app engagement were observed. Trust, knowledge, and awareness were described as important aspects to motivate healthy habits. Taken together, our results showed that the app was considered a valuable support and could aid in establishing and maintaining healthy habits during pregnancy, which is important to prevent excessive GWG. Finally, our findings provide valuable information for the development of future pregnancy apps intended to support a healthy lifestyle.
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Abstract

Background: Excessive gestational weight gain (GWG) during pregnancy is a major public health concern associated with negative health outcomes for both mother and child. Scalable interventions are needed, and digital interventions have the potential to reach many women and promote healthy GWG. Most previous studies of digital interventions have been small pilot studies or have not included women from all BMI categories. We therefore examined the effectiveness of a smartphone app in a large sample (n=305) covering all BMI categories.

Objective: To investigate the effectiveness of a 6-month intervention (the HealthyMoms app) on GWG, body fatness, dietary habits, moderate-to-vigorous physical activity (MVPA), glycemia, and insulin resistance in comparison to standard maternity care.

Methods: A 2-arm parallel randomized controlled trial was conducted. Women in early pregnancy at maternity clinics in Östergötland, Sweden, were recruited. Eligible women who provided written informed consent completed baseline measures, before being randomized in a 1:1 ratio to either an intervention (n=152) or control group (n=153). The control group received standard maternity care while the intervention group received the HealthyMoms smartphone app for 6 months (which includes multiple features, eg, information; push notifications; self-monitoring; and feedback features for GWG, diet, and physical activity) in addition to standard care. Outcome measures were assessed at Linköping University Hospital at baseline (mean 13.9 [SD 0.7] gestational weeks) and follow-up (mean 36.4 [SD 0.4] gestational weeks). The primary outcome was GWG and secondary outcomes were body fatness (Bod Pod), dietary habits (Swedish Healthy Eating Index) using the web-based 3-day dietary record Riksmaten FLEX, MVP using the ActiGraph wGT3x-BT accelerometer, glycemia, and insulin resistance.

Results: Overall, we found no statistically significant effect on GWG (P=.62); however, the data indicate that the effect of the intervention differed by pre-pregnancy BMI, as women with overweight and obesity before pregnancy gained less weight in the intervention group as compared with the control group in the imputed analyses (–1.33 kg; 95% CI –2.92 to 0.26; P=.10) and...
completers-only analyses (−1.67 kg; 95% CI −3.26 to −0.09; \( P=0.031 \)). Bayesian analyses showed that there was a 99% probability of any intervention effect on GWG among women with overweight and obesity, and an 81% probability that this effect was over 1 kg. The intervention group had higher scores for the Swedish Healthy Eating Index at follow-up than the control group (0.27; 95% CI 0.05-0.50; \( P=0.017 \)). We observed no statistically significant differences in body fatness, MVPA, glycemia, and insulin resistance between the intervention and control group at follow up (\( P\geq.21 \)).

Conclusions: Although we found no overall effect on GWG, our results demonstrate the potential of a smartphone app (HealthyMoms) to promote healthy dietary behaviors as well as to decrease weight gain during pregnancy in women with overweight and obesity.

Trial Registration: ClinicalTrials.gov NCT03298555; https://clinicaltrials.gov/ct2/show/NCT03298555

International Registered Report Identifier (IRRID): RR2-10.2196/13011
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gestational weight gain; physical activity; diet; pregnancy; mHealth; smartphone app; mobile phone app; telemedicine; randomized controlled trial

**Introduction**

**Background**

Excessive gestational weight gain (GWG) is a major public health problem [1,2]. In the United States and Europe, around 50% of pregnant women exceed the recommended GWG provided by the National Academy of Medicine [1] with similar data from Sweden [3,4]. Excessive GWG is associated with increased risk of cesarean delivery, gestational diabetes, pre-eclampsia, and obesity in both mother and child [2,5]. Furthermore, previous studies have shown that approximately 20% of American and European women gain less weight than recommended during pregnancy [1], which is associated with complications such as an increased risk of low birth weight and preterm birth [6]. Thus, effective and evidence-based strategies to promote a healthy GWG are of great importance.

Traditional interventions (eg, face-to-face counseling and supervised exercise sessions) to reduce the risk of excessive GWG have been reported to be successful [7-9]. For example, a Cochrane review [9] found that traditional interventions focusing on diet, exercise, or both have been found to reduce the risk of excessive GWG by 20%. Correspondingly, a recent systematic review and meta-analysis [10] found that interventions aiming to improve diet and physical activity behaviors have shown to reduce GWG by 1.81 kg (95% CI −3.47 to −0.16; 21 studies, \( n=6920 \)) in pregnant women with overweight and obesity [10]. However, traditional interventions are generally resource heavy and rely considerably on health care staff. Furthermore, they are costly and lack the ability to reach large numbers of women.

In the last decade, the use of digital technologies (eg, mobile Health [mHealth]) to deliver lifestyle interventions has increased. In comparison to traditional interventions, mHealth interventions have the advantages of being more cost-effective and accessible [11] and may reduce burden on health care staff. Accumulating evidence indicates that interventions delivered using this technology may promote weight loss [12] and increase physical activity in adults [13]. Furthermore, a recent mHealth pilot study (\( n=54 \)) in pregnant women with overweight and obesity found that a lower proportion in the intervention group exceeded the recommended GWG compared with the control group who received usual care (58% vs 85%) [14]. However, as highlighted in a recent review [15], mHealth interventions focusing on healthy GWG have generally been pilot studies with small sample sizes (eg, [14,16-18]), or have not included all BMI categories (eg, [19-22]). Moreover, to the best of our knowledge, no previous study has investigated the effectiveness of a behavior change program delivered solely through a smartphone app on GWG in women covering all BMI categories.

**Aim**

The aim of this randomized controlled trial was to investigate the effectiveness of the 6-month intervention (the HealthyMoms app) on GWG (primary outcome), body fatness, dietary habits (Swedish Healthy Eating Index), moderate-to-vigorous physical activity (MVPA), glycemia, and insulin resistance (secondary outcomes) in gestational week 37 among Swedish women.

**Methods**

**Study Design**

The HealthyMoms trial (clinicaltrials.gov NCT03298555) was a 2-arm parallel design randomized controlled trial conducted between October 2017 and November 2020 in the county of Östergötland, Sweden. The study received approval from the Regional Ethical Review Board in Linköping, Sweden (reference numbers 2017/112-31 and 2018/262-32) and all women provided written informed consent before entering the trial. Development of the HealthyMoms app and full details of the study design have been described previously [23]. The study is reported according to the Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and online Telehealth (CONSORT-EHEALTH) statement [24] (Multimedia Appendix 1).

**Participants and Procedures**

Between October 2017 and March 2020 participants were recruited in early pregnancy at the first routine visit at maternity clinics in the county of Östergötland, Sweden. During the study period approximately 4000 eligible women attended maternity care. At the maternity clinic, participants received written consent by signing the informed consent form (CONSORT-EHEALTH) statement [24] (Multimedia Appendix 1).
information about the study, and women interested in participating contacted the research team via email or postal mail. Inclusion criteria were aged 18 years or older, a singleton pregnancy, and the ability to read and speak well-enough Swedish to be able to understand the app content. Women previously diagnosed with an eating disorder, diabetes, or other medical conditions with possible effects on body weight were excluded. Eligible women who agreed to participate were sent an accelerometer to assess physical activity and were instructed to register their diet using a web-based dietary assessment tool prior to the measurement. Baseline measures (13.9 [SD 0.7] gestational weeks) and follow-up measures (36.4 [SD 0.4] gestational weeks) were conducted at Linköping University Hospital. In short, these measures included assessment of body weight and height, body composition, plasma glucose, serum insulin, and sociodemographic variables. These are described in more detail below.

**Control Group**

The control group received standard maternity care consisting of regular monitoring of maternal and fetal health (such as measurements of blood pressure, blood glucose and ferritin, weight gain, symphysis fundus, as well as fetal movements and heart rate). Standard care also included an optional lecture in early pregnancy on a healthy lifestyle with some brief and general advice on diet, physical activity, smoking and alcohol, pregnancy-related health (eg, nausea, iron deficiency, pelvic pain), and medical care (eg, midwife visits, information on fetal diagnostics). In addition, standard care included repeated measurements of body weight throughout pregnancy.

**Intervention**

In addition to standard maternity care, participants in the intervention group received the HealthyMoms app (Android and iOS compatible), a 6-month program aimed at promoting recommended GWG [23] by encouraging a healthy diet and physical activity in accordance with current guidelines [25,26]. The app focuses on healthy dietary and physical activity habits as well as healthy GWG, irrespective of pre-pregnancy BMI. Figure 1 shows 3 screenshots from the HealthyMoms app. The development of the HealthyMoms app and its features has previously been described in detail [23]. In short, the app is grounded in social cognitive theory [27] and uses key behavior change techniques (eg, shaping knowledge, goal setting, feedback, and monitoring) which have been suggested to be important for promoting a healthy lifestyle also in pregnant women [15,28-30]. The app consists of 7 features, including informational themes that change every other week, push notifications, self-monitoring with feedback (for diet, physical activity, and GWG), recipes, exercise guide (eg, aerobic and resistance exercises and training programs) and videos, pregnancy calendar, and an app library (eg, frequently asked questions, practical tips). The themes address various topics, such as healthy food choices, exercise during pregnancy, a healthy GWG, and how to change habits. Participants also received automated push notifications 4 times/week with information, support, strategies, and guidance on how to achieve a behavior change and establish or maintain healthy habits (eg, improve diet and increase physical activity), as well as encouraging information. “take home messages” at the end of each theme, and reminders to use the self-monitoring features. The self-monitoring features provided the possibility to track weight gain, diet, and physical activity and to set a physical activity goal for MVPA (minutes per week). Participants received predesigned feedback based on their registrations of diet and physical activity in accordance with national guidelines [25,26]. Feedback consisted of a graphical visualization of the registrations where participants could review their reported diet, physical activity, and weight gain over time in relation to the recommendations. Participants also received feedback in text and a “traffic light” (ie, green: reached the recommendation; yellow: close to reaching the recommendation; red: far from reaching the recommendation) indicating compliance with recommendations following registration of diet and physical activity. Furthermore, the weight gain chart showed their individual GWG in relation to the recommended weight gain (according to the recommendations provided by the National Academy of Medicine [31], calculated from their self-reported pre-pregnancy BMI). Participants allocated to the intervention group were informed of the features in the app, how to download it (from AppStore [iOS] or Google Play [Android]), and were instructed to use the app as much as they preferred. Participants were registered as app users by the researchers, whereby they received an SMS text message with a link to a downloading site where they could download the app (free of charge). At follow-up, participants filled in a questionnaire regarding their satisfaction and usage of the app.
Sample Size, Randomization, and Blinding

We estimated that 226 women (113 in each group) would provide 80% power ($\alpha=0.05$, 2 sided), assuming a common SD in GWG of 4 kg [32] to detect a difference of 1.5 kg between the control and intervention group. Considering a maximal loss to follow-up of 25% we recruited just over 300 women. After completion of baseline measures participants were randomized in a 1:1 ratio to either the control or intervention group using restricted randomization generated using STATA (version 13; StataCorp). Allocation concealment was ensured by using opaque envelopes (PH) which was opened by the assessor after completion of all the baseline measures whereby the participant was informed of their allocation (ie, the intervention or control group). The participants and outcome assessors were not blinded to the allocation due to the nature of the intervention.

Outcomes

The primary outcome was GWG between baseline (gestational week 14) and the follow-up measurement (gestational week 37). Secondary outcomes included body fatness, dietary habits (Swedish Healthy Eating Index), physical activity (time spent in MVPA), glycemia, and insulin resistance. All outcomes were assessed in gestational weeks 14 and 37.

Gestational Weight Gain

Body weight was measured after an overnight fast when the participant was wearing underwear using standardized procedures (Bod Pod; COSMED). Subsequently, GWG was calculated as the difference in body weight (in kg) between the baseline measurement (gestational week 14) and the follow-up measurement (gestational week 37). Furthermore, GWG between gestational weeks 14 and 37 was expressed per week (kg/week). Subsequently, we applied the pre-pregnancy BMI-specific GWG recommendations for the second and third trimester proposed by the National Academy of Medicine to categorize GWG for each woman as inadequate, adequate, and excessive (ie, underweight: 0.44-0.58 kg/week; normal weight: 0.35-0.50 kg/week; overweight: 0.23-0.33 kg/week; and obesity: 0.17-0.27 kg/week) [31].

Body Fatness

Body composition was measured using Bod Pod (COSMED) with accompanying software version 5.2.0 as described previously [33]. In short, the Bod Pod measures body volume using air-displacement plethysmography and body density was then derived by dividing body weight with body volume. Fat and fat-free mass were calculated using densities specified for the gestational age at baseline and follow-up measurements [34].

Dietary Habits

The web-based dietary recall method Riksmaten FLEX developed by the Swedish National Food Agency [35] adapted to pregnant women was used to assess dietary habits. The method utilized a repeated 24-hour recall approach over 3 days [35]. Upon the first log-in, participants were instructed to register their dietary intake for that day and the day before. The third day was automatically assigned to occur within 7 days of the first registration, on either a weekday or weekend day depending on what day the first day of registration was to ensure that registrations included both weekdays and weekend days [35].
The design of Riksmaten FLEX has been described in detail elsewhere [35]. In short, it consists of food items and prespecified dishes that participants can choose from. Once the correct food item or dish has been selected, participants defined portion sizes by choosing among pictures demonstrating various amounts of foods. Registrations were then linked to the Swedish National Food Composition Database, providing intakes of energy, macronutrients, and micronutrients [35]. In accordance with Moraeus et al [35], registered days with ≥3500 kcal or days ≤800 kcal were checked in detail by the research group to detect inaccurate energy intakes. In total, intakes for 1 (at baseline) and 3 days (at follow-up) were considered implausible and excluded. Intakes of selected food groups (ie, fruits, vegetables, red meat, fish, and shellfish) and macronutrients were summarized and averaged for each participant and day.

To assess diet quality, we calculated the Swedish Healthy Eating Index score [36], based on the Nordic Nutrition Recommendations [25], for each woman. The score consists of 9 components and was calculated based on intakes of fruit and vegetables (g/day), fish and shellfish (g/day), red meat (g/week), fiber (g/MJ), wholegrain (g/MJ), polyunsaturated fat (E%), monounsaturated fat (E%), saturated fat (E%), and sucrose (E%) as described elsewhere [36]. The score for each item ranged from 0 to 1 and the total score ranged from 0 to 9, with a higher score indicating better compliance with dietary guidelines [36].

**Physical Activity**

An ActiGraph wGT3x-BT (ActiGraph) accelerometer was used to assess physical activity. Participants were instructed to wear the accelerometer on the wrist for 7 consecutive 24-hour periods and to only remove it when engaging in water activities. The accelerometer was programmed to register accelerations at 100 Hz and participants filled in a diary where they reported sleep time and nonwear time which were used in the analysis to confirm sleep time. Participant data with at least one valid day were included. A valid day was defined as one-third or more of the 24-hour period being wear time, two-thirds or more of the wake time being wear time, and two-thirds or more of the sleep time being wear time. Participants who were not able to wear the accelerometer on the wrist (eg, health care workers due to hygiene restrictions at the workplace) were instructed to wear it on the hip instead, both at baseline and at follow-up (baseline n=23; follow-up n=18). Appropriate thresholds to identify MVPA were used for wrist- (ie, 100 mg) and hip-worn accelerometers (ie, 70 mg) [37]. Daily average MVPA was calculated as the weighted mean of weekdays and weekend days, that is, \(\frac{([\text{mean of weekdays } \times 5] + [\text{mean of weekend days } \times 2])}{7}\). The intervention effect was very comparable to only remove it when engaging in water activities. The accelerometer was programmed to register accelerations at 100 Hz and participants filled in a diary where they reported sleep time and nonwear time which were used in the analysis to confirm sleep time. Participant data with at least one valid day were included. A valid day was defined as one-third or more of the 24-hour period being wear time, two-thirds or more of the wake time being wear time, and two-thirds or more of the sleep time being wear time. Participants who were not able to wear the accelerometer on the wrist (eg, health care workers due to hygiene restrictions at the workplace) were instructed to wear it on the hip instead, both at baseline and at follow-up (baseline n=23; follow-up n=18). Appropriate thresholds to identify MVPA were used for wrist- (ie, 100 mg) and hip-worn accelerometers (ie, 70 mg) [37]. Daily average MVPA was calculated as the weighted mean of weekdays and weekend days, that is, \(\frac{([\text{mean of weekdays } \times 5] + [\text{mean of weekend days } \times 2])}{7}\). The intervention effect was very comparable when excluding the 29 women that wore the accelerometer on the hip or had less than 4 valid days [38] of recorded physical activity at both baseline and follow-up (results not shown). Data processing was conducted using the software program R [39] and the package GGIR [40].

**Glycemia and Insulin Resistance**

Blood samples were drawn after an overnight fast. Concentrations of glucose and insulin were analyzed on a Cobas 602 (Roche Diagnostics Scandinavia AB) at the Department of Clinical Chemistry, Linköping University Hospital. Insulin resistance was assessed by using the Homeostatic Model Assessment for Insulin Resistance (HOMA-IR) according to Matthews et al [41] and was calculated as fasting insulin [μU/L] \(\times\) fasting glucose [mmol/L]/22.5.

**Statistical Analysis**

**Effectiveness of the Intervention**

All statistical analyses were conducted in accordance with the study protocol [23] and the CONSORT-EHEALTH statement [24]. Analyses followed principles of intention-to-treat and were performed in R version 3.6.3 (R Foundation for Statistical Computing). Null hypotheses were tested at the .05 significance level (2 sided). Missing data were imputed by means of multiple imputations in which the value of missing observations is predicted using available data. We used multiple imputations with chained equations [42] employing the analysis regression model as the prediction model within iterations. A total of 500 data sets were imputed for each analysis (predictive mean matching with 50 iterations) and analyses were pooled using Rubin’s rules [43]. We also conducted complete case analyses for all outcomes. As described in the study protocol [23], we planned for per-protocol analysis including women who had used the app at least once and who had data on GWG at follow-up; however, only 1 participant was removed in the per-protocol analyses compared with the complete case analyses, and findings were unchanged. Therefore, we only report multiple imputations analyses and complete case analyses.

To contrast differences in primary (GWG in kg) and secondary outcomes (Swedish Healthy Eating Index, MVPA, body fatness, glycemia, and insulin resistance) between the 2 groups (intervention vs control) we estimated linear regression models. More specifically, for the primary outcome GWG, we regressed follow-up weight in gestational week 37 on group allocation and adjusted for baseline weight in gestational week 14 (crude model). This procedure has the advantage of being robust to imbalances at baseline and regression toward the mean [44]. The group coefficient in this model provides an estimate of the expected difference in GWG between 2 participants with the same baseline weight who have received different treatment (intervention vs control). Thereafter a second regression model was fitted with additional adjustments for pre-pregnancy BMI (underweight and normal weight vs overweight and obesity), parity (0 vs ≥1), and educational attainment (university degree vs no university degree) (adjusted model). Corresponding models were fitted for all secondary outcomes (Swedish Healthy Eating Index, physical activity, body fatness, glycemia, and insulin resistance). As planned, we also estimated effect modifications of the intervention on the primary outcome (GWG), by extending the regression model with interactions between group allocation and pre-pregnancy BMI, parity, and educational attainment, respectively.

**Sensitivity and Complementary Analyses**

We conducted the following sensitivity and complementary analyses. First, in accordance with our protocol [23], we conducted a sensitivity analysis excluding women diagnosed with gestational diabetes or pre-eclampsia (n=7) before the follow-up measurement and the intervention effect was...
comparable (results not shown). Second, as in one of our recently published mHealth trials [45], we extended our prespecified statistical analysis plan with a Bayesian analysis for the primary outcome. Thus, we analyzed the interaction effect between group allocation and pre-pregnancy BMI using a Bayesian analysis [46]. This was done as the trial was not planned to be powered to detect this effect, and the Bayesian analysis allowed us to calculate the posterior probability of an interaction effect despite the null hypothesis not being rejected [47,48]. For the Bayesian analyses, imputation was done within the model estimation, that is, within the Markov Chain Monte Carlo simulations. For each iteration, missing data were replaced with draws from a normal distribution specified by the sample parameters of the regression model being estimated.

Results

Participants

As shown in Figure 2, approximately 4000 eligible pregnant women entered maternity health care during the recruitment period (October 2017 to March 2020), and 399 women expressed interest to the research group to participate in the study. Ninety-four women were excluded because (1) they did not meet all the inclusion criteria (n=21), (2) declined participation after full information (n=27), (3) had a miscarriage before enrollment (n=25), or (4) did not reply after expressing interest to participate (n=21). A total of 305 pregnant women were enrolled and randomized and their baseline characteristics are provided in Table 1. At baseline, their mean age was 31 (SD 4) years; 57.4% (175/305) were nulliparous; and 2.0% (6/305) were underweight, 69.5% (212/305) normal weight, and 28.5% (87/305) had overweight or obesity pre-pregnancy. As shown in Table 1, there were no major differences in baseline characteristics between the women in the intervention and control group. In total, 152 participants were allocated to the intervention group, of which 151 downloaded the app, and all participants were included in the analyses regardless of app usage. Table 2 reports the self-reported satisfaction of the HealthyMoms app. For instance, 77.6% (104/134) fully or largely agreed with the statement that they were satisfied with the app and another 13.4% (18/134) agreed to some extent. Additionally, the majority of participants (82.8%, 111/134) reported using the app at least once per week and only a few (17.2%, 23/134) reported using the app 2 to 3 times per month or less. Additional subjective data on app usage are provided in Multimedia Appendix 2. Furthermore, objective measures showed the following mean usage of the registration features: physical activity: 1.6 (SD 2.1) times/week; self-monitoring for weight: 0.7 (SD 0.8) times/week; and diet registration 0.2 (SD 0.3) times/week.
Figure 2. Flowchart of the HealthyMoms trial.

RECRUITMENT

Women attending maternity care in the first trimester during the study period (N=4000)

Reported interest in participating in the study and assessed for eligibility (n=399)

Excluded (n=94)
- Did not meet inclusion criteria (n=21)
- Declined to participate due to personal reasons (n=27)
- Spontaneous abortion (n=25)
- Unknown/No contact (n=21)

BASELINE
Randomization 1:1 (n=305)

Intervention group (n=152)
- Standard care
- The HealthyMoms app

Control group (n=153)
- Standard care

FOLLOW UP
Gestational week 37

Lost to follow-up (n=18)
- No further participation due to:
  - Pregnancy complications (n=6)
  - Personal reasons (n=4)
  - Unknown/No contact (n=8)

Lost to follow-up (n=16)
- No further participation due to:
  - Pregnancy complications (n=1)
  - Personal reasons (n=7)
  - Unknown/No contact (n=8)

ANALYSES

Included in the imputed analysis:
- Baseline (n=152)
- Gestational week 37 (n=152)

Included in the complete analysis:
- Baseline (n=152)
- Gestational week 37 (n=134)

Included in the imputed analysis:
- Baseline (n=153)
- Gestational week 37 (n=153)

Included in the complete analysis:
- Baseline (n=153)
- Gestational week 37 (n=137)
Table 1. Baseline characteristics of the women in the HealthyMoms trial.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All women (n=305)</th>
<th>Intervention (n=152)</th>
<th>Control (n=153)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-pregnancy characteristics, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parity&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>175 (57.4)</td>
<td>86 (56.6)</td>
<td>89 (58.2)</td>
</tr>
<tr>
<td>≥1</td>
<td>130 (42.6)</td>
<td>66 (43.4)</td>
<td>64 (41.8)</td>
</tr>
<tr>
<td>Educational attainment&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school (9 years)</td>
<td>2 (0.7)</td>
<td>0 (0.0)</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td>High school (12 years)</td>
<td>66 (21.6)</td>
<td>37 (24.3)</td>
<td>29 (19.0)</td>
</tr>
<tr>
<td>University degree</td>
<td>237 (77.7)</td>
<td>115 (75.7)</td>
<td>122 (79.7)</td>
</tr>
<tr>
<td>Pre-pregnancy BMI&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (&lt;18.5 kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>6 (2.0)</td>
<td>1 (0.7)</td>
<td>5 (3.3)</td>
</tr>
<tr>
<td>Normal weight (18.5-24.9 kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>212 (69.5)</td>
<td>103 (67.8)</td>
<td>109 (71.2)</td>
</tr>
<tr>
<td>Overweight (25.0-29.9 kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>67 (22.0)</td>
<td>34 (22.4)</td>
<td>33 (21.6)</td>
</tr>
<tr>
<td>Obesity (≥30.0 kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>20 (6.6)</td>
<td>14 (9.2)</td>
<td>6 (3.9)</td>
</tr>
<tr>
<td><strong>Measured variables in gestational week 14 (baseline), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General characteristics&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gestational week</td>
<td>13.9 (0.7)</td>
<td>13.8 (0.6)</td>
<td>14.0 (0.7)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>31.3 (4.1)</td>
<td>31.4 (4.3)</td>
<td>31.3 (3.8)</td>
</tr>
<tr>
<td>Anthropometry&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>67.7 (11.5)</td>
<td>68.3 (12.8)</td>
<td>67.0 (10.2)</td>
</tr>
<tr>
<td>Height (m)</td>
<td>1.67 (0.06)</td>
<td>1.66 (0.06)</td>
<td>1.68 (0.06)</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>24.2 (3.8)</td>
<td>24.7 (4.3)</td>
<td>23.8 (3.2)</td>
</tr>
<tr>
<td>Fat mass index (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>8.0 (3.2)</td>
<td>8.4 (3.6)</td>
<td>7.6 (2.6)</td>
</tr>
<tr>
<td>Fat free mass index (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>16.2 (1.3)</td>
<td>16.2 (1.4)</td>
<td>16.2 (1.3)</td>
</tr>
<tr>
<td>Swedish Healthy Eating Index Score&lt;sup&gt;c&lt;/sup&gt;</td>
<td>6.66 (0.98)</td>
<td>6.54 (0.98)</td>
<td>6.79 (0.97)</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity (min/day)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>39.2 (24.0)</td>
<td>38.7 (24.6)</td>
<td>39.8 (23.5)</td>
</tr>
<tr>
<td>Glycemia (mmol/L)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>4.8 (0.3)</td>
<td>4.8 (0.3)</td>
<td>4.8 (0.3)</td>
</tr>
<tr>
<td>Homeostatic Model Assessment for Insulin Resistance&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1.4 (0.7)</td>
<td>1.4 (0.8)</td>
<td>1.4 (0.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup>All women (n=305): intervention group (n=152) + control group (n=153).

<sup>b</sup>Based on self-reported pre-pregnancy weight and height.

<sup>c</sup>All women (n=302): intervention group (n=151) + control group (n=151).

<sup>d</sup>All women (n=296); intervention group (n=146) + control group (n=150).

<sup>e</sup>All women (n=304); intervention group (n=151) + control group (n=153).
**Table 2.** Self-reported app satisfaction in the intervention group (n=134) at the follow-up measurement. Participants responded to the following statements with the 6 alternatives shown.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Strongly disagree, n (%)</th>
<th>Agree to a small extent, n (%)</th>
<th>Agree to some extent, n (%)</th>
<th>Strongly agree, n (%)</th>
<th>Fully agree, n (%)</th>
<th>Do not know, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I am satisfied with the app</td>
<td>2 (1.5)</td>
<td>5 (3.7)</td>
<td>18 (13.4)</td>
<td>66 (49.3)</td>
<td>38 (28.4)</td>
<td>5 (3.7)</td>
</tr>
<tr>
<td>The app has been a good support for a healthy weight gain during pregnancy</td>
<td>9 (6.7)</td>
<td>18 (13.4)</td>
<td>39 (29.1)</td>
<td>32 (23.9)</td>
<td>20 (14.9)</td>
<td>16 (11.9)</td>
</tr>
<tr>
<td>The app has been a good support for healthy food habits</td>
<td>12 (9.0)</td>
<td>16 (11.9)</td>
<td>42 (31.3)</td>
<td>41 (30.6)</td>
<td>11 (8.2)</td>
<td>12 (9.0)</td>
</tr>
<tr>
<td>The app has been a good support for exercise habits</td>
<td>15 (11.2)</td>
<td>16 (11.9)</td>
<td>29 (21.6)</td>
<td>44 (32.8)</td>
<td>20 (14.9)</td>
<td>10 (7.5)</td>
</tr>
<tr>
<td>The app has given me insight regarding my food habits</td>
<td>26 (19.4)</td>
<td>16 (11.9)</td>
<td>39 (29.1)</td>
<td>31 (23.1)</td>
<td>9 (6.7)</td>
<td>13 (9.7)</td>
</tr>
<tr>
<td>The app has given me insight regarding how physically active I am</td>
<td>28 (20.9)</td>
<td>16 (11.9)</td>
<td>32 (23.9)</td>
<td>36 (26.9)</td>
<td>13 (9.7)</td>
<td>9 (6.7)</td>
</tr>
<tr>
<td>I think that the HealthyMoms app is better than other similar apps</td>
<td>3 (2.2)</td>
<td>10 (7.5)</td>
<td>31 (23.1)</td>
<td>24 (17.9)</td>
<td>9 (6.7)</td>
<td>57 (42.5)</td>
</tr>
<tr>
<td>I would recommend other pregnant women to use the HealthyMoms app</td>
<td>3 (2.2)</td>
<td>7 (5.2)</td>
<td>16 (11.9)</td>
<td>45 (33.6)</td>
<td>57 (42.5)</td>
<td>6 (4.5)</td>
</tr>
</tbody>
</table>

**Effectiveness of the Intervention (Primary Outcomes)**

Table 3 presents the intervention effects for the primary outcome (GWG) for the crude model as well as the model adjusted for pre-pregnancy BMI, parity, and educational attainment for the imputed (n=305) and the complete cases analyses (n=271), respectively. Overall, results showed no statistically significant difference between the groups on GWG (~0.20 kg; 95% CI –0.98 to 0.59; \( P=.62 \) for the intervention group vs the control, n=305). Furthermore, as shown in Table 3, results were similar when taking baseline weight, pre-pregnancy BMI, parity, and educational attainment into account as well as in analyses with complete cases. Overall, 13.3% (36/271), 36.9% (100/271), and 49.8% (135/271) of the women gained below, within, and above the recommendations by the National Academy of Medicine, and there was no statistical difference in adherence to the recommendations between the intervention and control group (Table 4).

**Table 3.** Intervention effect on gestational weight gain (primary outcome) assessed using regression analysis\(a,b,c\).

<table>
<thead>
<tr>
<th>Model</th>
<th>Imputed data analysis (n=305)</th>
<th>Complete cases analysis (n=271)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (95% CI) ( P ) value</td>
<td>Coefficient (95% CI) ( P ) value</td>
</tr>
<tr>
<td>Crude</td>
<td>(-0.20 (~0.98 to 0.59)) ( .62 )</td>
<td>(-0.22 (~1.00 to 0.56)) ( .58 )</td>
</tr>
<tr>
<td>Adjusted</td>
<td>(-0.20 (~1.00 to 0.60)) ( .62 )</td>
<td>(-0.24 (~1.01 to 0.54)) ( .55 )</td>
</tr>
</tbody>
</table>

\(^a\)Regression analysis of follow-up measure of weight on group allocation. The coefficient is interpreted as the estimated effect of the intervention compared with the control adjusted for baseline weight (crude model), BMI category (underweight and normal weight vs overweight and obesity), parity (0 vs 1 or more), and educational attainment (university degree vs no university degree) (adjusted model).

\(^b\)Baseline, n=305 (152 intervention and 153 control); Follow-up, n=271 (134 intervention and 137 control).

\(^c\)At baseline, the mean bodyweight (kg) for the intervention and control group was 68.3 (SD 12.8) and 67.0 (SD 10.2), respectively, whereas at follow-up the corresponding values were 78.7 (SD 13.1) and 77.3 (SD 10.6).
Table 4. Intervention effect on gestational weight gain according to National Academy of Medicine’s recommendations.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Descriptive data, n (%)</th>
<th>Intervention effect using regression analysis&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Complete cases analysis (n=271)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group</td>
<td>Imputed data analysis (n=305)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Intervention (n=134)</td>
<td>Odds ratio&lt;sup&gt;a&lt;/sup&gt; (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td></td>
<td>Control (n=137)</td>
<td>P value</td>
<td>Odds ratio&lt;sup&gt;a&lt;/sup&gt; (95% CI)</td>
</tr>
<tr>
<td>Excessive GWG&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>67 (50.0)</td>
<td>68 (49.6)</td>
<td>0.75 (0.43-1.32)</td>
</tr>
<tr>
<td>Adequate GWG&lt;sup&gt;b&lt;/sup&gt;</td>
<td>52 (38.8)</td>
<td>48 (35.0)</td>
<td>Reference</td>
</tr>
<tr>
<td>Inadequate GWG&lt;sup&gt;b&lt;/sup&gt;</td>
<td>15 (11.2)</td>
<td>21 (15.3)</td>
<td>0.66 (0.30-1.43)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Regression analysis of gestational weight gain on group allocation. The coefficient is interpreted as the estimated effect of the intervention compared with the control adjusted for baseline body weight, BMI category (underweight and normal weight vs overweight and obesity), parity (0 vs 1 or more), and educational attainment (university degree vs no university degree).

<sup>b</sup>GWG was calculated as the difference between weight at follow-up and baseline, which then was divided by gestational weeks to obtain GWG expressed as kg/week. This GWG (kg/week) was compared to the weekly GWG recommendations by the National Academy of Medicine for the second and third trimesters to classify GWG as excessive, adequate, or inadequate.

<sup>c</sup>GWG: gestational weight gain.

There was no statistically significant interaction effect for parity or educational attainment (results not shown); however, data indicated that there was a marked interaction between pre-pregnancy BMI and group allocation with the intervention being more effective in women with overweight and obesity compared with those who were underweight and normal weight. Thus, for women with overweight and obesity, GWG in the intervention group was 1.33 kg (95% CI –2.92 to 0.26, P=.10, n=305) lower than those in the control group when also accounting for parity and educational attainment. In the complete case analysis, the interaction effect was stronger and statistically significant (–1.67 kg; 95% CI –3.26 to –0.09; P=.031, n=271).

The interaction effect was furthermore supported by the results from a Bayesian estimation of the same interaction model (Figure 3). The probability that the expected GWG in the intervention group was less than that in the control group (ie, the intervention had any effect on GWG) was only 27% among underweight and normal weight women; however, among women with overweight and obesity it was 99%. Furthermore, the probability that this effect was over 1 and 1.5 kg among women with overweight and obesity was 81% and 57%, respectively.
Secondary Outcomes

Table 5 shows the corresponding results for the secondary outcomes. The intervention group had higher scores for the Swedish Healthy Eating Index at follow-up than the control group (0.27; 95% CI 0.05-0.50; \( P = .017 \)) when adjusting for baseline values as well as for pre-pregnancy BMI, parity, and educational attainment. The difference in the Swedish Healthy Eating Index was driven by an overall shift, with slightly higher scores in 7 out of 9 components, toward a healthier diet as indicated by higher intakes of fruits and vegetables and with a statistically significant observed reduction in the intake of red meat (\( P = .027 \)) (Multimedia Appendix 3). No statistically significant differences in MVPA or any of the other secondary outcomes at gestational week 37 were observed between the intervention and control group (\( P ≥ .21 \)).
Table 5. Intervention effect on the secondary outcomes.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Descriptive data, mean (SD)</th>
<th>Intervention effect using regression analysis&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Imputed data analysis</th>
<th>Complete cases analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group</td>
<td>P value</td>
<td>Coefficient&lt;sup&gt;a&lt;/sup&gt; (95% CI)</td>
<td>Coefficient&lt;sup&gt;a&lt;/sup&gt; (95% CI)</td>
</tr>
<tr>
<td></td>
<td>Intervention</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swedish Healthy Eating index (points)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (n=302)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>6.54 (0.98)</td>
<td>0.27 (0.05 to 0.50)</td>
<td>0.27 (0.05 to 0.50)</td>
<td>0.017 (0.05 to 0.50)</td>
</tr>
<tr>
<td>Follow-up (n=269)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>6.53 (0.94)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity (min/day)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (n=296)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>38.7 (24.6)</td>
<td>–0.76 (–5.34 to 3.80)</td>
<td>0.74 (–5.66 to 3.62)</td>
<td>0.67 (–5.34 to 3.80)</td>
</tr>
<tr>
<td>Follow-up (n=267)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>26.3 (19.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fat mass (kg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (n=305)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>23.4 (10.1)</td>
<td>0.05 (–0.65 to 0.76)</td>
<td>0.03 (–0.65 to 0.76)</td>
<td>0.92 (–0.65 to 0.76)</td>
</tr>
<tr>
<td>Follow-up (n=268)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>26.8 (9.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fat-free mass (kg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (n=305)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>45.0 (4.8)</td>
<td>–0.09 (–0.46 to 0.28)</td>
<td>0.64 (–0.45 to 0.30)</td>
<td>0.70 (–0.45 to 0.30)</td>
</tr>
<tr>
<td>Follow-up (n=268)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>51.9 (5.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glycemia (mmol/L)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (n=304)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>4.8 (0.3)</td>
<td>0.06 (–0.03 to 0.15)</td>
<td>0.21 (–0.03 to 0.15)</td>
<td>0.18 (–0.03 to 0.15)</td>
</tr>
<tr>
<td>Follow-up (n=263)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>4.7 (0.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homeostatic Model Assessment for Insulin Resistance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (n=304)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.41 (0.76)</td>
<td>0.10 (–0.13 to 0.34)</td>
<td>0.39 (–0.11 to 0.36)</td>
<td>0.31 (–0.11 to 0.36)</td>
</tr>
<tr>
<td>Follow-up (n=263)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>2.41 (1.36)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Regression analysis of follow-up measure of secondary outcome on group allocation. The coefficient is interpreted as the estimated effect of the intervention compared with the control adjusted for baseline value of the secondary outcome, BMI category (underweight and normal weight vs overweight and obesity), parity (0 vs 1 or more), and educational attainment (university degree vs no university degree). Imputed data analysis included data for all 305 women and the complete cases analysis included data for 263-269 women.

<sup>b</sup> Baseline, n=302 (151 intervention and 151 control); follow-up, n=269 (135 intervention and 134 control).

<sup>c</sup> Baseline, n=296 (146 intervention and 150 control); follow-up, n=267 (132 intervention and 135 control). Number of valid days for accelerometry: intervention group (baseline: 6.5 [SD 1.1] days; follow-up: 6.7 [SD 0.8] days); control group (baseline: 6.7 [SD 0.9] days; follow-up: 6.7 [SD 1.1] days). Average wear time for valid days: intervention group (baseline: 99.0%; follow-up: 97.5%); control group (baseline: 98.7%; follow-up: 98.4%).

<sup>d</sup> Baseline, n=305 (152 intervention and 153 control); follow-up, n=268 (133 intervention and 135 control).

<sup>e</sup> Baseline, n=304 (151 intervention and 153 control); follow-up, n=263 (130 intervention and 133 control).

Discussion

Principal Findings

This study is the first to examine the effectiveness of a comprehensive intervention delivered solely via an app on GWG, body fatness, dietary habits, physical activity, glycemia, and insulin resistance in pregnant women from all BMI categories. We did not observe any statistically significant effect on GWG; however, there was some evidence that women with overweight and obesity before pregnancy gained less weight in the intervention group as compared with the control group in the imputed analyses (–1.33 kg; 95% CI –2.92 to 0.26; <i>P</i>=.10) and the completers-only analyses (–1.67 kg; 95% CI –3.26 to –0.09; <i>P</i>=.031). Furthermore, a Bayesian analysis supported that the intervention was more effective among women with overweight and obesity. Regarding secondary outcomes, we found no effect on body fatness, MVPA, glycemia, and insulin resistance; however, participants in the intervention group had a higher score in the Swedish Healthy Eating Index in gestational week 37 compared with the control group.

Comparison With Previous Studies

Previous studies of apps promoting healthy GWG have been pilot studies [15] and have only included women with overweight and obesity. Nevertheless, our study can be compared with the 3-arm randomized controlled trial by Olson et al [19] in pregnant women in the United States (n=1689, BMI ≥ 18.5-35 kg/m²) evaluating the effectiveness of access to a website aimed to support healthy weight gain, diet, and physical activity in pregnancy. Similar to Olson et al [19], we found no statistically significant effect on total GWG and the participants...
were primarily normal weight preconception. Interestingly, as stated above, we observed an interaction between pre-pregnancy BMI and group allocation on GWG, suggesting that women with overweight and obesity benefitted more from the intervention. These results were further complemented by our Bayesian analysis showing a 99% probability that the intervention had any effect and an 81% probability that this effect was larger than 1 kg. Our results are also in line with a previous pilot study of an mHealth intervention among pregnant women with overweight and obesity [18], where participants in the intervention group gained less weight than those in the control group (7.8 kg [SD 4.7] kg vs 9.7 kg [SD 3.9]; P=.041). Additionally, the intervention effect estimated in our study using only an app is comparable to previous interventions in pregnant women with overweight and obesity relying on traditional face-to-face counseling [10]. This suggests that mHealth interventions may be as effective as these traditional approaches, while using less resources, being more cost-effective, and having greater reachability. Taken together, mHealth interventions have potential to be made readily available to many women at the touch of a button.

Another main finding is that we observed a statistically significant higher Swedish Healthy Eating Index score in the intervention group compared with the control group. As shown in Multimedia Appendix 3, from the individual components of the score, the higher score was driven by an overall shift toward a healthier diet, including a statistically significant reduction in the intake of red meat. The effect on red meat may be explained by the fact that the HealthyMoms app was carefully designed to also highlight the benefits of plant-based diets by providing information and weekly menus with only vegetarian foods (in addition to the mixed diet menus) in the recipe module. Comparisons with previous mHealth studies aiming to improve dietary behaviors are difficult because dietary interventions are complex with various focus and intervention features. Additionally, studies have used different outcome measures (eg, food frequency questionnaires that may be less sensitive to capture variations in dietary intake [18]). Nevertheless, it is interesting to note that similar to our study, Ainscough et al [22] as well as Li et al [49] observed statistically significant effects on dietary outcomes using digital interventions in pregnant women with overweight and obesity. In summary, our results provide evidence that a 6-month behavioral intervention through an app could potentially improve dietary behaviors in pregnant women and thus represent a key target for future mHealth GWG interventions.

In contrast to the positive findings for dietary behaviors, we observed no effect on MVPA in this study. A few pilot mHealth studies in pregnant women have shown a beneficial effect on physical activity [18,50], while others have not [51]; however, these studies evaluated self-reported outcomes [18] or utilized steps from Fitbit manually imputed by participants [51] or had a short duration [50]. Noteworthy, our results showing an effect on diet but not on MVPA may be reconciled with previous face-to-face interventions which have shown stronger effects on GWG for interventions targeting dietary behaviors compared with physical activity [52]. It is possible that the relatively modest effect on diet coupled with the lack of an effect on physical activity may explain why the intervention did not have any overall effect on GWG. One potential explanation for not observing an effect on MVPA could be that the third trimester is characterized by an increase in body mass and fetal growth which may inhibit the capacity to perform certain exercises, as well as symptoms such as pelvic pain that may decrease the ability or the motivation to be physically active. Thus, at this stage of gestation, reductions in physical activity are common [53] and it may be difficult to detect if the intervention has counteracted a natural decline. In this context it is also relevant to note that Choi et al [51] reported that it was difficult to recruit inactive women that wanted to increase physical activity during pregnancy for an intervention. Consequently, further studies to explore the potential of mHealth interventions to improve physical activity behaviors during pregnancy are required and preferably such studies should include objective measures of physical activity at multiple timepoints from early pregnancy.

**Strengths and Limitations**

The HealthyMoms trial has several strengths. These include the randomized control design, high compliance (88.8% completion rate, 271/305) which provided adequate power to assess our outcomes, and the use of accurate and objective methods to assess primary and secondary outcomes (ie, measurements of body weight and body fatness using Bod Pod and objective measures of physical activity). Furthermore, another strength is that the intervention is theory-informed and uses key behavioral change techniques [27,28] which have been shown to be important elements with regard to intervention effectiveness and engagement in pregnant women [15]. More specifically, we utilized goal setting, self-monitoring, and feedback which have been demonstrated to increase effectiveness of digital dietary and physical activity interventions targeting pregnant women [15]. An additional strength of the study is the inclusion of women from all BMI categories and not only women with overweight and obesity. This study has also limitations to be acknowledged. Our study sample contained a larger proportion of women with a university degree compared with women in the general population (78% vs approximately 47%) [54]. This may influence generalizability to women with lower socioeconomic status although we found no evidence that the intervention effect differed according to educational attainment. Correspondingly, the prevalence of women with overweight and obesity in this study was somewhat lower than the general pregnant population in Sweden (29% vs 37%) [4]. Nevertheless, the prevalence of inadequate and excessive GWG in the trial (13% inadequate, 50% excessive) was similar to the general population (18% inadequate, 47% excessive) [4]. Besides, because we did not conduct randomization stratified by pre-pregnancy BMI, the number of women with overweight/obesity was slightly different in the intervention and control group which may somewhat decrease statistical power. Nevertheless, we were able to observe effects on GWG in women with overweight and obesity, although future studies could include a larger sample of such women. Furthermore, an inherent limitation is the risk of recall bias and social desirability in dietary assessments since established methods rely on self-report. However, we utilized a comprehensive and feasible web-based 24-hour recall method, which has previously been...
used in a national survey in Sweden [35]. Compared with other commonly used methods, 24-hour recalls are to a lower extent associated with misreporting of dietary intakes [55]. Although we mainly utilized objective study measures, another limitation is that the assessors were only masked to the randomization assignment for the baseline measures. Furthermore, it cannot be excluded that the intervention effect was diluted as the control group was carefully measured in terms of body composition and weight, diet, and physical activity, in order to compare the groups regarding outcome measures, which may have influenced their behavior. Finally, another limitation of the study is that the intervention is only available in Swedish and thus women not proficient in the Swedish language were excluded. Thus, topics for future research should include pregnant women from various socioeconomic and migrant backgrounds [56].

Clinical and Public Health Relevance

The HealthyMoms trial provides several important findings. Although we did not observe a statistically significant overall effect on the primary outcome (GWG), our findings indicate a meaningful effect in pregnant women with overweight or obesity compared with standard care, with a similar effect as seen in traditional face-to-face interventions [10]. Furthermore, we observed a positive overall effect of the intervention on dietary habits, regardless of pre-pregnancy BMI. Self-reported data on app usage indicated high engagement and satisfaction by participants, which was also confirmed in a detailed qualitative [57] and a quantitative evaluation in a subsample (to be reported elsewhere). Altogether, these results indicate that the HealthyMoms app has potential to be a valuable tool to promote healthy diet and weight gain in pregnant women. Access to scalable and cost-effective interventions such as the HealthyMoms app may be of importance in order to counteract the high prevalence of excessive GWG in Sweden and globally [1,2,4] and its negative implications on pregnancy complications and long-term maternal and fetal health [2,5]. More specifically, the HealthyMoms app is particularly attractive in this context because it is a fully automated stand-alone intervention, which does not rely on additional resources from health care. The next step is to estimate the effectiveness of the HealthyMoms app across Sweden including women from various socioeconomic and migrant backgrounds as well as additional pregnancy outcomes such as pre-eclampsia and gestational diabetes. If clinical variables collected routinely in health care are used as outcomes, access to the app could be given already in the first trimester which may increase the effectiveness of the HealthyMoms app. Altogether, such an evaluation will be important considering the great lack of large-scale digital interventions in this field.

Conclusions

Although we found no overall effect on GWG, our results demonstrate the potential of a smartphone app (HealthyMoms) to promote healthy dietary behaviors as well as to decrease weight gain during pregnancy in women with overweight and obesity, and with a similar effect as in traditional interventions. Thus, this intervention, solely delivered through an app, has potential to be useful for promoting a healthy lifestyle during pregnancy in many women while using less resources from health care.
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Abstract

Background: Women with a history of gestational diabetes mellitus (GDM) are at an increased risk of developing type 2 diabetes mellitus (T2DM). Lifestyle interventions aimed at postpartum weight loss to reduce T2DM risk have been reported, but poor compliance remains a barrier. Smartphone-based interventions may improve compliance, but data on its use in women with recent GDM are limited.

Objective: This trial aimed to investigate the efficacy of a smartphone app in restoring optimal weight following delivery in women with GDM, in the setting of a population with high rates of GDM and type 2 diabetes.

Methods: In this unblinded randomized controlled trial, 200 women with GDM were randomized to receive the intervention or standard care following delivery. The intervention enabled logging of weight, meals, and activity, with web-based interaction with a team comprising dieticians, a physiotherapist, and an occupational therapist. The primary outcome was an achievement of optimal weight (defined as the restoration of first trimester weight if first trimester BMI \( \leq 23 \text{ kg/m}^2 \) or weight loss of at least 5% from first trimester weight if first trimester BMI>23 kg/m\(^2\)) at 4 months post partum. Secondary outcome measures included absolute weight loss, serum metabolic markers, self-reported nutritional intake, health education, and quality of life via questionnaires and user engagement in the intervention group.

Results: In total, 40% (38/96) of women in the intervention group achieved optimal weight at 4 months post delivery compared with 32% (28/93) in the control group (\( P=.27 \)). Compared with the control group, women in the intervention group reported significantly reduced caloric intake at 4 months after delivery (\( P<.001 \)) and higher health-directed behavior scores (\( P=.045 \)). The intervention group also reported increased emotional distress scores (\( P=.01 \)). At 4 months, participant engagement with the intervention was maintained at 60.8% (SD 33.9%).

Conclusions: Although a statistically significant increase in women achieving healthy weight was not observed, this app remains promising, as women in the intervention group reported improved health behaviors and lower caloric intake. Importantly, the
high retention rates suggest that a larger study with a longer follow-up period might confirm the effectiveness of this app for weight management.

**Trial Registration:** ClinicalTrials.gov NCT03324737; https://clinicaltrials.gov/ct2/show/NCT03324737

**International Registered Report Identifier (IRRID):** RR2-10.1186/s12889-019-7691-3

**KEYWORDS** randomized controlled trial; gestational diabetes mellitus; prevention; weight loss; mobile phone

**Introduction**

**Background**

Type 2 diabetes mellitus (T2DM) is an important cause of morbidity and mortality, estimated to have affected 415 million people worldwide in 2015 [1]. Women with gestational diabetes mellitus (GDM) in their pregnancies have up to seven-fold increased risk of developing subsequent T2DM [2]. The postpartum period following GDM represents a unique opportunity for early intervention to lower the risk of subsequent T2DM, possibly delaying the point at which prediabetes or T2DM is detected through health screening or other clinical encounters at later stages in their lives.

Weight gain following pregnancy has been shown to increase T2DM risk in women with a history of GDM [3]. A post hoc analysis of women with a history of GDM recruited in the diabetes prevention program showed that weight loss through intensive lifestyle modification reduced T2DM risk by 53% [4]. Although there is often ready acceptance of lifestyle changes among women during the antenatal period after the diagnosis of GDM [5], adherence to these lifestyle changes after delivery remains to be a challenge. This is especially so in the early postnatal period, where the challenges of recovering from the delivery process, breastfeeding, and caring for a newborn all lead to a chronic lack of sleep and fatigue [6,7].

Telephone-based [8] and face-to-face [9,10] interventions have been shown to be moderately effective in reducing postpartum weight retention in women with GDM, but poor compliance due to time constraints is a constantly cited barrier to successful postpartum weight loss [9,11]. In addition, these methods are labor-intensive and may depend on the busy mother being available at definite time slots. Questionnaires indicate that women with GDM in Singapore prefer web-based health education parameters and on a series of cardiometabolic markers. Our hypothesis was that a smartphone app would be effective in achieving optimal weight in women with GDM.

**Methods**

**Study Design**

The detailed design and methodology of the SPAROW trial are described elsewhere [12]. In brief, participants were recruited from women who had recently delivered at the National University Hospital (NUH), Singapore. The trial obtained ethics approval from the Domain Specific Review Board and was registered at ClinicalTrials.gov on October 30, 2017 (identifier: NCT03324737).

**Recruitment**

The electronic medical records of all women in the postnatal ward were screened daily by the research members to determine eligibility. If eligibility criteria were met, women were approached by a member of the study team in the ward before discharge, and written informed consent was obtained.

**Participants**

Eligible women included postpartum women aged ≥21 years diagnosed with GDM antenatally (between 24-34 weeks of gestation) using a 75-g 3 time point oral glucose tolerance test (OGTT) according to the 2013 World Health Organization criteria (fasting plasma glucose ≥5.1 mmol/L, 1-hour plasma glucose ≥10.0 mmol/L, and/or 2-hour plasma glucose ≥8.5 mmol/L) [23]. Women were required to own a smartphone and be able to use an app independently. In addition, the first trimester weight must have been documented at or before 13 weeks. Women with pre-existing type 1 diabetes mellitus or T2DM and women who delivered before 36 weeks were excluded.
Randomization and Enrollment
Participants were randomized at the recruitment visit to the intervention or control arm using a random permuted block design with a block size of 4. An independent researcher generated the set of sequences and assigned participants to the intervention or control groups using sequentially numbered sealed opaque envelopes to ensure allocation concealment until the interventions were assigned. Owing to the nature of the intervention, blinding of participants and assessors was not possible.

Standard Care Group (Control)
Women in the standard care arm were given a follow-up appointment at 6 weeks post partum for review by a clinician with a routine postnatal check where dietary advice was provided and a repeat OGTT was performed. Women found to have impaired fasting glucose or impaired glucose tolerance were issued a letter reinforcing healthy lifestyle changes and encouraged to consult a family physician. Participants with T2DM were referred to their family physician or internist of their choice. Women with a normal OGTT were informed of their normal results.

App Group (Intervention)
Women allocated to the intervention arm were instructed to download an app called Nutritionist Buddy (nBuddy) immediately post partum before discharge and were briefed on its use by a member of the study team. During this briefing, participants were taught how to use the different functions of the app, and the live chat function was demonstrated. A colored information booklet was also provided to the participant on how to use the app. The nBuddy app is locally developed and was based on the Obesity-Related Behavioral Intervention Trials model for developing behavioral treatments for chronic disease [24]. This has been described in further detail in our protocol [12].

Through the app, participants were encouraged to work toward personalized weight targets. Calorie and activity level goals set to attain the target weight were individualized according to participants’ profiles and were automatically generated by the app. Breastfeeding status was factored into the eventual recommended caloric goal and adjusted accordingly if women stopped breastfeeding. If participants had difficulty achieving goals that were initially set, the targets were readjusted by members of the study team in agreement with the participants. Once the initial target weight was achieved, new goals were set to attain the final target weight.

Participants were advised to log their food intake daily by selecting a pre-entered meal from the app’s nutritional database of more than 11,000 locally available foods. Reminder notifications were sent 2 hours before the standard meal times if foods that were unhealthy or high in calories were selected or if participants had exceeded their calorie limit for the day. Optional prompts for meal planning could be selected by participants, which would suggest healthy food options 1 hour before meal time. The step-counting function allowed users to track their physical activities. Participants were also able to manually input a range of physical activities, which were then automatically translated into step counts.

A total of 16 video clips covering themes such as diet, exercise, and emotional health for new mothers, as well as the benefits of breastfeeding and weaning diet for babies, were specially produced for the study. These clips were short (3 minute) to cater to time-challenged mothers and were made available for viewing at appropriate times after delivery [12].

A unique feature of the intervention was that it allowed live interaction between the participants and the study team consisting of dietitians, physiotherapists, and occupational therapists. All members of the research team attended a 1-hour training session conducted by the chief dietician on how to support the participants through the app. After the app was downloaded by the participant, the study team member who recruited the participant in the ward initiated the first live chat on the same day. Following this, team members actively engaged participants on the web for 5 minutes to 10 minutes during weekdays for the first week, followed by 2 to 3 times a week in subsequent weeks. Questions raised by participants throughout the week were responded to within a working day. Issues faced by the participants were discussed between team members to ensure the provision of appropriate and relevant advice. In addition, adjustment strategies and self-care behaviors were encouraged to aid participants in adapting to motherhood and healthy habit formation.

Data Collection
The first trimester weight was defined as the weight taken before 13 weeks of gestation. If multiple weights were available in the first trimester, the mean of the weights was taken. Participants in the control and intervention arms were scheduled for follow-up visits at 6 weeks and 4 months postnatally, during which a series of investigations were performed [12]. A calibrated digital weighing machine (Seca 799) was used for all clinic-recorded weights, with an accuracy of 50 g for <50 kg and 100 g for 50-150 kg.

Data on app usage by participants were manually retrieved via the app’s backend dashboard in combination with usage statistics obtained from the app developer. We tracked engagement data in the following categories: (1) meal logging, (2) step logging, (3) weight logging, and (4) interactivity with health coaches. Owing to the lack of available app engagement data in the current literature, we defined adequate engagement as logging of at least one meal per day for more than 50% of the month, logging or syncing of steps at least 8 times per month, logging of weight at least 4 times per month, and communicating with coaches on the app at least 8 times per month. The overall utilization rate represented the percentage of days in a month in which an app component was engaged. To standardize calculations, it was assumed that each month had a total of 30 days.

Data were also extracted from the step count function of the app for the intervention group at baseline, 6 weeks, and 4 months.
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Three-day food diaries were mailed to the participants 2 weeks before their follow-up visits. They were advised to input meals consumed on 2 weekdays and 1 weekend day and submit them at the follow-up visit.

The Health Education Impact Questionnaire (heiQ), RAND-12, and self-efficacy questionnaires were self-administered at the follow-up visits. The heiQ questionnaire is a well-validated tool used to assess self-management support and patient education programs [25] and for evaluating interventions for chronic conditions such as T2DM [26-28]. It is a self-reported questionnaire with 42 items divided into 8 subscales. Higher scores on each subscale reflect higher levels of skill, knowledge, or understanding, with the exception of the emotional distress subscale, which is reversed, and higher scores indicate higher levels of distress. The RAND-12 is a well-validated subjective measure of quality of life, developed from the Short-Form Health Survey (12 items) [29]. It is a self-administered global questionnaire with 12 questions that are grouped into 2 domains: physical and mental health component scores. The Self-Efficacy to Regulate Exercise questionnaire assesses participants’ confidence in their ability to exercise regularly in specific circumstances [30].

Study Outcomes
The primary outcome measure of this study was the percentage of women who were able to achieve their first trimester weight at 4 months post partum if their first trimester BMI was ≤23 kg/m² or weight loss of at least 5% with respect to first trimester weight if their first trimester BMI was >23 kg/m².

Prespecified secondary outcomes were as follows:

1. A 75 g 2-hour OGTT, glycated hemoglobin (HbA1c), C-peptide, homeostasis model assessment of insulin resistance, lipid profiles, liver function, high-sensitivity C-reactive protein, and interleukin-6.
2. Mean absolute weight loss.
5. Right hand grip strength and waist circumference.
6. heiQ, self-efficacy, and RAND-12 questionnaire.
7. Caloric and macronutrient intake assessed by a 3-day food diary.

Statistical Analysis and Sample Size
The sample size was estimated based on the primary outcome of attaining optimal weight at 4 months post delivery. This was defined as their first trimester weight if their first trimester BMI was ≤23 kg/m² or weight loss of at least 5% if their first trimester BMI was >23 kg/m². We estimated that 20% of women in the control group would attain their target weight based on similar studies [8]. An additional 20% of women attaining their target weight in the intervention group was thought to be clinically significant, corresponding to 40% of women receiving the intervention. We calculated that 75 individuals in each group would be required to achieve a power of at least 80%. Accounting for an approximate attrition rate of 15%, we aimed to recruit 100 individuals in each group.

For the analysis of the outcomes based on weight restoration and breastfeeding status (exclusive, partial, or none), the Pearson χ² test was used to compare the respective proportions between groups at 4 months post partum. The effect estimate was expressed as an odds ratio (OR) with a 95% CI. Subsequent analyses via the mixed effect logistic regression model were used to adjust for ethnicity, parity, and the effect of time, taking into account repeated measures at 6 weeks and 4 months.

For secondary outcomes involving absolute weight change, anthropometric measurements, diet and nutrition markers as well as RAND-12, self-efficacy, and heiQ domains at 4 months post partum, the mean difference between the intervention and control groups was first compared based on a two tailed t test. Furthermore, adjusted analyses were performed using the linear mixed model to adjust for the respective baseline covariate (where available) and the effect of time, taking into account possible intrasubject correlation between the repeated outcomes at 6 weeks and 4 months.

All analyses were performed on an intention-to-treat (ITT) basis, assuming a two-sided test at the 5% level of significance using StataCorp 2019 (StataCorp LLC).

Results

Study Population
Women with GDM (n=773) who delivered at NUH, Singapore, between November 2017 and February 2019 were screened for eligibility (Figure 1). A total of 346 women did not meet the eligibility criteria, and 227 declined participation. In total, 200 women consented to participate in the trial and were randomized either to the intervention arm (n=101) or the control arm (n=99). At the end of the study, 95% of those recruited (96 in intervention and 93 in control) provided information on the outcome analyses for the duration that they were observed. In total, 11 patients (5 intervention and 6 control) were lost to follow-up at week 6 and a further 7 (1 intervention and 6 control) were lost to follow-up at month 4.

The characteristics of the participants who contributed to the outcome analyses are shown in Table 1. The baseline characteristics were largely comparable between the control and intervention groups. The mean gestational weight gain did not differ significantly between the groups.
Figure 1. Trial flow. GDM: gestational diabetes mellitus; NUH: National University Hospital; OGTT: oral glucose tolerance test; WHO: World Health Organization.
Table 1. Demographics and clinical characteristics of trial participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention (n=96)</th>
<th>Control (n=93)</th>
<th>Total (N=189)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>32.6 (4.5)</td>
<td>32.4 (4.2)</td>
<td>32.5 (4.3)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>46 (47.9)</td>
<td>54 (58.1)</td>
<td>100 (52.9)</td>
</tr>
<tr>
<td>Malay</td>
<td>35 (36.5)</td>
<td>22 (23.7)</td>
<td>57 (30.2)</td>
</tr>
<tr>
<td>Indian</td>
<td>11 (11.5)</td>
<td>13 (14.0)</td>
<td>24 (12.7)</td>
</tr>
<tr>
<td>Others</td>
<td>4 (4.2)</td>
<td>4 (4.3)</td>
<td>8 (4.2)</td>
</tr>
<tr>
<td>Height at delivery (m), mean (SD)</td>
<td>1.58 (0.06)</td>
<td>1.60 (0.05)</td>
<td>1.59 (0.06)</td>
</tr>
<tr>
<td>First trimester weight (kg), mean (SD)</td>
<td>63.1 (16.0)</td>
<td>61.9 (11.3)</td>
<td>62.5 (13.9)</td>
</tr>
<tr>
<td>First trimester BMI (kg/m²), median (IQR)</td>
<td>24.6 (20.7-27.8)</td>
<td>23.4 (21.0-27.0)</td>
<td>23.7 (20.7-27.6)</td>
</tr>
<tr>
<td>BMI at delivery (kg/m²), median (IQR)</td>
<td>26.9 (23.0-29.5)</td>
<td>25.8 (22.8-28.6)</td>
<td>26.2 (22.9-28.9)</td>
</tr>
<tr>
<td><strong>Blood pressure at recruitment (mm Hg), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic</td>
<td>107.1 (11.6)</td>
<td>106.8 (10.7)</td>
<td>106.9 (11.2)</td>
</tr>
<tr>
<td>Diastolic</td>
<td>63.7 (9.3)</td>
<td>63.3 (9.9)</td>
<td>63.5 (9.6)</td>
</tr>
<tr>
<td><strong>Parity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>39 (40.6)</td>
<td>48 (51.6)</td>
<td>87 (46.0)</td>
</tr>
<tr>
<td>2</td>
<td>38 (39.6)</td>
<td>33 (35.5)</td>
<td>71 (37.6)</td>
</tr>
<tr>
<td>3+</td>
<td>19 (19.8)</td>
<td>12 (12.9)</td>
<td>31 (16.4)</td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>11 (11.5)</td>
<td>6 (6.5)</td>
<td>17 (9.0)</td>
</tr>
<tr>
<td>GCE(^a) A level or IB(^b) or ITE(^c) or NTC(^d)</td>
<td>5 (5.2)</td>
<td>6 (6.5)</td>
<td>11 (5.8)</td>
</tr>
<tr>
<td>Diploma or advanced diploma or polytechnic</td>
<td>21 (21.9)</td>
<td>19 (20.4)</td>
<td>40 (21.2)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>49 (51.0)</td>
<td>40 (43.0)</td>
<td>89 (47.1)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>10 (10.4)</td>
<td>22 (23.7)</td>
<td>32 (16.9)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>74 (77.1)</td>
<td>80 (86.0)</td>
<td>154 (81.5)</td>
</tr>
<tr>
<td>History of previous cesarean section, n (%)</td>
<td>22 (23.7)</td>
<td>20 (22.5)</td>
<td>42 (23.1)</td>
</tr>
<tr>
<td>Pre-existing hypertension, n (%)</td>
<td>1 (1.0)</td>
<td>1 (1.1)</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>History of gestational diabetes in previous pregnancies, n (%)</td>
<td>13 (13.5)</td>
<td>13 (14.0)</td>
<td>26 (13.8)</td>
</tr>
<tr>
<td>History of impaired fasting glucose or glucose tolerance, n (%)</td>
<td>0 (0.0)</td>
<td>1 (1.1)</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td><strong>Oral glucose tolerance test at diagnosis (mmol/L), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fasting</td>
<td>4.6 (0.4)</td>
<td>4.7 (0.5)</td>
<td>4.6 (0.5)</td>
</tr>
<tr>
<td>1 hour</td>
<td>9.8 (1.4)</td>
<td>10.2 (1.4)</td>
<td>10.0 (1.4)</td>
</tr>
<tr>
<td>2 hours</td>
<td>8.4 (1.4)</td>
<td>8.7 (1.2)</td>
<td>8.5 (1.3)</td>
</tr>
<tr>
<td>Gestational age at gestational diabetes diagnosis (weeks), mean (SD)</td>
<td>27.1 (2.0)</td>
<td>27.0 (1.7)</td>
<td>27.1 (1.8)</td>
</tr>
<tr>
<td>HbA(_1c)(^e) at diagnosis (%), mean (SD)(^f)</td>
<td>5.4 (0.3)</td>
<td>5.2 (0.4)</td>
<td>5.3 (0.4)</td>
</tr>
<tr>
<td>Gestational weight gain (kg), mean (SD)</td>
<td>8.84 (4.2)</td>
<td>9.19 (4.7)</td>
<td>9.0 (4.5)</td>
</tr>
</tbody>
</table>

\(^a\)GCE: General Certificate of Education.
\(^b\)IB: International Baccalaureate.
\(^c\)ITE: Institute for Technical Education.
\(^d\)NTC: National Technical Certificate.
\(^e\)HbA\(_1c\): glycated hemoglobin.
\(^f\)12 observations with missing HbA\(_1c\) measurements at diagnosis.
Primary Outcome
In the ITT analysis, 40% (38/96) of women in the intervention arm achieved optimal weight at 4 months compared with 30% (28/93) in the control arm (OR 1.40, 95% CI 0.76 to 2.58). Adjustment for ethnicity, parity, and the effect of time via the linear mixed model did not materially alter the results (OR 1.55, 95% CI 0.53 to 4.54).

Secondary Outcomes
Although women in the intervention arm achieved a mean difference in weight reduction of 1.05 kg compared with the control arm (95% CI 0.14 to 2.24; P=.08), this difference was not statistically significant. There were no significant differences in anthropometric measurements, breastfeeding status, and OGTT results at 4 months (Table 2). Metabolic serum markers did not differ between the groups at 4 months, except for lower HbA1c levels in the control group at 4 months (Multimedia Appendix 1). At 4 months postnatally, 3% (3/87) and 0% (0/95) had impaired fasting glucose and 14% (12/87) and 19% (18/95) had impaired glucose tolerance in the intervention and control groups, respectively. None of the participants had developed T2DM at 6 weeks or 4 months.

Table 2. Mean anthropometric measurements in the intervention and control group and their mean differences at month 4a.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Intervention (n=96)</th>
<th>Control (n=93)</th>
<th>Mean difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Absolute difference in weight (kg) from first trimester</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>−1.39</td>
<td>−0.34</td>
<td>−1.05 (−2.24 to 0.14)</td>
<td>.08</td>
</tr>
<tr>
<td>Adjusted</td>
<td>−0.63</td>
<td>0.08</td>
<td>−0.71 (−1.76 to 0.33)</td>
<td>.18</td>
</tr>
<tr>
<td><strong>Waist circumference (cm)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>83.7</td>
<td>85.0</td>
<td>−1.26 (−4.41 to 1.89)</td>
<td>.43</td>
</tr>
<tr>
<td>Adjusted</td>
<td>84.1</td>
<td>85.6</td>
<td>−1.46 (−4.42 to 1.52)</td>
<td>.34</td>
</tr>
<tr>
<td><strong>Systolic blood pressure (mm Hg)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>106.8</td>
<td>106.7</td>
<td>0.06 (−3.09 to 3.22)</td>
<td>.97</td>
</tr>
<tr>
<td>Adjusted</td>
<td>107.0</td>
<td>106.7</td>
<td>0.23 (−2.41 to 2.88)</td>
<td>.86</td>
</tr>
<tr>
<td><strong>Right hand grip strength (kg)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>22.46</td>
<td>23.36</td>
<td>−0.90 (−2.30 to 0.50)</td>
<td>.21</td>
</tr>
<tr>
<td>Adjusted</td>
<td>22.40</td>
<td>22.84</td>
<td>−0.44 (−1.77 to 0.89)</td>
<td>.52</td>
</tr>
<tr>
<td><strong>Exclusive breastfeeding (days)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>51.6</td>
<td>52.9</td>
<td>0.95 (0.53 to 1.70)</td>
<td>.86</td>
</tr>
<tr>
<td>Adjusted</td>
<td>50.5</td>
<td>48.3</td>
<td>1.26 (0.41 to 3.86)</td>
<td>.68</td>
</tr>
<tr>
<td><strong>Fasting OGTTb test (mmol/L)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>4.77</td>
<td>4.75</td>
<td>0.02 (−0.12 to 0.16)</td>
<td>.76</td>
</tr>
<tr>
<td>Adjusted</td>
<td>4.73</td>
<td>4.74</td>
<td>−0.02 (−0.12 to 0.08)</td>
<td>.73</td>
</tr>
<tr>
<td><strong>2-hour OGTT (mmol/L)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>6.59</td>
<td>6.65</td>
<td>−0.06 (−0.56 to 0.43)</td>
<td>.80</td>
</tr>
<tr>
<td>Adjusted</td>
<td>6.63</td>
<td>6.58</td>
<td>0.05 (−0.39 to 0.48)</td>
<td>.83</td>
</tr>
</tbody>
</table>

aAdjusted analysis is based on a linear mixed effect model adjusting for the respective baseline covariate (in addition, ethnicity and parity were also included for exclusive breastfeeding) and the effect of time, taking into account possible intrasubject correlation between the repeated outcomes at week 6 and month 4.

bOGTT: oral glucose tolerance test.

Diet and Nutrition
At 6 weeks, women in the intervention group reported reduced total caloric intake (−591.3 kcal, 95% CI −717.1 to −465.4), total fat (−25.3 g, 95% CI −31.7 to −19.0), protein (−24.1 g, 95% CI −31.1 to −17.0), carbohydrate (−67.4 g, 95% CI −84.6 to −50.2), and sugar (−22.9 g, 95% CI −30.0 to −15.7) compared with controls. Similarly, at 4 months, the intervention group reported reduced total caloric intake (−614.2 kcal, 95% CI −751.5 to −476.9), total fat (−20.7 g, 95% CI −27.2 to −14.2), protein (−25.7 g, 95% CI −33.1 to −18.3), carbohydrate (−71.2 g, 95% CI −90.3 to −52.1), and sugar (−27.9 g, 95% CI −35.7 to −20.1; Table 3). The results remained similar even after adjusting for baseline covariates and the effect of time. The relative contribution of sugar to overall caloric intake was significantly lower in the intervention arm, with an adjusted mean difference of −0.019 (95% CI −0.028 to −0.010; P<.001; Table S2 in Multimedia Appendix 1). The relative contributions of fat, protein, and carbohydrate did not differ significantly between the groups, suggesting that a reduction in sugar intake was the likely driver for reduced overall caloric intake in the intervention arm.
Table 3. Mean nutritional intake in the intervention and control and their mean differences at month 4.

<table>
<thead>
<tr>
<th>Diet and nutrition markers</th>
<th>Intervention (n=95)(b)</th>
<th>Control (n=87)(b)</th>
<th>Mean difference (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Calories (kcal)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>1441.3</td>
<td>2055.5</td>
<td>-614.2 (-753.3 to -475.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adjusted</td>
<td>1463.2</td>
<td>2065.9</td>
<td>-602.7 (-717.6 to -487.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Total fat (g)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>70.7</td>
<td>91.4</td>
<td>-20.7 (-27.4 to -14.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adjusted</td>
<td>64.0</td>
<td>87.0</td>
<td>-23.0 (-28.3 to -17.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Protein (g)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>56.1</td>
<td>81.8</td>
<td>-25.7 (-33.1 to -18.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adjusted</td>
<td>64.4</td>
<td>89.3</td>
<td>-24.9 (-30.8 to -19.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Carbohydrate (g)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>168.5</td>
<td>239.7</td>
<td>-71.2 (-90.3 to -52.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adjusted</td>
<td>169.2</td>
<td>238.5</td>
<td>-69.3 (-84.9 to -53.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Sugar (g)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>37.8</td>
<td>65.7</td>
<td>-27.9 (-35.7 to -20.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adjusted</td>
<td>38.6</td>
<td>64.0</td>
<td>-25.4 (-31.3 to -19.5)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(a\) Adjusted analysis based on a linear mixed effect model adjusting for the respective baseline covariate and the effect of time, taking into account possible intrasubject correlation between repeated outcomes at week 6 and month 4.

\(b\) In addition to the 11 women who were lost to follow-up at week 6, diet and nutrition markers were not available at week 6 for 7 women (1 intervention and 6 control).

**Physical Activity**

Participants in the intervention group logged a mean step count of 4065 (95% CI 3483.6 to 4645.7) at 6 weeks. The mean step count increased to 4880 (95% CI 4195.4 to 5565.5) at 4 months (\(P=.04\)).

**Health Behaviors**

Women in the intervention group reported higher health-directed behavior scores on the heiQ questionnaire (mean difference 0.16, 95% CI 0.004 to 0.32) than controls at 4 months (Table S3 in Multimedia Appendix 1). The health-directed behavior component of the heiQ questionnaire assesses changes in lifestyle through healthy behaviors such as diet, exercise, and relaxation routines aimed at either disease prevention and/or health promotion. High scores indicated high levels of healthy behaviors [25]. Specific questions that comprise the health-directed behavior component of the heiQ are presented in Table 4.

Table 4. Percentage of “agree” and “strongly agree” responses to questions in the health-directed behavior component of the Health Education Impact Questionnaire in the intervention group.

<table>
<thead>
<tr>
<th>Question</th>
<th>Week 6, n (%)</th>
<th>Month 4, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>On most days of the week, I do at least one activity to improve my health (eg, walking, relaxation, exercise)</td>
<td>85 (84.2)</td>
<td>95 (90.5)</td>
</tr>
<tr>
<td>I do at least one type of physical activity every day for at least 30 min (eg, walking, gardening, housework, golf, bowls, dancing, Tai Chi, swimming)</td>
<td>75 (74.3)</td>
<td>95 (80.0)</td>
</tr>
<tr>
<td>On most days of the week, I set aside time for healthy activities (eg, walking, relaxation, exercise)</td>
<td>67 (67.7)</td>
<td>65 (68.4)</td>
</tr>
<tr>
<td>I walk for exercise, for at least 15 min per day, most days of the week</td>
<td>83 (82.2)</td>
<td>82 (86.3)</td>
</tr>
</tbody>
</table>

However, increased emotional distress scores were observed in the intervention group (0.21, 95% CI 0.05 to 0.38). Women in the intervention group also reported lower scores on the physical component summary of the RAND-12 questionnaire (\(P=.04\)), but this difference was no longer statistically significant after adjustment (Table S3 in Multimedia Appendix 1).

At 4 months, women in the intervention group reported higher scores in question 6 (\(P=.02\), unadjusted value) and 11 (\(P=.04\), unadjusted value) of self-efficacy to regulate the exercise questionnaire. This addressed how confident participants felt in being able to perform their exercise routine regularly (3 or more times a week) despite physical discomfort experienced during exercise (question 6) and when they had other time commitments (question 11; Table S4 in Multimedia Appendix 1).

**User Engagement**

The participants’ engagement with the app is presented in Table 5. On average, the usage of at least one component of the app by participants was 70.8% in month 1 and 60.8% in month 4.
In the first month, 62.4% (63/101), 83.2% (84/101), and 78.2% (79/101) of users logged their meals, step counts, and weight (as defined earlier), which dropped to 41.6%, 76%, and 61.4% at month 4, respectively.

**Table 5.** Participant engagement with the app in the intervention group.

<table>
<thead>
<tr>
<th>App usage by participants (n=101)</th>
<th>Month 1</th>
<th>Month 2</th>
<th>Month 3</th>
<th>Month 4</th>
<th>4-month average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall utilization rate (Percentage of days an app component was used per user), mean (SD)</td>
<td>70.8 (30.6)</td>
<td>69.3 (30.9)</td>
<td>61.3 (34.0)</td>
<td>60.8 (33.9)</td>
<td>65.5 (29.0)</td>
</tr>
<tr>
<td>Percentage of users who logged meals (≥15 times a month), n (%)</td>
<td>63 (62.4)</td>
<td>63 (62.4)</td>
<td>50 (49.5)</td>
<td>42 (41.6)</td>
<td>54 (54.0)</td>
</tr>
<tr>
<td>Percentage of users with step count log (≥8 times a month), n (%)</td>
<td>84 (83.2)</td>
<td>85 (84.2)</td>
<td>78 (77.2)</td>
<td>77 (76.2)</td>
<td>81 (80.2)</td>
</tr>
<tr>
<td>Percentage of users with weight log (≥4 times a month), n (%)</td>
<td>79 (78.2)</td>
<td>71 (70.3)</td>
<td>60 (60.4)</td>
<td>62 (61.4)</td>
<td>68 (67.6)</td>
</tr>
<tr>
<td>Percentage of users with interactive exchange (≥8 times a month), n (%)</td>
<td>33 (32.7)</td>
<td>31 (30.7)</td>
<td>21 (20.8)</td>
<td>20 (19.8)</td>
<td>26 (25.7)</td>
</tr>
</tbody>
</table>

**Discussion**

**Overview of the Findings**

In this RCT involving an app-based lifestyle intervention among postpartum women with recent GDM, the intervention did not achieve a statistically significant difference in the primary outcome. However, the intervention was effective in promoting an overall healthier lifestyle with reduced self-reported caloric intake and improved health-directed behaviors in women with a history of GDM. Utilization of the app remained to be constantly high throughout the study period, with 60% usage of the intervention at 4 months.

The average utilization rate in postnatal women appears to be comparable with populations utilizing apps for chronic disease management, which reported nonengagement rates as high as 40% in a recent review [31]. Across postnatal lifestyle interventions, the engagement level in this app-based study was significantly higher than in studies relying on telephone-based and face-to-face interventions, which reported full attendance rates of only 10% to 15% [8,9]. Convenience and portability may be key factors associated with greater app engagement in time-pressed postnatal women, which in turn may lead to better recommendation adherence and outcomes [32]. A pilot study investigating the use of a smartphone intervention for postpartum weight loss in 40 women who were mostly overweight or obese showed no significant improvement in weight loss at 16 weeks. However, post hoc analysis showed a significant difference in women who were compliant (>70% adherence) to the intervention, suggesting a possible benefit with increased compliance [18]. Our study provides support for this easily scalable app intervention to be applied to larger numbers of subjects to assess its ability to achieve significant weight loss.

A possible reason for our trial being unable to detect a clear improvement in achievement of optimal weight, the primary outcome, was likely due to a higher proportion of women achieving optimal weight in the control arm of 32.2% than the expected 20% based on other studies [8]—the postulated proportion that was used to estimate the sample size for this trial. The continued application of dietary advice obtained from regular dietitian reviews in the antenatal period could have contributed to the higher than expected rates of weight loss for women in the control arm. Another possible explanation for this difference is the Hawthorne effect, wherein women in the control arm might be more likely to modify their health behaviors in response to their awareness of being observed, resulting in social desirability bias. In addition, women who agreed to participate in the study were also likely to represent a highly motivated group of individuals compared with the general population, which could explain the higher rate of optimal weight achievement in the control arm.

The ethnic makeup in the 2 arms differed slightly, with fewer Chinese and more Malays in the intervention arm. Although Malay and Indian people are known to have greater metabolic risk and adiposity [33], adjustment for ethnicity did not alter the results substantially; therefore, ethnicity is unlikely to be a major contributor to our results.

Women who received the intervention reported significantly reduced caloric intake by over 600 calories, which was mainly due to a reduction in sugar intake in the intervention group. Although this finding needs to be interpreted with caution because of inherent limitations of self-reported food diary studies, our findings are consistent with a meta-analysis of data from 41 studies by Villinger et al [14] showing that app-based mobile interventions are effective for changing nutrition behaviors in a wide range of study settings.

Women who received the intervention reported improved health-related behaviors, as evidenced by the statistically significant increase in scores in the health-related behavior domain of the heiQ questionnaire. Similarly, a study investigating the use of a mobile health intervention among people with T2DM showed higher scores in the skill and technique acquisition domain of the heiQ questionnaire after 1 year [34]. Women in the intervention also reported significantly higher scores in 2 questions of the self-efficacy to exercise questionnaire, which assessed their ability to persist with regular exercise despite physical discomfort and time constraints. This suggests that the intervention may improve health behaviors, which could possibly translate into significant weight loss over a longer period of time.

Increased step counts between week 6 and month 4 were noted in the intervention group. The overall step counts, although increased, were modest compared with those in other studies, which achieved up to 10,000 steps per day [35]. However, step counts were obtained from the step count function of the smartphone app used per user, which could possibly translate into significant weight loss over a longer period of time.
smartphone rather than a pedometer, and hence may be an underrepresentation of the actual number of steps taken.

The intervention was unique in that it had a large databank of popular Southeast Asian street foods and had built-in prompts to suggest healthier alternatives that were culturally appropriate, an important feature in Singapore’s multiethnic society. Its interactive features enabled real-time inputs to inculcate adjustment strategies and self-care behaviors, as well as specially commissioned videos relevant to the recently parturient mother in Asian societies.

Women receiving the intervention reported higher emotional distress scores than those receiving the intervention. Lower scores in the physical component summary but not the mental component summary of the RAND-12 questionnaire in the intervention group may suggest that the source of distress was related to physical fitness rather than emotional problems. These findings may be explained by an increased awareness of potentially developing T2DM and the demands of adhering to lifestyle and dietary modifications to reduce this risk—all of which may increase emotional distress in women receiving the intervention in the short term. These findings differ from trials on the use of an app in the antenatal period to reduce gestational weight gain, which showed no change in mood and quality of life with the intervention [36]. However, the study also showed that women reported higher depression and lower physical quality of life scores during pregnancy than during the postpartum period. This may reflect the different sources of background stressors during the different stages of the pregnancy journey, which may moderate the interaction between the intervention and quality of life.

Although there are several trials investigating the use of lifestyle interventions to improve postpartum weight loss in women with and without GDM [8,13,37,38], this is the first RCT investigating the use of an app for postpartum weight loss in women with recent GDM. Our trial demonstrated that an app supported by interactions with a group of health care professionals may improve health behaviors in postpartum women and sustain high user engagement. This resulted in reduced caloric intake and improved health behaviors when assessed by self-report. As such apps for diet and nutritional intake tracking are currently available globally, implementation of similar studies in other centers would be feasible. In addition, our study population likely represents the ethnic groups of many Southeast Asian countries in which women are known to have a high prevalence of GDM and T2DM.

**Limitations**

The main limitation of our study was that it was underpowered to detect a statistically significant difference in the primary outcome, likely due to the reasons mentioned earlier. Another limitation is that the outcomes in which significant improvements were detected (caloric-intake and health-directed behaviors) were self-reported rather than objectively measured outcomes. Studies have shown that self-reported physical activity is often an overestimation of actual physical activity [39], which could also explain the lack of significant improvement in weight loss in the intervention group. This emphasizes the need for objectively measured physical activity in future studies, possibly in the form of pedometers provided to all participants in the study. We also acknowledge the limitations of interpreting decreased caloric intake without concomitant data on energy expenditure, as reduced caloric intake may be related to reduced physical activity during the postnatal period. However, as changes in body weight and breastfeeding may be on the causal pathway between the intervention and caloric intake, it is not appropriate to adjust for these factors in our regression model. Similarly, controlling for overall caloric intake when comparing differences in specific macronutrients may not be appropriate, as overall caloric intake lies in the causal pathway between intervention and macronutrient intake. A separate modeling study to investigate the causal pathways involved will be conducted in the future.

The challenge with any intervention remains its ability to sustain long-term maintenance of optimal weight, as positive effects on weight loss have been shown to be negated following the cessation of the intervention [8]. However, there is some evidence to suggest that long-term follow-up following an intervention may lead to sustained weight loss up to 13 years postintervention [40]. This implies that if women continue with the intervention for long enough, healthier food and lifestyle choices may become routine, which may be key in sustaining optimal weight and reducing T2DM risk in these women. Given the apparent acceptability of this app intervention with relatively high and sustained engagement rates, it is possible that long-term follow-up of these women would demonstrate even greater weight loss or weight maintenance, which is a crucial step in the battle against the growing T2DM epidemic. In addition, app-based interventions would be particularly valuable in the delivery of care during the current COVID-19 pandemic and its aftermath, which will rely heavily on telemedicine to minimize direct patient contact.

**Conclusions**

This RCT suggests that an app may improve health behaviors and can maintain high user engagement. The results of this study support the need for a larger RCT with greater statistical power and longer-term follow-up to track long-term weight loss and cardiometabolic outcomes.
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Abstract

Background: Caregiving responsibility can change caregivers’ lives; modify their emotions; and make them feel frustrated, fearful, and nervous, thereby imposing physical and mental stress. Caregiving-related mobile apps provide a platform for obtaining valuable and trusted information, connecting more easily with other caregivers, monitoring medications, and managing appointments, and assessing health requirements and conditions of care receivers. Such apps also incorporate valuable resources that address care for the caregivers. Despite the potential benefits of caregiving-related apps, only a limited number of caregivers have adopted and used them.

Objective: The aim of this study is to explore the important factors that affect caregivers’ intentions to integrate related mobile apps into their routine caregiving responsibilities.

Methods: Using the protection motivation theory, we conducted a cross-sectional study among 249 participants. Purposive sampling was used to target participants who met 4 inclusion criteria: US residents, owning and using a smartphone, informal caregivers (individuals who give care to a friend or family member without payment) who provided at least 8 hours of care per week in the past year, and those currently not using any mobile app for caregiving purposes. We created a survey using Qualtrics and posted it on Amazon’s Mechanical Turk website. Participants received monetary compensation after successful completion of the survey.

Results: We found that capabilities and skills of caregivers to use mobile apps, the app’s effectiveness in responding to the needs of caregivers, the degree of control of caregivers over their responsibilities, and the decisions they make for their care receivers can predict their willingness to adopt caregiving-related apps. In addition, the severity of health status and vulnerability of care receivers to unexpected health changes indirectly shape their caregivers’ decisions to adopt and use mobile apps for caregiving purposes.

Conclusions: This study explores the important factors that affect informal caregivers’ intentions to adopt related mobile apps into their routine caregiving responsibilities. The results contribute to both mobile health adoption and the caregiving literature, and they offer significant implications for developers, health care practitioners, and policy makers.

(JMIR MHealth UHealth 2021;9(3):e24755) doi:10.2196/24755
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Introduction

Background

In 2017, only approximately 37 million patients were admitted to US hospitals [1]. As the number of individuals needing hospitalization has increased in recent years [2], hospitals have mainly limited their beds to acute care and left the rest of treatments in the form of outpatient settings to the patients’ loved ones [3,4]. Unpaid family or informal caregivers are, therefore, the backbone of the long-term care system and offer the majority of long-term care that patients require in the United States [5]. In addition, informal caregiving is essential for sustaining adults with disabilities or chronic health conditions [6].

Caregiving responsibilities primarily include providing informational and emotional support, dealing with financial concerns, and managing medical care [4]. These responsibilities also consist of more basic support, such as assistance in eating, bathing, grocery shopping, and meal preparation [7]. Many informal caregivers experience positive feelings such as satisfaction, a sense of gratification for giving back to those who cared for them, and improved family relationships [8,9]. However, the nature and amount of such responsibilities may change caregivers’ lives; modify their emotions; and make them feel frustrated, fearful, and nervous, all resulting in a decline in their quality of life [10].

Estimates of the number of informal caregivers in the United States vary widely. According to the American Association of Retired Persons, there are currently more than 40 million unpaid caregivers in the United States [11], about 7 potential informal caregivers per adult [12]. Although studies indicate that the number of informal caregivers will continue to rise, it is expected that the number of individuals who need care will be far from the number of those who offer that care in the near future (about 4 potential informal caregivers per adult) [12,13].

There are 2 main reasons for this result. First, the number of individuals who will be over 65 years old by 2050 is expected to be 2 times more than that number in 2010; the majority of those individuals will be dealing with various chronic conditions and a decline in quality of life [14,15]. Second, the traditional American family structure has experienced fundamental changes in recent years. Family sizes continue to decrease as a result of higher rates of those who have never married or are divorced or are affected by infertility and childlessness. In addition, there is a higher chance that women, who are the backbone of informal caregiving, are in the workforce [16,17].

This shrinkage in the number of potential informal caregivers per adult increases the amount of responsibility and inflicts more physical and mental stress among the existing caregivers [14]. The ubiquity of mobile technology and its applications has the potential to reduce such stress. In general, mobile apps are reasonably priced and user friendly and offer an information repository collected from various sources [18-20]. Caregiving-related apps are specifically designed to provide users with a platform to gain appropriate and trusted information, manage medication taking, improve communication with care providers and support groups, connect with counterparts, reserve transportation, and manage the health condition of care receivers in an organized manner [21].

Although there are hardly any studies in the literature that investigate the role of caregiving-related apps in reducing caregiving-related stress [22], it is very likely that such apps significantly lessen the stress caregivers face by providing a convenient platform to receive informational and emotional support [14]. Despite the considerable role of caregiving apps in reducing stress and improving the overall quality of life among caregivers and although more than 57% of American caregivers have a smartphone, only 40% of them use a caregiving-related app [23]. This raises the concern of finding solutions to increase caregivers’ access to and effective use of such beneficial resources.

Some studies highlight the roles of caregivers’ digital literacy and sociodemographic factors on their natural propensity to use various internet-based tools and services for caregiving purposes in general [24,25]. However, the current understanding of caregivers’ intentions to use related mobile apps for their responsibilities is limited, and we could not find any published studies that directly investigated the influential factors.

As such, our objective is to provide insights into this issue. To explore the important factors that affect their intentions to integrate mobile apps into their routine caregiving responsibilities, we designed a cross-sectional study using the protection motivation theory (PMT) perspective [26]. PMT is among the most influential explanatory theories in the literature to predict an individual’s intention to adopt recommended actions (adoption of related mobile apps in this study) [27]. It has also been empirically applied to both technological and nontechnological solutions [28].

Theoretical Background

PMT suggests 2 consecutive appraisals that explain the process whereby individuals adopt a recommended action: threat and coping [29]. If an individual is exposed to a stressful or fearful situation, a personal perception of threat arises. If the threat is perceived to be appropriate and possibly harmful, coping appraisal will occur [28].

On the basis of the threatening event, individuals first assess the level of danger in 2 aspects: (1) perceived threat severity, which is the individual’s assessment of the seriousness of the threat, and (2) perceived threat vulnerability, which is the individual’s assessment of the likelihood of coming across the threat personally. Once the threat has been assessed, individuals assess their ability to cope with the threat and form their perceptions of the efficacy of the recommended action in 2 aspects: (1) self-efficacy, which is the individuals’ assessment of their capability to perform the recommended action, and (2) response efficacy, which is the individual’s assessment of the efficacy and benefits of the recommended action [26,29,30]. This efficacy assessment affects individuals’ intentions to adopt the recommended action. Figure 1 illustrates the PMT model.
Informal caregivers experience a vast amount of uncertainty and psychological distress [31] because of the difficulty in predicting their care receivers’ disease and care progress [32]. Adopting and using mobile health apps can be considered a recommended action to reduce caregivers’ stress. Building on PMT, we propose that, reflecting care receivers’ physical and mental condition, caregivers form perceptions about the severity and vulnerability of their care receivers’ health threats (threat appraisal). If they perceive a significant and harmful degree of threat, caregivers will assess both their responses and self-efficacy to cope with the situation (coping appraisal). Caregivers who expect that mobile apps can help them (high response efficacy) and have the efficacy to operate the technologies (high self-efficacy) are expected to begin using related mobile apps for caregiving purposes [28].

Moreover, as self-efficacy only reflects caregivers’ perceptions of their general capability to use an app [33], we also need to consider the degree to which caregivers have control over their caregiving responsibilities and the decisions they make for their care receivers. This is called perceived self-autonomy, and previous studies have verified it as a major contributor to technology acceptance together with self-efficacy [34,35]. When caregivers feel autonomous in choosing a mobile app, they perceive it as useful and easy to adopt [34]. Thus, we propose that perceived self-autonomy is an antecedent that influences caregivers’ intention to adopt and use caregiving-related apps. The proposed research model is illustrated in Figure 2. The construct definitions are presented in Table 1.

**Research Model and Hypotheses**

**Overview**

Informal caregivers experience a vast amount of uncertainty and psychological distress [31] because of the difficulty in predicting their care receivers’ disease and care progress [32]. Adopting and using mobile health apps can be considered a recommended action to reduce caregivers’ stress. Building on PMT, we propose that, reflecting care receivers’ physical and mental condition, caregivers form perceptions about the severity and vulnerability of their care receivers’ health threats (threat appraisal). If they perceive a significant and harmful degree of threat, caregivers will assess both their responses and self-efficacy to cope with the situation (coping appraisal). Caregivers who expect that mobile apps can help them (high response efficacy) and have the efficacy to operate the technologies (high self-efficacy) are expected to begin using related mobile apps for caregiving purposes [28].

Moreover, as self-efficacy only reflects caregivers’ perceptions of their general capability to use an app [33], we also need to consider the degree to which caregivers have control over their caregiving responsibilities and the decisions they make for their care receivers. This is called perceived self-autonomy, and previous studies have verified it as a major contributor to technology acceptance together with self-efficacy [34,35]. When caregivers feel autonomous in choosing a mobile app, they perceive it as useful and easy to adopt [34]. Thus, we propose that perceived self-autonomy is an antecedent that influences caregivers’ intention to adopt and use caregiving-related apps. The proposed research model is illustrated in Figure 2. The construct definitions are presented in Table 1.

Figure 1. Protection motivation theory model.

Figure 2. Research model.
Table 1. Definitions of constructs.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived threat severity</td>
<td>Degree to which a caregiver assesses the seriousness of their care receiver’s health status</td>
</tr>
<tr>
<td>Perceived threat vulnerability</td>
<td>Degree to which a caregiver assesses the susceptibility of their care receiver to a sudden change in health status or an unexpected health condition</td>
</tr>
<tr>
<td>Perceived self-efficacy</td>
<td>Degree to which a caregiver believes that they are capable and have the necessary skills to use a caregiving-related mobile app</td>
</tr>
<tr>
<td>Perceived response efficacy</td>
<td>Degree to which a caregiver believes that a caregiving-related mobile app will effectively prevent threats related to their care receiver’s health condition</td>
</tr>
<tr>
<td>Perceived self-autonomy</td>
<td>Degree to which a caregiver has control over caregiving responsibilities and the decision they make for the care receiver</td>
</tr>
<tr>
<td>Intention to adopt</td>
<td>Caregiver’s willingness to adopt a caregiving-related app</td>
</tr>
</tbody>
</table>

**Threat Appraisal**

Depending on the physical and mental conditions of the care receiver, the caregivers assess the seriousness of the care receiver’s health status. This assessment can influence the significance of caregiving-related apps by manipulating both responses and self-efficacy perceptions of caregivers [28]. More specifically, as a caregiver feels that their care receiver deals with a more severe health situation, he or she is more willing to trust sources that can provide the support he or she is looking for to help him or her cope with the situation.

Therefore, the caregivers perceives the app as a more capable and qualified tool to effectively help him or her address the threat in a way that he or she might not have previously recognized. It can also persuade caregivers to re-examine their abilities to use the recommended app for caregiving activities. As the care receiver’s health status is perceived to be more severe, the caregivers will rely more on him or her and feel more confident about using a caregiving-related app as one of the few means to deal with the severe situation. Therefore, we hypothesize the following:

Hypothesis 1a (H1a): The caregiver’s perception of the care receiver’s severity of health status positively influences the caregiver’s perception of the mobile app’s response efficacy.

Hypothesis 1b (H1b): The caregiver’s perception of the care receiver’s severity of health status positively influences the caregiver’s perception of his or her self-efficacy in using the mobile app.

Similar to the logic of perceived severity, when caregivers notice that there is a likelihood that their care receiver will encounter a sudden and unanticipated change in their health condition, they tend to perceive the mobile app as comprehensive and effective enough to offer them the support the caregivers are looking for during this time.

Therefore, it is expected that as the threat of facing unexpected health changes becomes more probable, caregivers will perceive the mobile app as a more effective and efficient tool to help them in their caregiving responsibilities. In addition, caregivers will find themselves more capable and confident in using the mobile app as a tool to lessen the burden and the effects of the vulnerable situation. So, we proposed the following hypothesis:

Hypothesis 2a (H2a): The caregiver’s perception of the care receiver’s vulnerability to unexpected health changes positively influences the caregiver’s perception of the mobile app’s response efficacy.

Hypothesis 2b (H2b): The caregiver’s perception of the care receiver’s vulnerability to unexpected health changes positively influences the caregiver’s perception of his or her self-efficacy in using the mobile app.

**Coping Appraisal**

Perceived response efficacy is a cognitive process by which caregivers develop thoughts about the effectiveness and capability of the app to address their needs while they are dealing with a threatening situation [26,29]. In other words, the caregivers’ perception of the mobile app’s response efficacy determines whether they choose that app to help them handle the threat or not [36]. According to PMT, a high level of response efficacy forms a positive disposition toward the recommended solution. So, we proposed the following hypothesis:

Hypothesis 3 (H3): The perceived response efficacy of the caregiving-related app has a positive effect on the caregiver’s intention to adopt the app.

Even if a caregiver believes that the app is effective enough to address their needs, he or she still needs to consider their own ability to successfully install and effectively use the app [28]. Caregivers who perceive themselves as capable of using the app are more willing to adopt and use such apps to address their caregiving-related requirements [37]. Therefore, we proposed the following hypothesis:

Hypothesis 4 (H4): The caregiver’s perceived self-efficacy has a positive effect on his or her intention to adopt the caregiving-related app.

**Self-Autonomy**

Furthermore, if caregivers have some freedom of action in their caregiving activities and have a say regarding what mobile apps they want to use, there is a higher chance that they will become intrinsically motivated or maintain the primary levels of intrinsic motivation to adopt and use the app [38]. Such a feeling of control can also enhance caregivers’ positive feelings toward...
using the app [39,40]. Therefore, we proposed the following hypothesis:

Hypothesis 5 (H5): The caregiver’s perceived self-autonomy has a positive effect on his or her intention to adopt the caregiving-related app.

**Methods**

**Recruitment**

To test the proposed model, we recruited participants through Amazon’s Mechanical Turk, which is a web-based crowdsourcing market for registered users to participate in various tasks and receive a predetermined amount of money upon successful completion [41]. Studies in the domain of information systems have confirmed the validity and reliability of the results [42,43]. Purposive sampling was used to target participants who met the following inclusion criteria [44]: (1) US residents, (2) owning and using a smartphone, (3) informal caregivers (individuals who give care to a friend or family member without payment) who provided at least 8 hours of care per week in the past year, and (4) currently not using any mobile app for caregiving purposes. We obtained approval from the Institutional Review Board for the explained approach.

**Instrument Development**

We adapted measures from a set of empirically validated studies in the literature and used multi-item measures to enhance the validity and reliability of the measurement. All the main constructs were reflective. For the constructs drawn from PMT, measurement items were adapted from Witte [45] and modified to fit the context of our study. Under threat appraisal, 5 items (mean 3.76, SD 0.74) and 4 items (mean 4.03, SD 0.69) were used to assess perceived vulnerability (eg, “My care-receiver is at risk for getting health threats”) and perceived severity (eg, “I believe that threats to my care receiver’s health are severe”), respectively. For coping appraisal, 6 items (mean 3.37, SD 0.86) assessed response efficacy (eg, “Using mobile apps is effective in monitoring my care-receiver’s health condition remotely”), and 4 items (mean 3.79, SD 0.78) were used to measure self-efficacy (eg, “I feel confident using mobile health applications for my caregiving activities”). Intention to use items was adapted from a widely used scale in the literature [46] (3 items; mean 2.98, SD 0.93) and changed appropriately to fit our study (eg, “I plan to use mobile apps to manage my care-receiver’s health status in the next 3 months”). Items for perceived self-autonomy were adapted from the study by Deci et al [47] (5 items; mean 3.89, SD 0.83) and altered to suit our context (eg, “I have some choice in what I want to do in my caregiving activities”). For all the aforementioned constructs, participants indicated their level of agreement with each item using a 5-point Likert-type scale ranging from strongly disagree (1) to strongly agree (5).

Questions were randomly shown to the participants to minimize the order-effect bias. Two experts reviewed the initial questionnaire to ensure face validity. We revised the survey based on their comments and feedback. We also conducted a pilot study among master’s students at a large university in the southwestern region of the United States and made appropriate changes to the survey based on the results. Previous literature, pilot tests, and numerous series of pretests allowed us to confirm the content validity of our instrument and measures [48]. The final measurement items are listed in Table 2. The Checklist for Reporting Results of Internet E-Survey is available in Multimedia Appendix 1 [49].
### Table 2. Instrument items.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Items</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Intention to use        | • It is my intention to use mobile applications in caregiving activities.  
                          | • I plan to use mobile apps to manage my care-receiver’s health status in the next 3 months.  
                          | • I am likely to learn about using mobile apps in caregiving activities.  | Venkatesh et al [46] |
| **Threat appraisal**    |                                                                      |            |
| Vulnerability           | • My care-receiver can be subjected to a sudden change in health condition.  
                          | • My care-receiver is at risk for getting health threats.  
                          | • It is possible that my care-receiver will contract health threats.  
                          | • It is likely that my care-receiver requires an urgent care.  
                          | • It is likely that my care-receiver will contract health threats.  | Witte [45] |
| Severity                | • If my care-receiver faces an unexpected health problem, it would be serious.  
                          | • I believe that threats to my care-receiver’s health are severe.  
                          | • I believe that threats to my care-receiver’s health are serious.  
                          | • I believe that threats to my care-receiver’s health are significant.  | Witte [45] |
| **Coping appraisal**    |                                                                      |            |
| Response efficacy       | • Mobile apps will help me manage medication for my care-receiver.  
                          | • Mobile apps serve as an effective disease reference and caregiving adviser.  
                          | • Mobile apps enable me to keep a log of medical information for my care-receiver.  
                          | • Mobile apps work in preventing health threats due to mismanagement of medications.  
                          | • Using mobile apps is effective in monitoring my care-receiver’s health condition remotely (eg, heart rate, oxygen level, or other vital signs).  
                          | • If I use mobile apps in my caregiving activities, my care-receiver is less likely to get health threats due to mismanagement of medications.  | Witte [45] |
| Self-efficacy           | • I feel confident using mobile health applications for my caregiving activities.  
                          | • I am able to use mobile apps.  
                          | • Mobile apps are easy to use.  
                          | • Using mobile apps is convenient.  | Witte [45] |
| Perceived self-autonomy | • In my caregiving activities, I can decide which mobile apps I want to use.  
                          | • In my caregiving activities, I have a say regarding what mobile apps I want to use.  
                          | • I feel that I will use mobile apps for caregiving purposes because I want to.  
                          | • I feel a certain freedom of action in my caregiving activities.  
                          | • I have some choice in what I want to do in my caregiving activities.  | Deci et al [47] |

### Sample Characteristics

A total of 249 valid responses were collected. The average time that our responders provided care for their current care receivers and for various individuals in general was 50 and 83 months, respectively. A total of 32.5% (81/249) of the care receivers were financially dependent on their caregivers. Tables 3 and 4 summarize the key demographic variables of the respondents and their care receivers.
Table 3. Key demographics of care receivers.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Percentage, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤18</td>
<td>28 (11.2)</td>
</tr>
<tr>
<td>18-49</td>
<td>39 (15.7)</td>
</tr>
<tr>
<td>50-69</td>
<td>55 (22.1)</td>
</tr>
<tr>
<td>≥70</td>
<td>127 (51.0)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or general educational development</td>
<td>106 (42.6)</td>
</tr>
<tr>
<td>Some college or bachelor’s degree</td>
<td>89 (35.7)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>32 (12.9)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>17 (6.8)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>5 (2.0)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>185 (74.3)</td>
</tr>
<tr>
<td>African American</td>
<td>27 (10.8)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>22 (8.9)</td>
</tr>
<tr>
<td>Asian</td>
<td>11 (4.4)</td>
</tr>
<tr>
<td>Native American</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>102 (41.0)</td>
</tr>
<tr>
<td>Female</td>
<td>147 (59.0)</td>
</tr>
<tr>
<td><strong>Relationship with care receiver</strong></td>
<td></td>
</tr>
<tr>
<td>Parents</td>
<td>46 (18.5)</td>
</tr>
<tr>
<td>Friend</td>
<td>132 (53.0)</td>
</tr>
<tr>
<td>Family friend</td>
<td>25 (10.0)</td>
</tr>
<tr>
<td>Spouse</td>
<td>28 (11.3)</td>
</tr>
<tr>
<td>Child</td>
<td>18 (7.2)</td>
</tr>
<tr>
<td><strong>Reason for receiving care</strong></td>
<td></td>
</tr>
<tr>
<td>Any form of disease</td>
<td>78 (31.3)</td>
</tr>
<tr>
<td>Old age</td>
<td>77 (30.9)</td>
</tr>
<tr>
<td>Disability</td>
<td>59 (23.7)</td>
</tr>
<tr>
<td>Mental disorder</td>
<td>35 (14.1)</td>
</tr>
</tbody>
</table>
Table 4. Key demographics of caregivers (N=249).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Percentage, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤18</td>
<td>0 (0)</td>
</tr>
<tr>
<td>18-24</td>
<td>33 (13.3)</td>
</tr>
<tr>
<td>25-34</td>
<td>88 (35.3)</td>
</tr>
<tr>
<td>35-44</td>
<td>64 (25.7)</td>
</tr>
<tr>
<td>45-54</td>
<td>35 (14.1)</td>
</tr>
<tr>
<td>55-64</td>
<td>21 (8.4)</td>
</tr>
<tr>
<td>≥65</td>
<td>8 (3.2)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or general educational development</td>
<td>22 (8.8)</td>
</tr>
<tr>
<td>Some college or bachelor’s degree</td>
<td>181 (72.7)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>42 (16.9)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>3 (1.2)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>193 (77.5)</td>
</tr>
<tr>
<td>African American</td>
<td>24 (9.7)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>16 (6.4)</td>
</tr>
<tr>
<td>Asian</td>
<td>9 (3.6)</td>
</tr>
<tr>
<td>Native American</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>5 (2.0)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>78 (31.3)</td>
</tr>
<tr>
<td>Female</td>
<td>171 (68.7)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single without children</td>
<td>72 (28.9)</td>
</tr>
<tr>
<td>Single with children</td>
<td>33 (13.3)</td>
</tr>
<tr>
<td>Married without children</td>
<td>18 (7.2)</td>
</tr>
<tr>
<td>Married with children</td>
<td>98 (39.4)</td>
</tr>
<tr>
<td>Life partner without children</td>
<td>13 (5.2)</td>
</tr>
<tr>
<td>Life partner with children</td>
<td>15 (6.0)</td>
</tr>
<tr>
<td><strong>Income, US ($)</strong></td>
<td></td>
</tr>
<tr>
<td>≤20,000</td>
<td>47 (18.9)</td>
</tr>
<tr>
<td>20,000-40,000</td>
<td>72 (28.9)</td>
</tr>
<tr>
<td>40,000-60,000</td>
<td>61 (24.5)</td>
</tr>
<tr>
<td>60,000-80,000</td>
<td>41 (16.4)</td>
</tr>
<tr>
<td>≥80,000</td>
<td>28 (11.2)</td>
</tr>
</tbody>
</table>

Data Analysis

A partial least squares approach was used to test the proposed model and associated hypotheses. We used the SmartPLS software package (version 3.2.6, SmartPLS GmbH) to analyze the data [50]. To estimate the path coefficient weights and their significance, we used bootstrapping procedures with 5000 resamples.

To assess the measurement model, we conducted a confirmatory factor analysis. The results are summarized in Table 5. All of the latent constructs are modelled to be reflective. For each
latent construct, the path loadings, \( t \) statistics, and SE were calculated. At \( \alpha = 0.05 \), all the measures’ path loadings are significant with a value of more than 0.7 [51], indicating that more than 50% of the variance is shared between each construct’s items [52].

**Table 5.** Confirmatory factor analysis results.

<table>
<thead>
<tr>
<th>Construct and items</th>
<th>Loading</th>
<th>( t ) test</th>
<th>SE</th>
<th>Average variance extracted</th>
<th>Composite reliability</th>
<th>Cronbach ( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intention to use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Int1</td>
<td>0.911</td>
<td>61.307</td>
<td>0.015</td>
<td>0.810</td>
<td>0.927</td>
<td>.882</td>
</tr>
<tr>
<td>Int2</td>
<td>0.930</td>
<td>107.161</td>
<td>0.009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Int3</td>
<td>0.857</td>
<td>33.746</td>
<td>0.025</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vulnerability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vul1</td>
<td>0.750</td>
<td>10.763</td>
<td>0.070</td>
<td>0.656</td>
<td>0.905</td>
<td>.869</td>
</tr>
<tr>
<td>Vul2</td>
<td>0.834</td>
<td>11.179</td>
<td>0.075</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vul3</td>
<td>0.818</td>
<td>9.688</td>
<td>0.084</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vul4</td>
<td>0.767</td>
<td>13.247</td>
<td>0.058</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vul5</td>
<td>0.873</td>
<td>17.901</td>
<td>0.049</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Severity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sev1</td>
<td>0.861</td>
<td>18.791</td>
<td>0.046</td>
<td>0.758</td>
<td>0.926</td>
<td>.895</td>
</tr>
<tr>
<td>Sev2</td>
<td>0.835</td>
<td>13.664</td>
<td>0.061</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sev3</td>
<td>0.897</td>
<td>23.558</td>
<td>0.038</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sev4</td>
<td>0.888</td>
<td>23.897</td>
<td>0.037</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RE1</td>
<td>0.874</td>
<td>63.174</td>
<td>0.014</td>
<td>0.681</td>
<td>0.927</td>
<td>.906</td>
</tr>
<tr>
<td>RE2</td>
<td>0.843</td>
<td>33.026</td>
<td>0.026</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RE3</td>
<td>0.842</td>
<td>36.862</td>
<td>0.023</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RE4</td>
<td>0.846</td>
<td>25.670</td>
<td>0.033</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RE5</td>
<td>0.794</td>
<td>20.271</td>
<td>0.039</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RE6</td>
<td>0.745</td>
<td>17.234</td>
<td>0.043</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE1</td>
<td>0.792</td>
<td>30.109</td>
<td>0.026</td>
<td>0.636</td>
<td>0.874</td>
<td>.813</td>
</tr>
<tr>
<td>SE2</td>
<td>0.745</td>
<td>13.692</td>
<td>0.054</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE3</td>
<td>0.787</td>
<td>11.989</td>
<td>0.066</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE4</td>
<td>0.862</td>
<td>31.175</td>
<td>0.028</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-autonomy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA1</td>
<td>0.837</td>
<td>28.530</td>
<td>0.029</td>
<td>0.615</td>
<td>0.888</td>
<td>.853</td>
</tr>
<tr>
<td>SA2</td>
<td>0.818</td>
<td>22.784</td>
<td>0.036</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA3</td>
<td>0.833</td>
<td>43.420</td>
<td>0.019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA4</td>
<td>0.714</td>
<td>10.462</td>
<td>0.068</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA5</td>
<td>0.708</td>
<td>9.575</td>
<td>0.074</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \)Int: intention to use.  
\( ^b \)Vul: vulnerability.  
\( ^c \)Sev: severity.  
\( ^d \)RE: response efficacy.  
\( ^e \)SE: self-efficacy.  
\( ^f \)SA: self-autonomy.
To examine convergent validity, both composite reliability and average variance extracted (AVE) were obtained [53]. All constructs met the acceptable score of 0.5 for AVE, confirming their reliability [54]. Moreover, the composite reliability values were between 0.874 and 0.927.

The square root of the AVE was also used to verify discriminant validity [54]. The results are presented in Table 6. For each latent construct, the square root of the AVE was higher than all its cross-correlations. Moreover, higher values of interconstruct correlations confirmed the greater variance among each construct’s specific measures compared with other measures [55]. All things considered, we can confirm that all the indicators were valid through their constructs.

As data for all the variables were collected in a single survey, common method variance (CMV) could have an excessive effect on the results [56]. Harman’s single factor test was conducted [57] to find out the extent of this effect. According to this approach, with a factor analysis, if only a single factor arises, or if a factor explains the majority of variance among all the measures, we can conclude that CMV is a significant issue in the sample [56]. After conducting an exploratory factor analysis among all the items, 6 factors were obtained that explained more than 70% of the variance. All the extracted factors had an eigenvalue >1, and the highest factor accounted for only 33% of the variance. This indicates that CMV is not a serious concern in this data set.

### Table 6. Matrix of latent constructs’ correlations.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Mean (SD)</th>
<th>Construct 1</th>
<th>Construct 2</th>
<th>Construct 3</th>
<th>Construct 4</th>
<th>Construct 5</th>
<th>Construct 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Intention to use</td>
<td>2.976 (0.927)</td>
<td>0.900 a</td>
<td>b</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2. Vulnerability</td>
<td>3.764 (0.736)</td>
<td>0.609</td>
<td>0.810 a</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3. Severity</td>
<td>4.034 (0.691)</td>
<td>0.129</td>
<td>0.646</td>
<td>0.871 a</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4. Response efficacy</td>
<td>3.371 (0.858)</td>
<td>0.607</td>
<td>0.245</td>
<td>0.201</td>
<td>0.825 a</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5. Self-efficacy</td>
<td>3.790 (0.780)</td>
<td>0.479</td>
<td>0.111</td>
<td>0.208</td>
<td>0.652</td>
<td>0.797 a</td>
<td>–</td>
</tr>
<tr>
<td>6. Self-autonomy</td>
<td>3.892 (0.829)</td>
<td>0.472</td>
<td>0.211</td>
<td>0.257</td>
<td>0.561</td>
<td>0.631</td>
<td>0.784 a</td>
</tr>
</tbody>
</table>

aItalicized values in the diagonal row are the square root of the average variance extracted.

bNot applicable.

### Results

The results of data analysis, including $R^2$ values, standardized path coefficients, associated $t$ values, and path significance, are depicted in Figure 3. To test the significance of the path coefficients in the structural model, we used a bootstrapping approach with 1000 resamples.

The $R^2$ value of intention to adopt a caregiving mobile app is 0.401, indicating that more than 40% of the variance in intention to adopt can be explained by response efficacy, self-efficacy, and self-autonomy. As this amount of variance is more than...
10%, we can claim that the proposed model is valid and acceptable [58].

The results indicate that response efficacy ($\beta=.471; t_{999}=6.567; P<.001$), self-efficacy ($\beta=.145; t_{999}=1.973; P=.049$), and self-autonomy ($\beta=.150; t_{999}=2.362; P=.03$) had significant effects on the intention to adopt, supporting H3, H4, and H5. Moreover, perceived vulnerability and perceived severity had significant effects on response efficacy ($\beta=.197; t_{999}=2.546; P=.003$) and self-efficacy ($\beta=.235; t_{999}=2.306; P=.01$), respectively, supporting H2a and H1b. Perceived vulnerability and perceived severity, however, do not significantly affect self-efficacy ($\beta=.041; t_{999}=0.451; P=.63$) and response efficacy ($\beta=.074; t_{999}=0.887; P=.35$), respectively. Therefore, we do not have sufficient evidence to support H2b and H1a. The results are summarized in Table 7.

To account for individual differences in the proposed model, we controlled for the effects of the caregivers’ age, education level, race, gender [46,58], and caregiving experience. None of these variables had a significant effect on the intention to adopt a caregiving mobile app.

Table 7. Summary of results.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a. The caregiver’s perception of the care receiver’s severity of health status positively influences the caregiver’s perception of the mobile app’s response efficacy.</td>
<td>Not supported</td>
</tr>
<tr>
<td>H1b. The caregiver’s perception of the care receiver’s severity of health status positively influences the caregiver’s perception of his or her self-efficacy to use the mobile app.</td>
<td>Supported</td>
</tr>
<tr>
<td>H2a. The caregiver’s perception of the care receiver’s vulnerability to unexpected health changes positively influences the caregiver’s perception of the mobile app’s response efficacy.</td>
<td>Supported</td>
</tr>
<tr>
<td>H2b. The caregiver’s perception of the care receiver’s vulnerability to unexpected health changes positively influences the caregiver’s perception of his or her self-efficacy to use the mobile app.</td>
<td>Not supported</td>
</tr>
<tr>
<td>H3. The perceived response efficacy of the caregiving-related app has a positive effect on the caregiver’s intention to adopt the app.</td>
<td>Supported</td>
</tr>
<tr>
<td>H4. The caregiver’s perceived self-efficacy has a positive effect on his or her intention to adopt the caregiving-related app.</td>
<td>Supported</td>
</tr>
<tr>
<td>H5. The caregiver’s perceived self-autonomy has a positive effect on his or her intention to adopt the caregiving-related app.</td>
<td>Supported</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The primary goal of this study is to investigate the factors that affect caregivers’ intentions to adopt caregiving-related mobile apps based on a model that contextualizes PMT. The results indicate support for the proposed model with decent explanatory power.

As the analyses illustrate, caregivers’ capabilities and skills to use mobile apps and the app’s effectiveness in responding to caregivers’ needs can predict their willingness to adopt related apps. In addition, our results indicate that the degree of control of caregivers over their responsibilities and the decisions they make for their care receivers can also increase the likelihood of adopting such mobile apps. Interestingly, the app’s effectiveness in responding to caregivers’ needs had the strongest effect on their intention to adopt such apps.

We also found that as the care receiver’s health status is perceived to be more severe, caregivers will count more on their capability to use a caregiving-related app. In addition, as the threat of facing unexpected health changes becomes more likely, caregivers will perceive the mobile app as a more efficient tool to help them with their responsibilities. These findings are consistent with previous studies on PMT [28].

However, we did not find enough evidence to support the effect of the care receiver’s severity of health status on the caregiver’s perception of the mobile app’s effectiveness. In addition, the results indicate that the effect of the care receiver’s vulnerability to unexpected health changes on the caregiver’s perception of their self-efficacy in using the mobile app is not significant. Although these results are not congruent with PMT, there are various other studies that confirm that individuals, in most cases, believe that threats either happen only to others or influence other individuals more than themselves [59]. This belief helps them maintain a sense of invulnerability and explains why we did not find evidence to support 2 of the hypotheses.

Implications

As mentioned earlier, caregiving apps play a considerable role in reducing stress and improving the overall quality of life of informal caregivers. Therefore, it is important to devote time, money, and effort to develop and promote caregiving-related apps to enhance both caregivers’ and care receivers’ well-being. In this regard, the results of this study provide several practical implications for developers, health care practitioners, and policy makers.

Developers

Currently, more than 318,000 mobile health apps are available to consumers in the top app stores globally, and more than 200 apps are being added every day [60]. However, only a small number of these apps are designed specifically to help caregivers with the challenges they face because of their responsibilities (excluding apps for professional caregiving organizations or those that help in locating such services and organizations) [14].
Developing more caregiving-related apps gives caregivers the opportunity to have several options to choose from and enhances their sense of control over a stressful situation.

Moreover, caregiving-related apps must offer a comprehensive set of features that caregivers typically look for. Although previous studies have confirmed the significant and positive effects of caregivers’ quality of life on the patients’ quality of life [61], only 20% of current caregiving-related apps have a collective set of features required by caregivers at different stages of their responsibilities [14]. According to our results, response efficacy has the strongest effect on behavioral intention. Including a broad range of features that address care for the care receiver (ie, appointment and medication management and reliable information about the disease or specific situation) can increase the chance of the caregivers’ adoption of those apps.

In addition to the resources and features on how to manage their care receivers’ condition, incorporating features that address care for the caregivers can help them find a way to meet their needs in one place. This can increase the effectiveness of mobile apps [62] and possibly increase the likelihood of adopting these apps. For instance, apps may contain features to (1) learn and assess emotions such as journaling as a tool to keep track of moods and mood shifts; (2) manage and reduce personal stress through quick meditative activities and breathing exercises that fit into busy routines or through the use of in-app coloring books; (3) receive emotional and social support such as app-based chats and support groups [14]; and (4) receive informational support such as podcasts or discussions on caregivers’ self-care, including suggestions, resources, and inspiring words from others in the community of caregivers.

Finally, based on our results, caregiving-related apps should be designed in a user-friendly, straightforward way to help caregivers locate services more easily, considering the time constraints of caregivers. Moreover, nearly 55% of caregivers are aged 50 years or more [63]. This makes it more important to design such apps in a simple and easy-to-operate manner to ensure that both younger and older adults can equally benefit from those apps.

Health Care Practitioners

Lack of awareness about the appropriate options or possible benefits, feeling overwhelmed by the available choices, and shortness of time to conduct appropriate research are among the biggest barriers of caregivers’ adoption of technology [64]. By educating physicians, nurses, social workers, and personal care aides on the available caregiving apps and asking them to spread the word by suggesting approved ones, there is a higher chance that those apps will find their way into caregivers’ routines.

Moreover, based on our results, awareness of the care receiver’s health condition and how it may progress can affect the perceived effectiveness and efficiency of the suggested app among caregivers. Rather than only suggesting the app, it would be better to suggest why and how (based on the severity of the care receiver’s health status and vulnerability to unexpected health changes) the suggested app can take some weight off of caregivers’ shoulders. This indirectly increases the chances of adopting such apps.

Flyers and signage are also great tools to target caregivers and to let them know the names and features of available caregiving-related apps in the market. Information about the variety of services offered by the apps, assurance of consistency with federal or state security and privacy acts, and instructions on ways to find and download the app (ie, relevant screenshots and licensed QR codes) are examples of the essential information that should be included in such flyers.

Policy Makers

Besides spreading the word to the worlds of developers and health practitioners, implementing various incentives might be a good motivator to increase adoption rates among caregivers. Insurance providers and policy makers can take into account policies to promote the adoption and use of caregiving-related apps [65]. Covering the cost of caregiving-related app purchases by insurance companies, reducing the price of apps or in-app purchases, raising research funds to develop more apps in this category, setting standards to require a minimum level of quality for those apps, and supporting young and motivated developers who are interested in this area are only a few examples of systematic changes that increase the likelihood of adopting and using caregiving-related apps [66].

Limitations and Future Research

This study has some limitations. First, the survey was limited to US caregivers, raising the external validity issue. Future research is required to generalize the results and offer an inclusive perspective of caregivers’ adoption of related mobile apps in the context of other countries. Second, the collected information and derived results were based on self-reported data. This can increase the likelihood of some biases such as social desirability. Further studies may use a more inclusive data collection technique to measure adoption more rigorously. Finally, there is still some unexplained variance in the intention to adopt mobile apps. Although including more constructs may have improved the explanatory factor of the proposed model, we intended to maintain a parsimonious extension of PMT [28]. Additional studies are required to investigate other effective factors.

Conclusions

Grounded on PMT, this study investigates the factors that affect the intentions of informal caregivers to adopt related mobile apps for their routine caregiving responsibilities. The results of the survey of 249 US-based informal caregivers indicated that caregivers’ degree of control over their responsibilities and choices, their perception of the app’s effectiveness in responding to their needs, and their capability to use mobile apps play a positive role in their willingness to adopt caregiving-related apps. Furthermore, care receivers’ vulnerability to unpredicted health changes and the severity of their health status indirectly affect their caregivers’ intentions to adopt such mobile apps. These findings offer important contributions to the field and have significant implications for developers, health care practitioners, and policy makers.
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Abstract

Background: In recent years, mobile-based interventions have received more attention as an alternative to on-site obesity management. Despite increased mobile interventions for obesity, there are lost opportunities to achieve better outcomes due to the lack of a predictive model using current existing longitudinal and cross-sectional health data. Noom (Noom Inc) is a mobile app that provides various lifestyle-related logs including food logging, exercise logging, and weight logging.

Objective: The aim of this study was to develop a weight change predictive model using an interpretable artificial intelligence algorithm for mobile-based interventions and to explore contributing factors to weight loss.

Methods: Lifelog mobile app (Noom) user data of individuals who used the weight loss program for 16 weeks in the United States were used to develop an interpretable recurrent neural network algorithm for weight prediction that considers both time-variant and time-fixed variables. From a total of 93,696 users in the coaching program, we excluded users who did not take part in the 16-week weight loss program or who were not overweight or obese or had not entered weight or meal records for the entire 16-week program. This interpretable model was trained and validated with 5-fold cross-validation (training set: 70%; testing: 30%) using the lifelog data. Mean absolute percentage error between actual weight loss and predicted weight was used to measure model performance. To better understand the behavior factors contributing to weight loss or gain, we calculated contribution coefficients in test sets.

Results: A total of 17,867 users’ data were included in the analysis. The overall mean absolute percentage error of the model was 3.50%, and the error of the model declined from 3.78% to 3.45% by the end of the program. The time-level attention weighting was shown to be equally distributed at 0.0625 each week, but this gradually decreased (from 0.0626 to 0.0624) as it approached 16 weeks. Factors such as usage pattern, weight input frequency, meal input adherence, exercise, and sharp decreases in weight trajectories had negative contribution coefficients of –0.021, –0.032, –0.015, and –0.066, respectively. For time-fixed variables, being male had a contribution coefficient of –0.091.

Conclusions: An interpretable algorithm, with both time-variant and time-fixed data, was used to precisely predict weight loss while preserving model transparency. This week-to-week prediction model is expected to improve weight loss and provide a global explanation of contributing factors, leading to better outcomes.

(JMIR Mhealth Uhealth 2021;9(3):e22183) doi:10.2196/22183
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Introduction

In the last 30 years, the prevalence of global obesity has increased [1]. The increasing prevalence has been observed in all countries, whether low-and-middle or high-income [2]. In the United States, the prevalence has increased in children as well as adults [3]. Because large populations with obesity are at risk of comorbid conditions, such as cardiovascular disease, gastrointestinal disorders, type 2 diabetes, and psychological issues that may increase the risk of mortality and affect their daily lives [4], this public health problem poses burdens from both an economic and health perspective [5].

As an alternative to conventional obesity management, which requires visiting medical institutions and medical staff, more attention has been given to smartphone-based interventions due to their accessibility (providing low-cost service to large populations anytime and anywhere) [6,7]. With the increase in obesity management using smartphones, a number of apps aimed toward obesity are being developed [8]. Many existing apps have collected patient-generated health data over time, including passive or active data. These data may help predict outcomes because they are from a heterogeneous population and can capture high-resolution information outside clinical settings [9-11]; however, the use of these data for weight loss prediction has not been sufficiently researched using an obesity management app.

To forecast medical outcomes such as weight loss, artificial intelligence (AI) has been adopted in the medical field [12-14]. Specifically, in AI modeling, recurrent neural networks (RNNs) have been used with longitudinal data [12,15,16]. Recently, to make RNNs transparent, more attention has been focused on explainable AI for critical safety applications in the medical field [17]. However, although time-fixed data such as demographic data, depend on each patient, and it is important in the medical field, no attempt has been made to use both serial and time-fixed data while preserving model transparency [16]. Within the same context that doctors apply while taking patient histories and monitoring consecutive laboratory examinations, it is necessary to use both types of medical data. From 2 types of data, explainable AI can act as an interpreter for the results or findings and translate them into a format that can easily be understood while maintaining performance for timely feedback in obesity management [18,19]. Furthermore, the explanation from this model is a prerequisite for new insight into patterns in obesity management.

In this study, we aimed to (1) develop a predictive model by utilizing both time-variant and time-fixed data for weight loss prediction in a mobile-based intervention using interpretable AI and (2) explore the factors affecting weight loss or gain based on app usage.

Methods

Mobile App

Noom (Noom Inc) is a mobile app that provides various lifestyle-related logs and is available for Android and Apple devices. The app provides interventions based on (1) food logging, (2) exercise logging, (3) weight logging, (4) in-app group activities, (5) article reading, and (6) communication with coaches through messaging [20]. Once users sign up and install the app, they are required to record their initial status information such as weight, BMI, and target weight. The coach encourages users to record their food intake, daily exercise, and weekly weight [20]. Furthermore, passive data, such as the number of steps taken, are automatically collected and saved in order to track users’ behaviors.

Study Design and Participants

We obtained anonymous and deidentified log data of Noom users in the United States from August 8, 2013 to August 8, 2019 for a retrospective study. This study adhered to the TRIPOD [21] statement on reporting predictive models.

From a total of 93,696 users in the coaching program, we excluded users who did not take part in the 16-week weight loss program. From this group, we ruled out users who had not entered weight or meal records for the entire 16-week program. Although the coach encouraged users to enter their meal and weight logging daily, those with incomplete records were considered users who did not successfully receive the intervention; moreover, we could not evaluate their outcomes in the model for weight loss at 16 weeks. We included users who had a target weight that was below the initial weight to exclude users with the purpose of weight gain. In addition, we excluded those whose height did not fall between 125 cm and 230 cm (n=19,129).

In users with a valid profile, we included only adult users (range: 18 to 65 years old) and excluded older adults over 65 years old and users under 18 years old. Furthermore, only overweight and obese users (BMI ≥25 kg/m² based on the definitions provided by the Center for Disease Control and Prevention [22]) were included in our prediction model to target users with a need for weight loss (n=67,301). Finally, we identified 17,867 eligible users with 16 weeks of weight records for analysis to evaluate the outcome, presented as predicted weight (Figure 1).
Development of a Weight Loss Prediction Model

We developed an interpretable RNN model by modifying the reverse time attention model (RETAIN) [16]. As the purpose of the RETAIN model is to predict the risk of cardiac disease using sequential data on categorical data such as diagnosis (International Statistical Classification of Diseases, Tenth Revision), we improved the model to (1) give leverage to continuous variables such as weight input frequency and time-fixed variables such as user profile and (2) convert this into a regression model for the prediction of weight after 16 weeks while preserving the linearity of the model for interpretability.

We modified the prediction model to (1) consider time-fixed variables by concatenating initial status as auxiliary inputs, (2) use continuous variables by removing the embedding layer, and (3) convert this into a regression model by not using the activation function for classification (Figure 2).
Assuming we have $N$ timeseries related to app usage with $i$ length, where $\square$ and $\square$ $k$ time-fixed variables where $\square$ and a target series $y$ of length $i$, where $y=y_1,\ldots,y_i$, and $\square$. By stacking $N$ timeseries, we define a multivariate input series $\square$ and contemporary multivariate input vector is denoted at time $i$ by $\square$. Given $X_i$ and $x^{(F)}$, we leverage 2 types of data for our model to predict contemporary target variables using deep learning $\square$, namely $\square$. The concatenation operation is denoted by $\square$ and element-wise multiplication is denoted by $\square$. $A_j$ is denoted by slice 1-dimensional tensor $A$ from first index to $ith$ index (Multimedia Appendix 1).

We attempted to predict the participant’s weight after a 16-week intervention using the output vector $y_i \in \{0, \infty\}$ by concatenating $c_i$ from time-variant data and $x^{(F)}$ and applying a linear transformation with $w$ weight vector, where $w \in \square$. This is expressed as follows:

\[
\text{where } c_i \text{ denotes the context vector } c_i \in \square \text{ and is the sum of the time-level variables } \square \text{ weighted by attention } \alpha_{jr}, \beta_j. \text{ Time-level attention weighting } \alpha_i \text{ is a scalar value that reflects the relative importance of the data at time } i, \text{ and it ranges from 0 to 1. } \beta_i \text{ is a vector with } N \text{ length that explains the importance of each value of } \square \text{ within } i \text{ time.}
\]

Consistent with RETAIN, interpretation of the weight prediction model involves getting the time-level attention weighting and variable-level attention weighting from each RNN $g_r, h_i [16]$. Therefore, the equation can be rewritten, and the contributions of the predicted value of the model can be calculated as follows:

\[
\text{Therefore, the contribution of the } N\text{th time-variant variable } \omega(\widehat{y}_n, x_m^{(F)}) \text{ and that of the } m\text{th time-fixed variable } \omega(\widehat{y}_n, x_m^{(F)}) \text{ can also be written as}
\]

\[
\text{where each contribution coefficient of the time-variant variable is } \square, \text{ and each contribution coefficient of the time-fixed variable is } \square.
\]

We subsequently generated 3 dimensions of time-variant variables based on app usage patterns (window, week, variables) to provide immediate feedback if users performed behaviors that infringed on weight loss from week to week, and to improve model performance, and for real-time prediction of future target value, we fixed all elements of $y$ as the weight at 16 weeks.

Furthermore, we leveraged information on the shape of the weight loss trend week to week. We used shape-based timeseries clustering on the weight logs; individuals’ weights were assigned into clusters at each time for real-time prediction. The weight loss trajectory can be labeled at each time point and can represent the historical shape of weight loss, not actual weight (kilograms) from the first week to each subsequent week. This trajectory does not require the outcome of the model. Therefore, the real-time model can leverage a user’s historical shape of weight loss at each time. To exclude the fact that weight (the outcome of the model) is directly used as a feature, we normalized each weight log by converting their means to 0, and the variance to 1. Then, we used the clustering number in the prediction process. Dynamic time warping was used to measure the distance between user weight loss trajectories; we used $k$-means clustering with this metric. We found $5$ to be the optimal number of clusters. For individuals, a weight loss cluster was assigned for each time. An example of weight loss is included in Multimedia Appendix 2.

**Model Evaluation With Cross-Validation Procedure**

The performance of the regression model was evaluated using the mean absolute percentage error (MAPE) [23]. MAPE was calculated for the entire intervention (from week 1 to week 16) to identify model accuracy. Furthermore, to evaluate the consistency of the model’s performance, 5-fold cross-validation (training set: 70% and validation set: 30%) was performed.

**Identification of Contribution Coefficients**

We identified the contribution coefficients by exploring the time-level attention weighting and variable-level attention weighting for a window of 16 weeks to ascertain the contributions of week 1 to week 16 in predicting weight. Furthermore, we explored the attention weighting of the predictive model by calculating the average of the attention weightings used for predicting weight in test data.

**Ethics**

The study was approved by the institutional review board at Advarra (CR00123125). The anonymous and deidentified nature of the retrospective log data made obtaining informed consent unnecessary.

**Results**

A total of 17,867 eligible users were included in this study. Their average age was 43.2 years (SD 10.8), and almost all users were female (16,460/17,867, 92.2%). The mean initial BMI was 33.7 kg/m$^2$, and users lost a mean of 4.6 kg (SD 4.8). Compared to their initial weight, a majority (5908/17,867 33.1%) of users lost 5% to 10% of their initial weight, followed by users who lost 2% to 5% of their initial weight (4894/17,867, 27.4%) (Table 1).
Table 1. Demographic characteristics of eligible users.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Eligible users (n=17,867)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.2 (10.8)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1397 (7.8)</td>
</tr>
<tr>
<td>Female</td>
<td>16,470 (92.2)</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>166.4 (7.5)</td>
</tr>
<tr>
<td>Initial weight (kg), mean (SD)</td>
<td>93.4 (17.8)</td>
</tr>
<tr>
<td>Initial BMI (kg/m$^2$), mean (SD)</td>
<td>33.7 (5.8)</td>
</tr>
<tr>
<td>Last weight (kg), mean (SD)</td>
<td>88.8 (17.3)</td>
</tr>
<tr>
<td>Weight loss$^a$ (kg), mean (SD)</td>
<td>4.6 (4.8)</td>
</tr>
<tr>
<td>Outcome, n (%)</td>
<td></td>
</tr>
<tr>
<td>Gained &gt;2%</td>
<td>693 (3.9)</td>
</tr>
<tr>
<td>Stable</td>
<td>4075 (22.8)</td>
</tr>
<tr>
<td>Loss of 2%-5%</td>
<td>4894 (27.4)</td>
</tr>
<tr>
<td>Loss of 5%-10%</td>
<td>5908 (33.1)</td>
</tr>
<tr>
<td>Loss of 10%-15%</td>
<td>1983 (11.1)</td>
</tr>
<tr>
<td>Loss &gt;15%</td>
<td>314 (1.8)</td>
</tr>
</tbody>
</table>

$^a$Weight loss = initial weight – final weight.

The overall MAPE of the model was 3.50%. One, 8, 14, and 16 weeks after the coaching program, the model MAPEs were 3.78%, 3.45%, 3.41%, and 3.45%, respectively. Furthermore, the results of cross-validation showed that the error rates of the predicted value decreased as coaching weeks went by in folds 2, 4, and 5 (Figure 3). However, in folds 1 and 3, the MAPE increased to 3.45%.

The overall time-level attention weightings showed that the weight per time was almost evenly distributed as 0.0625; however, the attention weightings gradually decreased over time toward the last week of the coaching program (Figure 4A). The variable level attention weightings of each variable remained at 1 or –1 consistently for 16 weeks; however, the cluster assignment for yo-yo trajectories started off as negative during the first 8 weeks, then became positive in the subsequent 8 weeks (Figure 4B). The time-variant weightings, including weight input frequency, meal input adherence, steps, exercise input, and a sharply decreased weight loss trajectory had negative contribution coefficients. Among them, the sharply decreased trajectory had the most negative contribution coefficient (–0.066), followed by the weight input frequency, meal input frequency, and exercise input frequency (–0.021, –0.0232, and –0.0155, respectively). The caloric intake per kilocalorie had a positive contribution coefficient (0.098). Among the trajectories, assignment into the yo-yo group had a negative contribution coefficient (–0.0059) in the first week, however, this became a positive coefficient after 8 weeks (Figure 5).
Figure 3. Mean absolute percentage error (MAPE) of model in each 5-fold cross-validation.

Figure 4. (A) Time-level attention $\alpha$ and (B) variable-level attention $\beta$ of each variable for the 16-week coaching program.
**Table 2.** Weightings for time-variant and time-fixed variables in matrix $w$.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Weightings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time-variant</strong></td>
<td></td>
</tr>
<tr>
<td>Weight input frequency (n/week)</td>
<td>−0.340</td>
</tr>
<tr>
<td>Meal input adherence (%/week)</td>
<td>−0.372</td>
</tr>
<tr>
<td>Exercise inputs frequency (n/week)</td>
<td>0.248</td>
</tr>
<tr>
<td>Calorie intake (kcal/per days)</td>
<td>−1.597</td>
</tr>
<tr>
<td>Steps (/1000 daily steps)</td>
<td>0.031</td>
</tr>
<tr>
<td>Alcohol drink (n/week)</td>
<td>−0.150</td>
</tr>
<tr>
<td>Over-calorie intake (n/week)</td>
<td>0.164</td>
</tr>
<tr>
<td><strong>Weight loss trajectories (if assigned)</strong></td>
<td></td>
</tr>
<tr>
<td>Sharp decrease</td>
<td>1.066</td>
</tr>
<tr>
<td>Moderate decrease</td>
<td>−0.188</td>
</tr>
<tr>
<td>Yo-yo</td>
<td>0.094</td>
</tr>
<tr>
<td>Increase</td>
<td>−0.422</td>
</tr>
<tr>
<td>Other</td>
<td>0.395</td>
</tr>
<tr>
<td><strong>Time-fixed</strong></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.160</td>
</tr>
<tr>
<td>Male</td>
<td>−0.091</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.002</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>0.013</td>
</tr>
<tr>
<td>Initial weight (kg)</td>
<td>0.935</td>
</tr>
<tr>
<td><strong>Obesity class (if assigned)</strong></td>
<td></td>
</tr>
<tr>
<td>Overweight</td>
<td>−0.085</td>
</tr>
<tr>
<td>Obese class I</td>
<td>0.084</td>
</tr>
<tr>
<td>Obese class II</td>
<td>0.072</td>
</tr>
<tr>
<td>Obese class III</td>
<td>0.097</td>
</tr>
</tbody>
</table>

**Figure 5.** Contribution coefficients for predicting weight change in each week for each variable.
**Discussion**

**Principal Results**

In this study, a transparent RNNs model was constructed utilizing both timeseries and time-fixed data for weight loss prediction after a mobile-based intervention targeting obesity. Currently, the explanation methods based on attention mechanisms are referred to as explaining individual predictions because attention can be generated in each person by providing a contributing role in prediction. However, our research first demonstrated the connection between individuals and a global pattern with homogenous length timeseries. Through the identification of time-level and variable-level attention weighting, we identified that weight, meal, and exercise inputs are important factors for weight loss in the context of mobile apps. Furthermore, the findings regarding time-level attention weighting may suggest that constant use of the app is important in mobile-based interventions. In individual profiles, we identified that being male and being overweight were relatively negative contributing factors to weight after the mobile program intervention.

In addition, this predictive model considered both time-variant variables, such as weekly adherence to the app, and time-fixed variables, such as the initial status of users to predict week-to-week weight change. Recently, interpretable RNN architecture has been proposed in machine learning areas [16,24-26]. However, the simple application of this architecture may be difficult in research problems involving classification or regression, such as those in medical fields where demographic information is important for prediction. To address this limitation, we modified the RETAIN model while preserving model transparency using conditional RNNs by adding auxiliary inputs such as basic patient information. Our results, which predicted weight based on interpretation of both demographic status and app usage patterns, showed how each variable was important in predicting weight change each week.

Finally, based on the lifelog data of approximately 17,000 users, we found that a deep learning model that takes advantage of the sequential nature of lifelog data was able to perform well in the general population. Research on models for weight loss prediction has been conducted in fields such as bariatrics or pharmacology on small populations; therefore, it is difficult to generalize the findings of these previous studies [12,27] to the general population. Since we used a general population for this study, these findings may be applied to a general and heterogeneous group.

**Interpretable Algorithm**

It is important for end-users such as the patient or clinician to interpret and understand the AI system because erroneous predictions are especially risky and expensive [28]. As black-box machine learning models are frequently employed due to the importance of prediction in critical contexts (such as within the medical field), the demand for transparency in AI, from end-users to research staff, is increasing [29,30]. This has led to a strong interest in explainable AI, which can provide details or reasons to make its functioning clear or easy to understand [17]. Explainable AI research to make RNNs transparent has been conducted [16,24-26]; however, it is difficult to directly adopt these algorithms for problems in medical fields without patient profiles because time-fixed variables have not been properly handled. Therefore, we modified the interpretable AI model to handle both types of data while preserving transparency, and our work can be a cornerstone of medical research in discovering new insights. In addition, contribution coefficients from the model can provide intuitive insight into why the model’s predicted values differed compared to actual data of users’ behaviors and weight change from week to week [16].

**Timely Feedback and Contributing Factors to Weight Loss**

We found that weighting was equally distributed each week with a value of 0.0625 (Figure 4); however, this indicated that the initial usage of the app was slightly more important than later usage (from 0.0626 to 0.0624). Given that time-level attention weighting is relative, and the sum of these is 1, the importance of each week is almost equivalent because the weight loss program continued for 16 weeks (0.0625 ≈ 1/16). Therefore, this implies that each week in the diet program is nearly equally important, but early usage is relatively more important. In addition, timely feedback may be important if a user behaves in a way that is detrimental to weight loss for a week. To address this, our model was developed to cover 3 types of sequence data (window, week, variables) to forecast changes from any week in the mobile program. Therefore, our model can provide timely feedback by predicting weight change from week to week.

Most of the variable-level attention weightings shown were either 1 or –1 (Figure 5). Each attention weighting needs to be understood to infer why the variable-level attention is represented as –1 or 1. The time-level attention weighting was always positive as it is derived from the softmax function, and the variable-level attention weighting ranged from –1 to 1 as it is derived from the hyperbolic tangent function, which is multiplied with the parameter $w$ in linear transformation; therefore, we inferred that variable-level attention represented the sign of weighting at each time step in the model. Instead, parameter $w$ in linear transformation seemed to represent the magnitude of weightings, and its values were constant regardless of the time step. Therefore, to at least understand both the magnitude and sign of the weightings (eg, regardless of the time step), variable-level attention weighting and $W$ should be multiplied together.

Weight and meal inputs core behavior components of self-monitoring showed results consistent with those of previous studies [31-33]. A previous study [34] that did not consider timeseries identified factors contributing to weight loss using multivariate and univariate regression consistent with our findings; overall weight, meal input, and exercise input had a significant correlation with weight loss [34]. Similarly, calories were also a contributing factor to weight gain [34]. In our study, the weight, meal, and exercise inputs had consistent contribution coefficients of $-0.021$, $-0.023$, and $-0.016$, respectively, while caloric intake had a contribution coefficient of 0.100; these were found using interpretable RNNs, though our model cannot provide the statistical significance of contribution coefficient.
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Furthermore, the yo-yo weight loss trajectory had a negative contribution coefficient of −0.006 for 8 weeks, then changed to a positive value of 0.06 at 8 weeks. To determine whether the weight loss trajectory is classified as a yo-yo or decreased pattern, the eighth week may be a critical week. In other words, to avoid a yo-yo trajectory, self-monitoring using the mobile app may be important especially for the initial 8 weeks. Meanwhile, because this model uses the historical shape of weight loss, there may be a concern that the model is weak because it indirectly learns the weight trajectory shape. Thus, we also conducted an experiment where the model without weight loss trajectories was retrained, and the result showed that the model maintained the robustness of performance (Multimedia Appendix 3). From the user’s weight entry, we derived and leveraged 2 variables—weight loss trajectory and weight input. In the real world, although coaches encourage users to enter their weight, there may be users without weight records. For users without any weight records, the accuracy and interpretation of the model’s prediction are limited. From the comparison between the model with and without weight loss trajectory as the feature (Multimedia Appendix 3), the trajectories may not be a high-contributing factor for predicting weight loss because the model compensates. Despite this, adding weight loss trajectory may provide a hint for early intervention with cluster assignment. For example, it is possible to coach the user by considering the user’s weight loss trajectory compared to the weight loss plateau or rebounding shape. Therefore, the selection of feature needs to be considered with the interpretability of each feature in mind.

Unexpectedly, drinking frequency and overall caloric intake did not make a consistent contribution to the model. This may be due to low retention, causing the number of drinks and overconsumption of calories not to be recorded because the records related to meal logs were not entered consistently within the 16 weeks.

When AI is used as a decision aid (eg, for a coach), an explanation can improve its trustworthiness [35]. For example, a coach (or another health provider) may highlight user’s behaviors that cause weight gain based on the interpretation of the model. Based on the feedback of intervention theory, feedback focused on the behavior task itself introduces the importance of timing in feedback delivery [36,37]. Also, a feedback strategy based on such a theory should be personalized and goal oriented. From this point of view, users may modify their behavior to increase weight loss based on the results of a real-time prediction and contribution factors, which improves their motivation [36,37].

Limitations

Our study has some inherent limitations due to its implementation of interpretable AI using lifelog data. The individuals included in this study had purchased a subscription to a weight loss program and were selected if they had weight records for 16 weeks. This may result in selection bias wherein the chosen individuals were those with high adherence or the intention to lose weight. However, given that most of the participants who used other weight loss apps were in their forties, and a high rate of users were female in previous studies, characteristics similar to those in our study, our study is able to show robust findings with respect to population group that uses these apps [20,38-42]. Furthermore, given that the average 30-day retention rate is 3.4% for health and fitness apps in the United States, and that some researchers have reported a 3% to 8% 30-day retention rate for mental health apps, this app has an inherently higher retention rate (completion of 16-week program) compared to peer health care apps [43-45].

Despite this, there is limited research on predictive models for weight change using lifelog data and identification of contributing factors to weight loss. These results can make up for the lack of evidence on the prediction of weight change in an electronically delivered intervention setting and contribute to better outcomes. Furthermore, the implementation of the model was based on a single mobile app for obesity management. Therefore, for more generalized evidence, research using lifelogs from various apps is needed.

Conclusion

In conclusion, we have demonstrated that an interpretable RNN can consider app usage behavior and the users’ demographic characteristics while maintaining model transparency.
Multimedia Appendix 3
Model performance from 5 cross-validations after retraining the model without trajectory features.

References


Abbreviations

AI: artificial intelligence
MAPE: mean absolute percentage error
RNN: recurrent neural network
RETAiN: reverse time attention model

©Ho Heon Kim, Youngin Kim, Yu Rang Park. Originally published in JMIR mHealth and uHealth (http://mhealth.jmir.org), 29.03.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR mHealth and uHealth, is properly cited. The complete bibliographic information, a link to the original publication on http://mhealth.jmir.org/, as well as this copyright and license information must be included.
A Screening Method Using Anomaly Detection on a Smartphone for Patients With Carpal Tunnel Syndrome: Diagnostic Case-Control Study

Takafumi Koyama, MD; Shusuke Sato, BEng; Madoka Toriumi, MEng; Takuro Watanabe, MEng; Akimoto Nimura, MD, PhD; Atsushi Okawa, MD, PhD; Yuta Sugiura, PhD; Koji Fujita, MD, PhD

Department of Orthopedic and Spinal Surgery, Graduate School of Medical and Dental Sciences, Tokyo Medical and Dental University, Tokyo, Japan
School of Science for Open and Environmental Systems, Graduate School of Science and Technology, Keio University, Kanagawa, Japan
Department of Functional Joint Anatomy, Graduate School of Medical and Dental Sciences, Tokyo Medical and Dental University, Tokyo, Japan

Corresponding Author:
Koji Fujita, MD, PhD
Department of Functional Joint Anatomy
Graduate School of Medical and Dental Sciences
Tokyo Medical and Dental University
1-5-45, Yushima, Bunkyo-ku
Tokyo, 1138519
Japan
Phone: 81 3 5803 5279
Email: fujiorth@tmd.ac.jp

Abstract
Background: Carpal tunnel syndrome (CTS) is a medical condition caused by compression of the median nerve in the carpal tunnel due to aging or overuse of the hand. The symptoms include numbness of the fingers and atrophy of the thenar muscle. Thenar atrophy recovers slowly postoperatively; therefore, early diagnosis and surgery are important. While physical examinations and nerve conduction studies are used to diagnose CTS, problems with the diagnostic ability and equipment, respectively, exist. Despite research on a CTS-screening app that uses a tablet and machine learning, problems with the usage rate of tablets and data collection for machine learning remain.

Objective: To make data collection for machine learning easier and more available, we developed a screening app for CTS using a smartphone and an anomaly detection algorithm, aiming to examine our system as a useful screening tool for CTS.

Methods: In total, 36 participants were recruited, comprising 36 hands with CTS and 27 hands without CTS. Participants controlled the character in our app using their thumbs. We recorded the position of the thumbs and time; generated screening models that classified CTS and non-CTS using anomaly detection and an autoencoder; and calculated the sensitivity, specificity, and area under the curve (AUC).

Results: Participants with and without CTS were classified with 94% sensitivity, 67% specificity, and an AUC of 0.86. When dividing the data by direction, the model with data in the same direction as the thumb opposition had the highest AUC of 0.99, 92% sensitivity, and 100% specificity.

Conclusions: Our app could reveal the difficulty of thumb opposition for patients with CTS and screen for CTS with high sensitivity and specificity. The app is highly accessible because of the use of smartphones and can be easily enhanced by anomaly detection.

(JMIR Mhealth Uhealth 2021;9(3):e26320) doi:10.2196/26320
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Carpal tunnel syndrome (CTS) is a medical condition caused by compression of the median nerve in the carpal tunnel due to aging or hand overuse [1]. Patients with CTS develop numbness from the thumb to the ring finger and, in severe cases, thenar muscle atrophy [2]. Because the symptoms impair thumb motions, CTS can impede everyday movements, such as holding a pen or chopsticks and handling buttons on clothes [3,4]. The prevalence of CTS is approximately 2% to 14%, and it affects more women than men [5,6]. Since most patients with CTS are aged 40 years or older [5,6] and the number of older people is increasing worldwide, the number of patients with CTS is expected to increase. Nonsurgical therapy, such as a wrist brace [7] or steroid injection into the carpal tunnel [8], is typically prescribed, but surgery is often necessary for severe symptoms [2]. Patients often delay seeking medical attention until the numbness worsens and thenar atrophy develops. The symptoms in severe cases recover slowly postoperatively [9,10]; therefore, early diagnosis of CTS and surgery before the symptoms worsen is important.

Physical findings, such as the Tinel sign or Phalen test, may be used; however, their sensitivity and specificity are not high [11,12]. Although a nerve conduction study (NCS) is considered useful for diagnosing CTS [13,14], the equipment is expensive and the process can be painful and long (up to an hour). In addition, a skilled technician must perform the detailed NCS [15]. Due to impaired access to NCSs, diagnosis is largely performed subjectively by doctors in clinics and small hospitals in which there are neither hand surgeons nor specialized equipment, contributing to delayed diagnosis.

In recent years, cameras and sensors in mobile devices have become smaller and more sophisticated and can now measure the state of the user. Various studies have been conducted on the use of mobile devices to acquire physical information and diagnose diseases [16-18]. Fujita et al [19] developed an app for screening CTS with an accuracy of 83% using a tablet and support vector machine, utilizing a machine learning technique. However, as patients with CTS are mainly aged 40 years and older and the rate of use of tablets in this age group is not high [20,21], the system may be difficult to introduce. Furthermore, the machine learning for the binary classification used in the aforementioned app needs 2 data sets, both from healthy controls and from patients. Large data sets are needed to enhance machine learning; however, these are difficult to collect due to the low prevalence of CTS.

To address these concerns, we developed a screening app for CTS using a smartphone and an anomaly detection algorithm [22] because the usage rate of smartphones is higher than that of tablets [20,21] and anomaly detection algorithms need only easily collected data sets of healthy controls. We aimed to examine whether our system was a useful screening tool for CTS.

Methods

Recruitment

This study was approved by the Institutional Review Board of Tokyo Medical and Dental University. Written informed consent was provided by all participants.

We recruited 21 preoperative patients (36 hands) with CTS at the Tokyo Medical and Dental University Hospital as the CTS group and 15 healthy volunteers (27 hands) at an osteopathic clinic as the non-CTS group from July 2018 to May 2019. Experienced hand surgeons diagnosed CTS based on symptoms, physical findings such as the Tinel sign and Phalen test, x-ray images of the hands, and NCSs measured by Neuropack X1 (Nihon Kohden). Patients were classified based on the Bland classification [23]. Patients with a history of other hand injury or surgery, recurrence after release surgery of the carpal tunnel, positive imaging findings indicative of first carpometacarpal or thumb metacarpophalangeal osteoarthritis (which could affect thumb motion), or suspicion of a disease of the cervical spine were excluded. In the non-CTS group, volunteers were excluded if they had a history of wrist, hand, or finger disease, injury, or surgery; finger numbness; thumb pain; or positive physical findings of CTS.

App Design

We used a Huawei P10 Lite (Huawei Technologies) phone and developed the app using Unity software (Unity Technologies). We also created a finger guide, which was attached to the back of the smartphone to fix the position of the fingers other than the thumb (Figure 1). The guide consisted of a component created with a 3D printer and 3 binding bands. The length of the binding band could be adjusted to adapt to the participant’s finger thickness.
Figure 1. A finger guide attached to the back of the smartphone to fix the position of the fingers other than the thumb.

In this app, the player controlled a rabbit character with their thumb and collected vegetables (carrots, radishes, or eggplants) that appeared on the screen (screen A in Figure 2). When vegetables were hidden by the thumb, broad markers that indicated the direction of the vegetable were also displayed. The vegetables appeared sequentially in 12 directions along a circle with a 2-cm radius in a random order (screens B and C in Figure 2). The vegetables appeared alternatively in one of 12 directions and at the center, and the user collected them in each direction and in the center in turn (Figure 3). If a vegetable was not collected within 5 seconds, it disappeared and then reappeared at another place. In the practice phase, vegetables appeared randomly in 4 directions. Subsequently, in the measurement phase, the game ended after 2 sequences of vegetable appearances in 12 directions. The participants played the game in the app twice. The position of the thumb and the time were recorded, and the average time, average velocity, and maximum velocity of the thumb movement for the 12 directions were calculated.

Figure 2. The images of the app. A rabbit character and vegetables were displayed in the green circle. Vegetables were located at the center or edge of the circle, and markers were also displayed when the vegetables were located at the edge (A). Vegetables appeared in 12 numbered directions, and the numbers were reversed depending on whether the player used the left (B) or right (C) hand.
**Figure 3.** The images of the app while playing the game. The player touched and controlled a rabbit character with the thumb of each hand to collect vegetables. Vegetables appeared in one of 12 directions (A). When each vegetable was collected, the next appeared alternately at the center of the circle (B) or in another direction (C).

**Statistical Analysis**

We used 2-tailed Student t tests to compare the age of participants, average time, average velocity, and maximum velocity of the thumb movement for the 12 directions between the non-CTS and CTS groups. Chi-square tests were used to compare sex, playing side of the hand, and hand dominance between the non-CTS and CTS groups. A P value below .05 was considered to indicate statistical significance.

To generate a screening model that classified participants as CTS and non-CTS, we analyzed data sets using anomaly detection and an autoencoder (AE) [24,25]. Anomaly detection is the process of identifying data that differ from the norm in a data set. It has the advantage that it can be learned from normal group data only. The AE is a type of neural network with a 3-layer structure consisting of input, hidden, and output layers (Figure 4). The transformation of the input layer to the hidden layer is the encoder, and the attempted reconstruction of the hidden layer to the output layer constitutes the decoder. The AE performs unsupervised learning and is trained to reconstruct the input patterns. By reducing the number of units in a hidden layer compared with the number of units in the input layer, it enables dimensional compression.

**Figure 4.** An image demonstrating how the autoencoder works. In our model, the input layer was 600 dimensions, the intermediate layer was 10 dimensions, and the output layer was 600 dimensions.

First, we calculated the distance to the center of the screen from the coordinate data and converted this into a value from 0 to 1. In our proposed model, the first lap was only played as practice for the participants to get used to the app, and only the second-lap data were used for the analysis. Next, a grayscale image was generated by arranging the pixel values with the vertical axis set as each direction and the horizontal axis set as time (Figure 5). The horizontal axis consisted of 5 seconds.
which is equal to 50 frames because the sampling rate was 10 Hz. Hence, the pixel count of the grayscale image was 600 pixels (12 directions × 50 frames). Finally, we validated the classification of non-CTS and CTS using the AE. For the AE, the 600 pixels of the grayscale image were used as the input layer, the intermediate layer was fixed at 10 dimensions, and the output layer was set to 600 dimensions (Figure 4).

Figure 5. Grayscale image generated by the pixel values with the vertical axis set as each direction and the horizontal axis set as time. The intensity of the pixel was defined by the distance between the thumb and the center; the greater the distance, the lighter the intensity. Pixels of the frames when the thumb reached the circumference (vegetables) were white, and all pixels to the right of the frames were set to be filled with black. The vertical axis was set as 12 directions and the horizontal axis was set at a fixed time (50 frames).

We used the data from 12 hands in the non-CTS group for the training of the AE and validated them with the data from the 36 hands in the CTS group and 15 hands in the non-CTS group that were not used for the training. The reconstruction error of the AE was calculated using the mean square error of the difference between the input and output. By training the AE on non-CTS data only, we could detect patients with CTS because the reconstruction error was smaller for non-CTS data and larger for CTS data. We generated a receiver operating characteristic (ROC) curve by adjusting the cutoff value of the mean square error and calculated the area under the curve (AUC). The optimal cutoff value was set at the point where the Youden index was at its maximum in the ROC curve. Furthermore, to investigate which directional movements contribute to the diagnosis of CTS, we also generated modified screening models that classified CTS and non-CTS using data from only 4 consecutive directions of the 12 directions and calculated the AUC in the same way as above.

Results
The characteristics of the participants are summarized in Table 1. There was no significant difference between the groups in terms of age, sex, or side of the playing hand.
Table 1. Characteristics of participants in the CTS and non-CTS groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Non-CTS</th>
<th>CTS</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, n</td>
<td>15</td>
<td>21</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>63.5 (17.6)</td>
<td>64.3 (12.2)</td>
<td>.87</td>
</tr>
<tr>
<td>Sex (female), n</td>
<td>12</td>
<td>16</td>
<td>.63</td>
</tr>
<tr>
<td>Hand dominance (right), n</td>
<td>15</td>
<td>21</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Hands, n</td>
<td>27</td>
<td>36</td>
<td>N/A</td>
</tr>
<tr>
<td>Side (right), n</td>
<td>15</td>
<td>17</td>
<td>.69</td>
</tr>
<tr>
<td>Bland classification, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grade 1</td>
<td>N/A</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Grade 2</td>
<td>N/A</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Grade 3</td>
<td>N/A</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Grade 4</td>
<td>N/A</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Grade 5</td>
<td>N/A</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Grade 6</td>
<td>N/A</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

aCTS: carpal tunnel syndrome.
bN/A: not applicable.

Figure 6 shows the average time taken to collect vegetables and the average and maximum velocities in each direction. Compared with healthy people, the patients took significantly longer to collect the vegetable in directions 6 to 9, and both the average and maximum velocities of the patients were significantly slower in all directions.

Figure 6. Representation of the average time taken to collect vegetables (A) and the average (B) and maximum (C) velocities in each direction.

The results of the screening model are shown in Table 2. The participants with and without CTS were classified with 94% sensitivity and 67% specificity. The ROC curve of the classification model is shown in Figure 7; the AUC was 0.86.

Table 2. The result of the screening model. People with and without CTS were classified with 94% sensitivity and 67% specificity.

<table>
<thead>
<tr>
<th>True label</th>
<th>Predicted label, n</th>
<th>Non-CTS</th>
<th>CTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-CTS</td>
<td>10</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>CTS</td>
<td>2</td>
<td>34</td>
<td></td>
</tr>
</tbody>
</table>

aCTS: carpal tunnel syndrome.
The results of the modified screening models are shown in Table 3. The model using data from directions 8 to 11 had the highest AUC of 0.99 and could classify patients as CTS and non-CTS with 92% sensitivity and 100% specificity.

**Table 3.** The index of the modified screening models.

<table>
<thead>
<tr>
<th>Direction&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Sensitivity, %</th>
<th>Specificity, %</th>
<th>AUC&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-4</td>
<td>78</td>
<td>73</td>
<td>0.85</td>
</tr>
<tr>
<td>2-5</td>
<td>89</td>
<td>93</td>
<td>0.96</td>
</tr>
<tr>
<td>3-6</td>
<td>83</td>
<td>80</td>
<td>0.87</td>
</tr>
<tr>
<td>4-7</td>
<td>100</td>
<td>87</td>
<td>0.92</td>
</tr>
<tr>
<td>5-8</td>
<td>94</td>
<td>73</td>
<td>0.86</td>
</tr>
<tr>
<td>6-9</td>
<td>89</td>
<td>80</td>
<td>0.86</td>
</tr>
<tr>
<td>7-10</td>
<td>86</td>
<td>87</td>
<td>0.92</td>
</tr>
<tr>
<td>8-11</td>
<td>92</td>
<td>100</td>
<td>0.99</td>
</tr>
<tr>
<td>9-12</td>
<td>92</td>
<td>100</td>
<td>0.98</td>
</tr>
<tr>
<td>10-1</td>
<td>92</td>
<td>87</td>
<td>0.94</td>
</tr>
<tr>
<td>11-2</td>
<td>92</td>
<td>80</td>
<td>0.86</td>
</tr>
<tr>
<td>12-3</td>
<td>73</td>
<td>73</td>
<td>0.79</td>
</tr>
</tbody>
</table>

<sup>a</sup>Directions are based on screens B and C of Figure 2.

<sup>b</sup>AUC: area under the curve.

**Discussion**

**Principal Results**

In this study, we developed a smartphone app with a high ability to screen for CTS. The app could diagnose CTS with 94% sensitivity and 67% specificity and was almost equal to a tablet app in a previous study, which diagnosed CTS with 93% sensitivity and 73% specificity [19]. The result was also as good as physical examinations; the Tinel sign showed 23% to 60% sensitivity and 64% to 87% specificity, and the Phalen test showed 51% to 91% sensitivity and 33% to 86% specificity in previous studies [11,12]. As we could obtain the same diagnostic ability as physical examinations without a direct medical examination, the app would be useful for screening for CTS in telemedicine in the circumstances of COVID-19.

In the modified screening models, the model using data from directions 8 to 11 had the highest AUC of 0.99 and could diagnose CTS with 92% sensitivity and 100% specificity; this was better than the screening model that used data in all directions. This result suggests that thumb movement from...
directions 8 to 11 is different between the CTS and non-CTS groups, contributing to the diagnosis of CTS. Reaching directions 8 to 11 requires a movement similar to thumb opposition, as in screen B of Figure 3, a movement that is impaired in people with CTS [3]. This difficulty with thumb opposition was apparent when using our system.

We used a similar app as in the previous study [19] but with 2 novel aspects. First, our system used a smartphone instead of a tablet. The usage rate of smartphones in Japan is approximately 80% in people aged 40 years or older, higher than that of tablets (40%) [21]. Since we intend to use this app as a screening tool for CTS, it should be accessible to many people. Therefore, it is important to use common equipment. Smartphones have been used in many medical studies because of their utility and universality [16]. Second, our system used anomaly detection algorithms (instead of a binary classification), which have been studied extensively in the detection of system failures in infrastructure and factories, malware detection, and computer vision [22]. Anomaly detection algorithms are also used in medicine, such as medical images [25,26], electrocardiograms [27], and remote medicine [28,29]. Although classification techniques are the most common approaches to anomaly detection, data sets often lack sufficient labeled anomalies. In such cases, unsupervised anomaly detection using statistical and machine learning is more promising. The binary classification used in the previous study requires 2 data sets, one from healthy people and one from patients. In contrast, anomaly detection algorithms require only data sets of healthy people. In general, large data sets are required to enhance machine learning. If our app is used widely, it will be easier to collect data sets from healthy people than patients with CTS. Thus, our system can be enhanced easily in the future.

Limitations
This study has some limitations. First, the varied sizes of the participants’ hands were not considered. Healthy people with small hands who struggled to reach each direction may have been misdiagnosed with CTS. Second, because smartphone sizes vary, the level of difficulty depends on the model. Therefore, it is desirable to adjust the size of the circle in the game before playing according to the size of each participant's fingers and the smartphone. Third, we used an inexpensive finger guide on the back of the smartphone to fix the hand. If special equipment is required, few people will be able to use our system. It would be better to use readily available equipment, such as fall prevention devices for smartphones, instead. Fourth, while we obtained good results in this study, there is still room for further improvement in machine learning. In order to take advantage of anomaly detection, it is desirable to collect more samples. Finally, our system diagnosed only the presence of CTS. In future work, we will improve our system by collecting more data sets to enable estimation of the severity of CTS.

Conclusions
We developed an app for screening patients with CTS that revealed the difficulty of thumb opposition for patients with CTS and could screen for CTS with high sensitivity and specificity. The app can be used by many people because it is smartphone based, and the machine learning is easy to enhance using anomaly detection. In future work, we will enhance our system by collecting more data sets to enable estimation of the severity of CTS.
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Abstract

Background: Low back pain (LBP) is a frequent reason for emergency department (ED) presentations, with a global prevalence of 4.4%. Despite being common, the number of clinical trials investigating LBP in the ED is low. Recruitment of patients in EDs can be challenging because of the fast-paced and demanding ED environment.

Objective: The aim of this study is to describe the recruitment and response rates using an SMS text messaging and web-based survey system supplemented by telephone calls to recruit patients with LBP and collect health outcomes in the ED.

Methods: An automated SMS text messaging system was integrated into Research Electronic Data Capture and used to collect patient-reported outcomes for an implementation trial in Sydney, Australia. We invited patients with nonserious LBP who presented to participating EDs at 1, 2, and 4 weeks after ED discharge. Patients who did not respond to the initial SMS text message invitation were sent a reminder SMS text message or contacted via telephone. The recruitment rate was measured as the proportion of patients who agreed to participate, and the response rate was measured as the proportion of participants completing the follow-up surveys at weeks 2 and 4. Regression analyses were used to explore factors associated with response rates.

Results: In total, 807 patients with nonserious LBP were invited to participate and 425 (53.0%) agreed to participate. The week 1 survey was completed by 51.5% (416/807) of participants. At week 2, the response rate was 86.5% (360/416), and at week 4, it was 84.4% (351/416). Overall, 60% of the surveys were completed via SMS text messaging and on the web and 40% were completed via telephone. Younger participants and those from less socioeconomically disadvantaged areas were more likely to respond to the survey via the SMS text messaging and web-based system.

Conclusions: Using an SMS text messaging and web-based survey system supplemented by telephone calls is a viable method for recruiting patients with LBP and collecting health outcomes in the ED. This hybrid system could potentially reduce the costs of using traditional recruitment and data collection methods (eg, face-to-face, telephone calls only).

International Registered Report Identifier (IRRID): RR2-10.1136/bmjopen-2017-019052

(JMIR Mhealth Uhealth 2021;9(3):e22732) doi:10.2196/22732
Introduction

Background

Low back pain (LBP) is a frequent reason for emergency department (ED) presentations, with a global prevalence of 4.4% [1]. This places LBP in the top 10 presenting complaints in the ED [2], as a broad spectrum of illnesses and injuries are seen in this setting. For comparison, the most common reason for visits to EDs (injuries and adverse effects) has a prevalence of 18% and the second most common reason (cough, upper respiratory symptoms, or ears/nose/throat symptoms) has a prevalence of 9% [3].

Despite being common, the number of clinical trials investigating LBP in emergency settings is surprisingly low [4]. One possible reason is the challenge in recruiting and collecting patient-reported outcomes in such a busy environment—EDs are often overcrowded, patients might present after hours, emergency clinicians do not have sufficient time, and there is a lack of administrative and structural support for research [5]. Employing effective and efficient methods for recruiting study participants and collecting data is crucial for optimizing research in this setting.

Mobile phones and internet-based technologies have been widely used to recruit and collect data for clinical trials in recent times [6,7]. Advantages regarding accessibility such as being low cost and time efficient and providing access to hard-to-reach populations make this method appealing for research [8]. There is also evidence showing that data collected via mobile phones and internet-based technologies are reliable, valid, and feasible [9,10]. For example, the use of mobile phone services, such as SMS text messaging, has been tested for data collection in LBP research in primary care, showing high response rates [11]. However, little is known about the use of SMS text messaging in combination with a web-based survey system to recruit participants and collect health outcomes in ED settings.

Objectives

To explore the use of contemporary, low-cost, and more efficient options for conducting clinical research in EDs, we investigated the recruitment and response rates when using an SMS text messaging and web-based survey system, supplemented by telephone interviews, within a stepped-wedge randomized controlled trial [12]. The primary aim of this study is to investigate the recruitment and response rates after an ED presentation for LBP. As previous research has suggested that participants’ characteristics, such as age, sex, and socioeconomic status, can significantly influence response rates [13], we also aim to investigate whether these factors influenced response rates in the ED setting.

Methods

Design

This is an observational study nested within a stepped-wedge cluster randomized controlled trial that evaluated the implementation of an evidence-based model of care for LBP in four public hospital EDs. The protocol for the Sydney Health Partners Emergency Department (SHaPED) trial has been published elsewhere [12]. The study design, procedures, and informed consent were approved by the Human Research Committees of the Sydney Local Health District (Royal Prince Alfred Hospital zone, protocol number X17-0043).

Participants

Participants were recruited between July and December 2018 from the EDs of four public hospitals in New South Wales (NSW), Australia: Concord Repatriation General Hospital, Royal Prince Alfred (RPA) Hospital, Canterbury Hospital, and Dubbo Base Hospital. Eligible patients were identified using discharge diagnosis codes from the Systematized Nomenclature of Medicine—Clinical Terms—Australian version, Emergency Department Reference Set [14] (Multimedia Appendix 1). Only patients presenting to the EDs with nonserious forms of LBP (nonspecific LBP, sciatica, and lumbar spinal stenosis) and with a mobile phone number recorded in the medical records were invited to participate. Representations to the ED within 48 hours or LBP related to serious spinal pathologies, such as lumbar fracture, infection, malignancy, or cauda equina syndrome, were excluded.

Recruitment

Upon discharge from the ED, eligible patients were informed about the study by clinical staff and/or received a flyer with information about a text message invitation and web-based survey. This method was used to ensure that the patients were aware of the survey before receiving the SMS text message invitation. Then, local clinical staff obtained patients’ information (ie, name, mobile number, and postcode) from the hospital’s electronic medical records. Patients’ information was inserted into a secure web app (Research Electronic Data Capture [REDCap]) by research staff.

An automated SMS text messaging system (Twilio Inc) was integrated into REDCap and used to schedule SMS text message invitations. We used an opt-out approach to ensure that there was no pressure or coercion on patients to consent to participate in the survey. Seven days after the ED visit at 12:30 PM, an SMS text message was sent to eligible patients with an invitation or opt out by replying NO and would no longer be contacted. REDCap was scheduled to send an SMS text message...
Response rates were measured as the proportion of included patients to the web-based participant information statement and consent information. At this point, potential participants could decline to participate and would no longer be contacted. Those who agreed to participate were referred to a brief self-reported web-based survey aimed at collecting patient-reported outcomes (Multimedia Appendix 2). Completion of the web-based survey indicated consent to participate in the survey. The survey was not anonymous, and patients did not receive any financial remuneration for responding to it.

For those who agreed to participate and completed the week 1 survey, 2 follow-up surveys were sent at 2 and 4 weeks after ED presentation. Initially, we scheduled reminder messages to be sent 3 times (on consecutive days) for each data collection wave if the survey had not been completed or the patient had not opted out of the study. Therefore, each participant had up to 4 opportunities to respond to the web-based survey directly on their smartphone. Halfway through the study, we changed the scheduling system to one reminder only, as suggested by our Human Research Ethics Committee, to avoid patients becoming overwhelmed by the number of text message invitations. To maximize the response rate, participants who did not respond to the final reminder message were contacted verbally via telephone. Not completing the week 2 survey, either on the web or via telephone, did not preclude participants from completing the week 4 survey. The research staff followed a script approved by the Human Research Ethics Committee to conduct the telephone survey.

Predictors and Outcomes

In this study, we investigated recruitment and response rates as outcomes. Patients’ responses to 3 surveys (ie, at 1, 2, and 4 weeks after discharge) were classified as yes (survey completed) or no (survey not completed or the patient opted out of the study). We also classified (yes/no) whether responses occurred at the initial SMS text message invitation, after reminder messages, or during telephone calls. Recruitment rates were measured as the proportion of eligible patients consenting to participate upon first SMS text message invitation, after a reminder SMS text message, or during telephone calls (yes/no). Response rates were measured as the proportion of included participants completing the follow-up surveys at weeks 2 and 4 via initial SMS text message invitation, reminder SMS text message, or telephone calls (yes/no).

We had limited access to patient’s information and extracted the following putative predictors from the hospital’s electronic medical records: age, sex, and postcode. The Australian Bureau of Statistics’ Socio-Economic Indexes for Areas (SEIFA) 2016 [15] was used to classify patients’ socioeconomic status based on their postcode of residence. SEIFA was reported as deciles, with the lowest decile designating areas with the greatest socioeconomic disadvantage.

Analyses

Descriptive analyses were used to report recruitment and response rates (via initial SMS text message, reminder SMS text message, or telephone calls) for all participants and grouped by recruitment site, age, sex, and socioeconomic status. Recruitment and response rates were also calculated for each month during the 6-month trial period. A multiple logistic regression model was used to evaluate whether age, sex, and socioeconomic status (SEIFA deciles) were predictors of whether a participant responded to the survey on the web or via telephone calls. In contrast to the other 3 metropolitan Sydney sites included in the parent study, Dubbo Base Hospital is located in a rural area of NSW. Thus, we decided to analyze whether there were any differences in recruitment or response rates between the metropolitan and rural EDs. All data analyses were conducted using STATA (version 14.0, STATA Corporation).

Results

Recruitment Rate

Data were collected between July and December 2018. In total, 807 eligible patients with nonserious LBP were invited to participate and 425 (53.0%) agreed to participate. After 9 participants dropped out without reasons, 51.5% (416/807) entered the study and completed the week 1 survey. At week 2, 86.5% (360/416) participants completed the follow-up survey, and at week 4, 84.4% (351/416) completed the survey (Figure 1). The highest recruitment rates were in females (212/392, 54.1%), at Concord Hospital (113/195, 57.9%), among people aged 40 to 69 years (83/141, 58.9% - 68/109, 62.4%), and from people living in the least socioeconomic disadvantaged areas (61/107, 57.0% - 35/58, 60.3%—SEIFA deciles 8, 9, and 10; Table 1). Overall, 59.6% (248/416) of participants were recruited via SMS text messaging alone (including the reminder SMS text message) and 40.4% (168/416) agreed to participate via telephone calls.
Figure 1. Study flowchart.

807 eligible patients invited to participate

392 excluded
- 128 declined online
- 264 could not be contacted

425 eligible patients agreed to participate

9 dropped out after consent without reasons

416 participants completed week-1 survey and were included in the study

360 participants completed week-2 survey

56 did not respond
- 7 declined to answer
- 49 could not be contacted

351 participants completed week-4 survey

65 did not respond
- 8 declined to answer
- 57 could not be contacted
Table 1. Recruitment rates by response method, grouped by recruitment site, age, sex, and socioeconomic status (N=807).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Invited to participate</th>
<th>Recruited via initial SMS text message</th>
<th>Recruited via reminder SMS text message</th>
<th>Recruited via telephone calls</th>
<th>Total recruited participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant, n (%)</td>
<td>807 (100)</td>
<td>138 (17.1)</td>
<td>110 (13.6)</td>
<td>168 (20.8)</td>
<td>416 (51.5)</td>
</tr>
<tr>
<td>Recruitment site, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RPAa</td>
<td>292 (36.1)</td>
<td>70 (23.9)</td>
<td>42 (14.4)</td>
<td>46 (15.8)</td>
<td>158 (19.7)</td>
</tr>
<tr>
<td>Canterbury</td>
<td>196 (24.3)</td>
<td>24 (12.2)</td>
<td>24 (12.2)</td>
<td>47 (23.9)</td>
<td>95 (11.8)</td>
</tr>
<tr>
<td>Concord</td>
<td>195 (24.2)</td>
<td>35 (17.9)</td>
<td>27 (13.8)</td>
<td>51 (26.2)</td>
<td>113 (13.7)</td>
</tr>
<tr>
<td>Dubbo</td>
<td>124 (15.4)</td>
<td>9 (7.3)</td>
<td>17 (13.6)</td>
<td>24 (19.2)</td>
<td>50 (6.2)</td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>123 (15.2)</td>
<td>14 (11.4)</td>
<td>17 (13.8)</td>
<td>18 (14.6)</td>
<td>49 (19.6)</td>
</tr>
<tr>
<td>30-39</td>
<td>158 (19.6)</td>
<td>29 (18.3)</td>
<td>19 (12.0)</td>
<td>28 (17.7)</td>
<td>76 (24.1)</td>
</tr>
<tr>
<td>40-49</td>
<td>141 (17.5)</td>
<td>26 (18.4)</td>
<td>27 (19.1)</td>
<td>30 (21.3)</td>
<td>83 (26.9)</td>
</tr>
<tr>
<td>50-59</td>
<td>134 (16.6)</td>
<td>27 (20.1)</td>
<td>22 (16.4)</td>
<td>30 (22.4)</td>
<td>79 (25.9)</td>
</tr>
<tr>
<td>60-69</td>
<td>109 (13.5)</td>
<td>26 (23.8)</td>
<td>10 (9.2)</td>
<td>32 (29.4)</td>
<td>68 (21.5)</td>
</tr>
<tr>
<td>70-79</td>
<td>84 (10.4)</td>
<td>11 (13.1)</td>
<td>6 (7.1)</td>
<td>21 (25.0)</td>
<td>38 (12.4)</td>
</tr>
<tr>
<td>80+</td>
<td>57 (7.1)</td>
<td>5 (8.8)</td>
<td>9 (15.8)</td>
<td>9 (15.8)</td>
<td>23 (7.8)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>392 (48.6)</td>
<td>72 (18.4)</td>
<td>62 (15.8)</td>
<td>78 (19.9)</td>
<td>212 (51.4)</td>
</tr>
<tr>
<td>Male</td>
<td>415 (51.4)</td>
<td>66 (15.9)</td>
<td>48 (11.6)</td>
<td>90 (21.7)</td>
<td>204 (48.6)</td>
</tr>
<tr>
<td>Socioeconomic status (SEIFAb deciles), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1c</td>
<td>41 (5.1)</td>
<td>9 (21.9)</td>
<td>3 (7.3)</td>
<td>7 (17.1)</td>
<td>19 (46.3)</td>
</tr>
<tr>
<td>2</td>
<td>39 (4.8)</td>
<td>5 (12.8)</td>
<td>6 (15.4)</td>
<td>10 (25.6)</td>
<td>21 (53.8)</td>
</tr>
<tr>
<td>3</td>
<td>79 (9.8)</td>
<td>8 (10.1)</td>
<td>11 (13.9)</td>
<td>22 (27.8)</td>
<td>41 (51.9)</td>
</tr>
<tr>
<td>4</td>
<td>124 (15.4)</td>
<td>12 (9.7)</td>
<td>16 (12.9)</td>
<td>23 (18.5)</td>
<td>51 (41.1)</td>
</tr>
<tr>
<td>5</td>
<td>4 (0.5)</td>
<td>0 (0.0)</td>
<td>2 (50.0)</td>
<td>0 (0.0)</td>
<td>2 (50.0)</td>
</tr>
<tr>
<td>6</td>
<td>68 (8.4)</td>
<td>13 (19.1)</td>
<td>10 (14.7)</td>
<td>10 (14.7)</td>
<td>33 (48.5)</td>
</tr>
<tr>
<td>7</td>
<td>81 (10.0)</td>
<td>11 (13.5)</td>
<td>10 (12.3)</td>
<td>18 (22.2)</td>
<td>39 (48.1)</td>
</tr>
<tr>
<td>8</td>
<td>58 (7.2)</td>
<td>13 (22.4)</td>
<td>10 (17.2)</td>
<td>12 (20.7)</td>
<td>35 (60.3)</td>
</tr>
<tr>
<td>9</td>
<td>107 (13.3)</td>
<td>24 (22.4)</td>
<td>13 (12.1)</td>
<td>24 (22.4)</td>
<td>61 (57.0)</td>
</tr>
<tr>
<td>10</td>
<td>206 (25.5)</td>
<td>43 (20.9)</td>
<td>29 (14.1)</td>
<td>42 (20.4)</td>
<td>114 (55.3)</td>
</tr>
</tbody>
</table>

aRPA: Royal Prince Alfred.
bSEIFA: Socio-Economic Indexes for Areas.
cDecile 1 contains the most disadvantaged areas.

Response Rate

Table 2 shows the characteristics of the study participants (n=416) and the response rates at weeks 2 and 4. Participants’ mean age was 50.0 years (SD 17.1), 51% were female, most participants (38%) presented at the RPA Hospital ED, and half (50%) were from the least socioeconomic disadvantaged areas (SEIFA deciles 8, 9, and 10). The highest response rates at week 2 were at RPA Hospital (90%), among people aged 50 to 59 years (96%), females (87%), and those from the least socioeconomic disadvantaged areas (SEIFA deciles 8 [100%] and 10 [93%]). In contrast, response rates at week 4 were higher among older people (aged ≥80 years, 96%) and males (88%); however, similar rates were found in the other categories.
Table 2. Participants’ characteristics and response rates at weeks 2 and 4, grouped by recruitment site, age, sex, and socioeconomic status (n=416).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total (^a)</th>
<th>Responded at week 2 (^b)</th>
<th>Responded at week 4 (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant, n (%)</td>
<td>416 (100)</td>
<td>360 (86.5)</td>
<td>351 (84.4)</td>
</tr>
<tr>
<td>Recruitment site, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RPA(^c)</td>
<td>158 (38.0)</td>
<td>142 (89.9)</td>
<td>142 (89.9)</td>
</tr>
<tr>
<td>Canterbury</td>
<td>95 (22.8)</td>
<td>80 (84.2)</td>
<td>76 (80.0)</td>
</tr>
<tr>
<td>Concord</td>
<td>113 (27.2)</td>
<td>96 (85.0)</td>
<td>88 (77.9)</td>
</tr>
<tr>
<td>Dubbo</td>
<td>50 (12.0)</td>
<td>42 (84.0)</td>
<td>45 (90.0)</td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>49 (11.7)</td>
<td>35 (71.4)</td>
<td>33 (67.3)</td>
</tr>
<tr>
<td>30-39</td>
<td>76 (18.3)</td>
<td>64 (84.2)</td>
<td>62 (81.6)</td>
</tr>
<tr>
<td>40-49</td>
<td>83 (19.9)</td>
<td>69 (83.1)</td>
<td>68 (81.9)</td>
</tr>
<tr>
<td>50-59</td>
<td>79 (19.0)</td>
<td>76 (96.2)</td>
<td>71 (89.9)</td>
</tr>
<tr>
<td>60-69</td>
<td>68 (16.4)</td>
<td>61 (89.7)</td>
<td>63 (92.6)</td>
</tr>
<tr>
<td>70-79</td>
<td>38 (9.1)</td>
<td>34 (89.5)</td>
<td>32 (84.2)</td>
</tr>
<tr>
<td>80+</td>
<td>23 (5.6)</td>
<td>21 (91.3)</td>
<td>22 (95.6)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>212 (51.0)</td>
<td>185 (87.3)</td>
<td>171 (80.7)</td>
</tr>
<tr>
<td>Male</td>
<td>204 (49.0)</td>
<td>175 (85.8)</td>
<td>180 (88.2)</td>
</tr>
<tr>
<td>Socioeconomic status (SEIFA(^d) deciles), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1(^e)</td>
<td>19 (4.6)</td>
<td>17 (89.5)</td>
<td>14 (73.7)</td>
</tr>
<tr>
<td>2</td>
<td>21 (5.0)</td>
<td>17 (80.9)</td>
<td>18 (85.7)</td>
</tr>
<tr>
<td>3</td>
<td>41 (9.9)</td>
<td>34 (82.9)</td>
<td>34 (82.9)</td>
</tr>
<tr>
<td>4</td>
<td>51 (12.3)</td>
<td>42 (82.3)</td>
<td>44 (86.2)</td>
</tr>
<tr>
<td>5</td>
<td>2 (0.5)</td>
<td>1 (50.0)</td>
<td>1 (50.0)</td>
</tr>
<tr>
<td>6</td>
<td>33 (7.9)</td>
<td>30 (90.9)</td>
<td>28 (84.8)</td>
</tr>
<tr>
<td>7</td>
<td>39 (9.4)</td>
<td>33 (84.6)</td>
<td>31 (79.5)</td>
</tr>
<tr>
<td>8</td>
<td>35 (8.4)</td>
<td>35 (100.0)</td>
<td>34 (97.1)</td>
</tr>
<tr>
<td>9</td>
<td>61 (14.5)</td>
<td>45 (73.8)</td>
<td>51 (83.6)</td>
</tr>
<tr>
<td>10</td>
<td>114 (27.4)</td>
<td>106 (93.0)</td>
<td>96 (84.2)</td>
</tr>
</tbody>
</table>

\(^a\)Study sample characteristics at baseline. Percentages correspond to the number of participants in each group divided by the total number of participants.

\(^b\)Response rates at weeks 2 and 4 grouped by recruitment site, age, sex, and socioeconomic status.

\(^c\)RPA: Royal Prince Alfred.

\(^d\)SEIFA: Socio-Economic Indexes for Areas.

\(^e\)Decile 1 contains the most disadvantaged areas.

Recruitment and Response Rates by Response Method

Table 3 shows recruitment and response rates by each study period and method of response (SMS text messaging and web-based system or telephone calls). Overall, recruitment rates varied during the study from 43% (December 2018) to 61% (September 2018). Response rates via the SMS text messaging and web-based system decreased over time (from 73% to 51%), whereas those via telephone calls increased from 27% to 49% during the study period. The results of a multiple logistic regression model presented in Table 4 show that web-based responses were significantly higher in those who were younger (odds ratio [OR] 0.99, 95% CI 0.97-0.99; \(P=.02\)) and those in less socioeconomic disadvantaged areas (OR 1.08, 95% CI 1.00-1.16; \(P=.03\)).
Table 3. Recruitment and response rates by response method, grouped by study period.

<table>
<thead>
<tr>
<th>Study period (month)</th>
<th>Invited to participate, n</th>
<th>Recruited participants, n (%)</th>
<th>Responded via SMS text message (initial and reminder), n (%)</th>
<th>Responded via telephone, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>July 2018</td>
<td>147</td>
<td>70 (47.6)</td>
<td>51 (72.9)</td>
<td>19 (27.1)</td>
</tr>
<tr>
<td>August 2018</td>
<td>146</td>
<td>74 (50.7)</td>
<td>56 (75.7)</td>
<td>18 (24.3)</td>
</tr>
<tr>
<td>September 2018</td>
<td>116</td>
<td>71 (61.2)</td>
<td>35 (49.3)</td>
<td>36 (50.7)</td>
</tr>
<tr>
<td>October 2018</td>
<td>154</td>
<td>82 (53.2)</td>
<td>45 (54.9)</td>
<td>37 (45.1)</td>
</tr>
<tr>
<td>November 2018</td>
<td>157</td>
<td>82 (52.2)</td>
<td>42 (51.2)</td>
<td>40 (48.8)</td>
</tr>
<tr>
<td>December 2018</td>
<td>87</td>
<td>37 (42.5)</td>
<td>19 (51.4)</td>
<td>18 (48.6)</td>
</tr>
<tr>
<td>Total</td>
<td>807</td>
<td>416 (51.5)</td>
<td>248 (59.6)</td>
<td>168 (40.4)</td>
</tr>
</tbody>
</table>

aPercentages based on the number of people invited to participate in the study.
bPercentages based on the number of people included in the study.

Table 4. Associations of age, sex, and socioeconomic status with response method (SMS text messaging and web-based or telephone).

<table>
<thead>
<tr>
<th>Variables</th>
<th>SMS text messaging and web-based system at week 1 (n=416)</th>
<th>SMS text messaging and web-based system at week 2 (n=360)</th>
<th>SMS text messaging and web-based system at week 4 (n=351)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Age</td>
<td>0.99 (0.97-0.99)</td>
<td>.02</td>
<td>0.99 (0.98-1.00)</td>
</tr>
<tr>
<td>Sex</td>
<td>0.73 (0.49-1.08)</td>
<td>.12</td>
<td>0.79 (0.52-1.22)</td>
</tr>
<tr>
<td>Socioeconomic status</td>
<td>1.06 (0.99-1.13)</td>
<td>.08</td>
<td>1.08 (1.00-1.16)</td>
</tr>
</tbody>
</table>

aOR: odds ratio.

Recruitment and Response Rates by Hospital Site

The overall recruitment rate in rural hospitals (50/124, 40.3%) was 13% lower than that in the metropolitan hospitals (366/683, 53.6%). Recruitment rates via SMS text message invitations differed substantially between rural (26/124, 20.9%) and metropolitan (222/683, 32.5%) areas but were similar for telephone calls (24/124, 19.4% and 144/683, 21.1%, respectively). Overall, at week 1, 59.6% (248/416) participants completed the study invitation and survey via the SMS text messaging and web-based system—33.1% (138/416) after the initial SMS text message invitation and 26.4% (110/416) after the reminders—and 40.4% (168/416) completed the survey over the telephone. At week 2, 61.1% (220/360) participants completed the survey via the SMS and web-based system—36.9% (133/360) after initial SMS text message invitation and 24.2% (87/360) after reminders—and 38.8% (140/360) completed the survey over the telephone. At week 4, 55.8% (196/351) participants completed the survey via the SMS text messaging and web-based system—30.5% (107/351) after the initial SMS text message invitation and 25.4% (89/351) after reminders—and 44.2% (155/351) completed the survey over the telephone.

Overall Study Response Rate

The scheduling system changed from 3 reminders to 1 reminder in the first week of October 2018. After the change, the recruitment rate in the study was only 2% smaller, from 53% in July to September 2018 to 51% in October to December 2018. Responses via SMS text messaging (initial or reminder) had an absolute reduction of 13% (from 66% to 53%) at week 1, 7% (from 65% to 58%) at week 2, and 11% (from 61% to 50%) at week 4. The overall response rate (SMS text messaging plus telephone) was approximately 5% greater (84% vs 89%) at week 2 but 3% lower (86% vs 83%) at week 4 after changing the scheduling system to 1 SMS text message reminder (Multimedia Appendix 3).

Discussion

Principal Findings

Recruitment of patients in research, especially in emergency settings, remains a challenge for many studies because of the fast-paced, demanding environment of EDs. This study explored the recruitment and response rates when using an automated SMS text message (Twilio) in combination with a web-based survey system (REDCap) and/or telephone calls to recruit participants and collect LBP outcomes in the ED. Approximately half of all eligible patients were successfully recruited to the trial, and follow-up response rates ranged from 84% to 86%. This suggests that using an SMS text messaging and web-based survey system supplemented by telephone calls is a viable method for recruitment and data collection in this setting. Younger participants and those living in the least socioeconomically disadvantaged areas were more likely to complete the survey on the web rather than via telephone.
Recruitment rates, particularly those via SMS text message invitation, were higher in metropolitan hospitals than in rural sites. These findings are similar to other studies that have shown that older people and those from more socioeconomically disadvantaged areas are less comfortable using smartphones for research purposes [16-18]. The response rates to the SMS text messaging and web-based methods alone at weeks 2 (61%) and 4 (56%) were noticeably lower than the desirable 85% follow-up rate, which was considered adequate for a clinical trial [19]. Consequently, it appears that SMS text messaging and web-based methods alone may not be practical for use as a substitute for traditional methods (eg, face-to-face, telephone calls) of follow-up contact in ED trials. However, we found that adding telephone calls to an automated SMS text messaging and web-based system of data collection increased response rates by up to 86%. Therefore, the use of a hybrid system (SMS text messaging and web-based survey plus telephone follow-ups), in which traditional methods of data collection are only used for those who do not respond to the automated SMS text messaging and web-based system, is a practical option and could potentially result in significant savings in cost and time.

Poor patient recruitment and response are two well-known threats to feasibility in clinical trials [20], especially in EDs because of the demanding and pressurized workplace [21]. These threats can lead to a considerable waste of financial resources or underpowered studies that report on clinically relevant research questions with insufficient statistical power. Therefore, establishing optimal methods to enhance recruitment and response rates in this particular setting is crucial. Although several recent clinical trials have used mobile technology, such as SMS text messaging, to collect outcomes [22], this study is the first to report the recruitment and response rates when using this approach to recruit patients with LBP and collect outcomes in an ED setting.

Our data support the findings of a similar study conducted by Macedo et al [11], demonstrating that SMS text messaging supplemented with telephone follow-ups, but not SMS text messaging alone, provides excellent follow-up response rates for randomized controlled trials with people with LBP. In contrast to our study, Macedo et al [11] investigated response rates in a cohort of patients who had already been included in the study via traditional face-to-face methods. Thus, this study is the first in the LBP field to examine recruitment rates via SMS text messaging as the primary invitation method. We also demonstrated the recruitment and response rates of patients in EDs using this approach, which have not been previously reported. On the basis of our findings, the use of a hybrid system (SMS text messaging and web-based survey plus telephone follow-ups) is a practical option in this setting and could provide considerable reductions in the costs of recruitment and data collection, as the costly traditional methods would only need to be used for approximately 41% of web-based nonresponders.

Considering the barriers involved in recruitment and follow-up assessment in ED trials and the potential advantages of using an SMS text messaging and web-based system to facilitate this, future studies should focus on methods to enhance compliance with these novel technologies. This is particularly important among older people and those from socioeconomically disadvantaged areas, as our results revealed that these factors were associated with lower response rates via web-based systems. In addition, future studies could perform cost-effective analysis comparing automated web-based systems with traditional methods and the benefits in reducing costs and increasing response rates when using a hybrid method. Future research should also explore patients’ experiences using this method.

**Limitations**

Australia is one of the leading users of smartphones, with 89% of the population owning one, and, surprisingly, market growth is being driven by older generations [23]. The same is true for other high-income countries, such as Norway, the Netherlands, and the United Kingdom [24]. However, in low-income and middle-income countries, the scenario is different, with only approximately 45% of the population owning a smartphone, and only a minor proportion of these are owned by older people [25]. Therefore, generalization of our findings may be limited in those countries. Generalization of our results may also be limited to other health jurisdictions, as participants were predominantly recruited from 2 local health districts in NSW, Australia. Although our participants comprised individuals from diverse age groups and socioeconomic areas, we had limited information on other demographic and clinical characteristics. Another limitation is that when participants did not respond to a round of SMS text messaging, they were still contacted via telephone. Although this may have influenced our overall response rate, we analyzed the response rates separately for each method. Furthermore, in the first half of the trial period, participants received up to 3 reminders to complete the survey, which may be the reason for the increased response rate via the SMS text messaging and web-based system compared with telephone calls during this period.

**Conclusions**

This study demonstrates that an automated SMS text messaging and web-based system in addition to telephone calls, but not SMS text messaging and web-based systems alone, is a viable option for recruiting patients with LBP and collecting outcome data in ED settings in Australia. This hybrid method is likely to facilitate recruitment and data collection in clinical trials in EDs and potentially reduce the costs of using traditional recruitment and data collection methods. However, generalization of our findings may be limited in the countries with a high percentage of smartphone use, such as the United States, Spain, and Germany, where smartphone ownership rates range from 85% to 89%. Future cost-effective analysis should be conducted in similar studies to allow for a clear conclusion regarding the potential cost savings of this method.
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Abstract

Background: The largest effort undertaken in precision health research is the Precision Medicine Initiative (PMI), also known as the All of Us Research Program, which aims to include 1 million or more participants to be a part of a diverse database that can help revolutionize precision health research studies. Research participation from Asian Americans and Pacific Islanders in precision health research is, however, limited; this includes Vietnamese Americans, especially those with limited English proficiency. PMI engagement efforts with underserved communities, including members of minority populations or individuals who have experienced health disparities such as Vietnamese Americans with limited English proficiency, may help to enrich the diversity of the PMI.

Objective: The aim of this study is to examine the attitudes towards and perceptions of precision health, motivations and barriers to participation in precision health research, and acceptability of SMS text messaging as a recruitment and intervention strategy among underserved Vietnamese Americans.

Methods: A community sample of 37 Vietnamese Americans completed a survey and participated in one of 3 focus groups classified by age (18-30, 31-59, and ≥60 years) on topics related to precision health, participation in precision health research, texting or social media use experience, and insights on how to use text messages for recruitment and intervention. Participants were recruited via community organizations that serve Vietnamese Americans, flyers, word of mouth, and Vietnamese language radio announcements.

Results: Most participants had little knowledge of precision health initially. After brief education, they had positive attitudes toward precision health, although the motivation to participate in precision health research varied by age and prior experience of research participation. The main motivators to participate included the desire for more knowledge and more representation of Vietnamese Americans in research. Participants were open to receiving text messages as part of their research participation and provided specific suggestions on the design and delivery of such messages (eg, simple, in both English and Vietnamese). Examples of barriers included misinterpretation of messages, cost (to send text messages), and preferences for different texting platforms across age groups.

Conclusions: This study represents one of the first formative research studies to recruit underserved Vietnamese Americans to precision health research. It is critical to understand target communities’ motivations and barriers to participation in research.
Delivering culturally appropriate text messages via age-appropriate texting and social media platforms may be an effective recruitment and intervention strategy. The next step is to develop and examine the feasibility of a culturally tailored precision health texting strategy for Vietnamese Americans.

(JMIR Mhealth Uhealth 2021;9(3):e23058) doi:10.2196/23058
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Introduction

Background

Precision health is defined as an innovative approach that considers individual differences in people’s genes, environments, and lifestyles [1]. The largest effort in precision health research is the Precision Medicine Initiative (PMI or the All of Us Research Program), which aims to include 1 million or more participants to be a part of a diverse database that can help revolutionize precision health research [2,3]. The official launch of the All of Us Research Program was spring 2018 [4] and is anticipated to last for at least a decade. According to the All of Us Research Hub, which provides aggregate public data about the participants, the PMI currently includes 225,140 participants, as of February 11, 2020 [5].

However, when visiting the All of Us website (as of May 3, 2020) [6], it does not appear that non–English-speaking and non–Spanish-speaking racial and ethnic minorities, particularly Vietnamese Americans and persons with limited English proficiency (LEP), have been engaged. For example, there were no translated materials and videos in Vietnamese on the website. Moreover, when visiting the website [6], it appears that to enroll in the program, one needs to have an email address (and therefore access to the internet and a device such as a computer or smartphone).

It is important to ensure that underserved communities, defined by the Department of Health and Human Services as “communities that include members of minority populations or individuals who have experienced health disparities” [7], are engaged and educated on precision health. Asian Americans and Pacific Islanders (AAPI), for example, experience significant health and health care disparities [8], especially given that AAPI comprises 6% of the US population and is the fastest growing racial group in the United States [9]. They are heterogeneous in terms of languages and dialects (>100), cultural groups (>50), immigration patterns, religions, diets, and socioeconomic status [10]. Specifically, Vietnamese Americans have encountered premigration and migration traumas and other barriers (eg, low socioeconomic position, language difficulties) that place them at a higher risk for physical and mental illnesses compared with the general population [11-13]. As a relatively recent immigrant group, Vietnamese Americans are likely to be either first-generation or second-generation Americans, and there are about 2 million Vietnamese Americans in the United States [14]. They are the fourth largest foreign-born population from Asia (after China, India, and the Philippines) and have high rates of naturalization: about 76% of foreign-born Vietnamese Americans are naturalized US citizens.

Despite the growing AAPI population and the ongoing PMI, research participation from AAPI including Vietnamese Americans is limited. Of the 225,140 All of Us participants (database version February 11, 2020; 740/225,140, 0.33%) identified as Vietnamese [5]. Existing, limited research shows that AAPI are interested in being engaged but that various community concerns, such as a lack of culturally and linguistically appropriate information, need to be addressed to improve participation in clinical research and that engagement messages should include an offer of hope [15]. Moreover, a recent paper outlines the opportunities and challenges in precision medicine in improving cancer prevention and treatment for Asian Americans [16]. An integral point of their paper is to ensure that personalized medicine becomes a reality for all Americans [16].

Objectives

Given the goals of the PMI to recruit 1 million persons into a precision health study of ≥10 years and that such persons should reflect the cultural diversity in the United States, it is important to explore strategies to meaningfully engage and educate racial and ethnic minorities about precision health and precision health research. Specific factors, such as English language proficiency, warrant special attention. Limited research exists on the feasibility or acceptability of using widely available mobile tools, such as texting for persons with LEP, including AAPI, for PMI-related purposes. Although traditional recruitment methods such as ethnic-specific radio/television advertisements have been successful in reaching out to Vietnamese Americans [17,18], this method has its limitations. The limitations include (1) not reaching every Vietnamese American as these audiences tend to be older in demographics, thereby limiting the ability to reach the younger generations; (2) high costs; and (3) the inability to reach the intended audience in real time, as it requires significant coordination with the radio/television producers/stations to get the messages out. It is critical to use a range of outreach methods, including those that are more cost-effective and wide reaching, to engage and educate Vietnamese Americans about precision health and precision health research. Accordingly, this study aims to examine the attitudes and perceptions of precision health, motivations and barriers to participate in precision health research, and acceptability of texting as a recruitment and intervention strategy among underserved English-speaking and Vietnamese-speaking Vietnamese Americans.
Methods

Recruitment
A community sample of 37 Vietnamese Americans comprising 3 age groups (18-30, 31-59, and ≥60 years) was recruited and participated in the study. During a 2-week period, 3 recruitment strategies were used: (1) announcements were made to the local community organizations that serve Vietnamese Americans, (2) flyers and word of mouth, and (3) Vietnamese language radio announcements. Given that one might have heard from multiple sources, 40 people reported that they heard about the study from friends or family (ie, word of mouth) or saw a flyer. A total of 30 people mentioned that they received announcements or heard directly through the primary Vietnamese community–based organization (ie, International Children Assistance Network [ICAN]), and 10 people learned about the study recruitment through a Vietnamese radio channel. The remaining channels were also reported: Facebook (n=3), email (n=3), and other (from a community outreach event; n=1).

A total of 73 persons expressed their interest to participate in the study. Out of the 73 people, 3 were not eligible for the following reasons: not available on the date of their age group (n=1), aged below 18 years (n=1), and called in to register after their age group had taken place (n=1). Of the 70 who were screened eligible to participate in the study, 33 did not participate because of the following reasons: withdrew owing to a last-minute schedule conflict (n=8), felt uncomfortable talking and answering questions in a focus group (3), had no transportation to the focus group (n=1), or wait-listed because the study reached its maximum number of preferred participants for the focus groups (n=21). The remaining 37 eligible participants were included in the study.

Quantitative Data
After obtaining informed consent, participants were asked to complete a questionnaire pertaining to their sociodemographic background; questions were related to their knowledge, attitudes and behaviors in genetics and genetic testing, and texting attitudes for precision health. In total, 6 participants were able to fill their surveys directly on a web-based survey tool (ie, REDCap survey); however, the remaining 31 completed their surveys on hard copies because of a lack of internet access and/or a limited understanding on how to complete a web-based survey. Research staff later entered hard copy data onto REDCap.

Sociodemographic and Texting Experience Questionnaire
We asked participants about their sociodemographic background, including their race, ethnicity, gender, year of birth, nativity, years lived in the United States, marital status, type of medical insurance, employment, education, household income and size, and English language proficiency.

Texting experience comprised questions, such as whether and how often they used a phone to send text messages, whether they used a phone to receive text messages, and which texting apps they used on their phones. We also asked participants if they had prior research participation experience.

Genetics and Genetic Testing Survey
Participants were asked to indicate to what extent they agreed with the statements in the survey on a 5-point Likert scale from strongly disagree (1) to strongly agree (5). These items, which were drawn from previous precision health research with diverse racial/ethnic populations including Vietnamese Americans [18,19], included (1) genetics affect health; (2) the use of personal genetic information in health care is beneficial to patients; (3) I feel comfortable talking to my doctors about genetic testing; (4) the use of genetic tests could lead to discrimination; (5) if available, I would like to undergo genetic testing to find out if I am at risk of certain diseases (eg, cancer and diabetes); (6) if available, I would like to undergo genetic testing to find out if a certain drug (eg, high blood pressure medication) or treatment would work for my conditions; and (7) if available, I would like to participate in research about using genetics for disease prevention and treatment.

Attitudes About Using Texting for the Precision Health Education Survey
Participants were asked to indicate to what extent they agreed with 3 statements to assess their attitudes about using texting for precision health education on a 5-point Likert scale from strongly disagree (1) to strongly agree (5). These items, which were developed for this study, included (1) I believe that text messages can help the community to understand how genetics affects health; (2) I believe that text messages can help the community to get genetic testing; and (3) I believe that text messages can help the community to understand what precision health is.

Qualitative Data: Focus Groups
Three focus groups, which were separated by age groups, were conducted by the same bilingual research staff (QV and KN) in either English or Vietnamese. The focus group for participants aged 18 to 30 years (youngest age group) was conducted in the English language with 12 participants. The 2 focus groups for participants aged 31 to 59 years (middle-age group) and 60 years (oldest age group) were conducted in Vietnamese with 12 and 13 participants, respectively.

The facilitator (QV) from ICAN has significant prior experience facilitating focus groups. She began the focus group discussion by asking participants to share their knowledge regarding precision health and precision health research. After gauging their understanding, the facilitator explained what precision health and precision health research are. She then guided the focus group discussion. Each focus group lasted about 90 min, and the participants received a US $25 gift card to a local store for their time.

During the focus group, participants were asked to share (1) their knowledge of precision health and genetics; (2) knowledge, attitudes, and experiences with research; (3) perspectives and experiences with texting in general and with various texting apps; (4) insights on how to frame text messages on precision health for Vietnamese Americans; and (5) recommendations to best outreach to the Vietnamese community regarding precision health.
Translation Process and Validity

The following materials were translated into Vietnamese: recruitment flyers, screening eligibility questions, informed consent, sociodemographic questionnaire, texting survey items, and focus group guide. The World Health Organization’s guidelines on translation and adaptation of instruments [20] were used to guide the translations of the study materials. By using this established translation method such as forward and backward translation methods, we were able to attain conceptually equivalent Vietnamese language versions of the English language materials, which were translated to be cross-cultural and conceptual, rather than to be of linguistic/literal equivalence [20]. Bilingual and bicultural Vietnamese research staff conducted the translations.

Quantitative Data Analysis

Descriptive statistics were provided for the overall sample and focus group participation (age groups). Chi square and analysis of variance statistics were used to determine statistically significant differences among the groups. The data were analyzed using STATA 16 software [21].

Qualitative Data Analysis

The focus group recordings were translated and transcribed verbatim into Microsoft Word documents. To increase the accuracy of the qualitative data, the research assistants conducted word-for-word translations of the focus group from Vietnamese to English. Content analysis was conducted on these transcripts by 2 raters. Using the questionnaire and common topics covered by the facilitator during each focus group session, a coding dictionary was created to be used as a guide. Subsequently, the 2 raters independently conducted thematic coding of the qualitative data using the thematic analysis approach by Luborsky [22]. After the initial content analysis, the raters discussed discrepancies in coding and agreed upon the emergent themes and subthemes (Textbox 1). The summary and reporting of the qualitative data were guided by examples from the literature on how to present qualitative findings [23] and examples from previous research that used qualitative methods to study vulnerable populations [24,25].

Human Subjects Protection

This research was approved by the Stanford University Institutional Review Board (protocol no. 51409). Informed consent was obtained from all participants before study participation.

Results

Sample Characteristics

A total of 37 Vietnamese Americans participated in 3 focus groups by age groups: 18 to 30, 31 to 59, and ≥60 years (Table 1). Overall, slightly more females than males participated, but there was no significant difference by age group for gender. Overall, more than half (21/37, 57%) were married or living with a partner, with the remaining reporting being single (11/37, 30%) or separated/divorced/widowed (5/37, 14%). There were significant differences by marital status for the age groups, with a high proportion (88%) of the youngest age group (18-30 years) reporting being single.

Approximately three-quarters (29/37, 78%) of the participants had acquired at least some college education. Regarding employment status, more than half (21/37, 57%) reported that they were employed either full time or part time, with the remaining stating that they were disabled/retired (10/37, 27%), a homemaker (3/37, 8%), unemployed (2/37, 5%), or a student (1/37, 3%). Household income was also reported, with more than half (22/37, 59%) of the participants making less than US $25,000 in 2018 for the entire household, and this stayed with the highest proportions (above 50%) among all 3 age groups.

There were significant differences by nativity, with most participants being born in Vietnam (34/37, 92%). Three US-born participants belonged to the youngest age group. About half (20/37, 54%) reported that they could speak at least some English and about half (17/37, 46%) could speak fluent or native English. The youngest age group tended to be more fluent in the English language and was the only group with participants who self-identified as native English speakers. The level of English fluency was affected by age groups. For instance, a high proportion (10/12, 83%) of the youngest age group stated being fluent in the English language, whereas only 33% (4/12) of the middle-aged participants and 25% (3/12) of the older age group stated this. On the contrary, when reporting English fluency as some English, the older age group (10/13, 77%) and middle-aged group (8/12, 67%) tended to have higher proportions.

Most participants (27/37, 73%) reported that they sent text messages regularly, with the highest proportion (12/12, 100%) from the youngest age group who reported that their phones can receive text messages (36/37, 97%). Phone texts (n=26) and Facebook (n=31) were the most common texting apps used among the participants, other apps included Viber (n=18), WhatsApp (n=5), WeChat (n=3), and others (n=8).
Table 1. Sample characteristics by age groups (N=37).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=37)</th>
<th>Age group (years)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>18-30 (n=12)</td>
<td>31-59 (n=12)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>48.8 (19.3)</td>
<td>25.8 (3.0)</td>
<td>49.3 (10.1)</td>
</tr>
<tr>
<td>Median</td>
<td>52</td>
<td>27</td>
<td>53.5</td>
</tr>
<tr>
<td>Range</td>
<td>21-76</td>
<td>21-29</td>
<td>32-59</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td>Female</td>
<td>22 (59.5)</td>
<td>6 (50)</td>
<td>7 (58.3)</td>
</tr>
<tr>
<td>Male</td>
<td>15 (40.5)</td>
<td>6 (50)</td>
<td>5 (41.7)</td>
</tr>
<tr>
<td>Current marital status, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Single</td>
<td>11 (29.7)</td>
<td>10 (83.3)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>Married/living together</td>
<td>21 (56.8)</td>
<td>2 (16.7)</td>
<td>9 (75)</td>
</tr>
<tr>
<td>Separated/divorced/widowed</td>
<td>5 (13.5)</td>
<td>0 (0)</td>
<td>2 (16.7)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Less than high school</td>
<td>2 (5.4)</td>
<td>0 (0)</td>
<td>2 (16.7)</td>
</tr>
<tr>
<td>High school</td>
<td>6 (16.2)</td>
<td>2 (16.7)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Some college</td>
<td>10 (27)</td>
<td>2 (16.7)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>College or more</td>
<td>15 (40.5)</td>
<td>5 (41.7)</td>
<td>5 (41.7)</td>
</tr>
<tr>
<td>Graduate</td>
<td>4 (10.8)</td>
<td>3 (25)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Full time</td>
<td>15 (40.5)</td>
<td>9 (75)</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Part time</td>
<td>6 (16.2)</td>
<td>1 (8.3)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>3 (8.1)</td>
<td>0 (0)</td>
<td>2 (16.7)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2 (5.4)</td>
<td>1 (8.3)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>Disabled/retired</td>
<td>10 (27)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Student</td>
<td>1 (2.7)</td>
<td>1 (8.3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Household income (US $), n (%)</td>
<td></td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>&lt;25,000</td>
<td>22 (59.5)</td>
<td>6 (50)</td>
<td>7 (58.3)</td>
</tr>
<tr>
<td>25,000-75,000</td>
<td>9 (24.3)</td>
<td>3 (25)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>75,001-150,000</td>
<td>5 (13.5)</td>
<td>3 (25)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>&gt;150,000</td>
<td>1 (2.7)</td>
<td>0 (0)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>Nativity, n (%)</td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>US-born</td>
<td>3 (8.1)</td>
<td>3 (25)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Foreign-born</td>
<td>34 (91.9)</td>
<td>9 (75)</td>
<td>12 (100)</td>
</tr>
<tr>
<td>English fluency, n (%)</td>
<td></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>Native English</td>
<td>4 (10.8)</td>
<td>4 (33.3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Fluent English</td>
<td>13 (35.1)</td>
<td>6 (50)</td>
<td>4 (33.3)</td>
</tr>
<tr>
<td>Some English</td>
<td>20 (54.1)</td>
<td>2 (16.7)</td>
<td>8 (66.7)</td>
</tr>
<tr>
<td>Send text messages, n (%)</td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Regularly</td>
<td>27 (73)</td>
<td>12 (100)</td>
<td>8 (66.7)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>8 (21.6)</td>
<td>0 (0)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Not often</td>
<td>2 (5.4)</td>
<td>0 (0)</td>
<td>1 (8.3)</td>
</tr>
<tr>
<td>Receive text messages, n (%)</td>
<td></td>
<td></td>
<td>.39</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Total (N=37)</td>
<td>Age group (years)</td>
<td>18-30 (n=12)</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------</td>
<td>-------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Yes</td>
<td>36 (97.3)</td>
<td>12 (100)</td>
<td>12 (100)</td>
</tr>
<tr>
<td>No</td>
<td>1 (2.7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Types of text messages<sup>a</sup>, n (%)

- Phone texts: 26 (70.3), 11 (91.7), 9 (75), 6 (46.2)
- WeChat: 3 (8.1), 2 (16.7), 1 (8.3), 0 (0)
- WhatsApp: 5 (13.5), 3 (25), 2 (16.6), 0 (0)
- Facebook: 31 (83.8), 11 (91.7), 12 (100), 8 (61.5)
- Viber: 18 (48.6), 4 (33.3), 11 (91.7), 3 (23.1)
- Other<sup>b</sup>: 10 (27), 5 (41.7), 2 (16.6), 3 (23.1)

<sup>a</sup>Multiple-answer question.

<sup>b</sup>Other: Zalo, Snapchat, Skype, Line, Instagram, and Discord (n=10).

Overall and by Genetic Testing and Texting

Table 2 shows the knowledge-attitude-behavior (KAB) scores within each group. The mean KAB score ranged from 1 (strongly disagree) to 5 (strongly agree). The overall mean KAB score was 3.95 (SD 0.36). The mean genetic testing score was 3.94 (SD 0.41), and the mean texting summary score was 3.96 (SD 0.63). There were no significant differences by age groups.

Table 2. Mean difference in summary scores by age groups: overall, genetics and genetic testing, and texting (N=37).

<table>
<thead>
<tr>
<th>Category</th>
<th>Total (N=37)</th>
<th>Age group (years)</th>
<th>18-30 (n=12)</th>
<th>31-59 (n=12)</th>
<th>≥60 (n=13)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall, mean (SD)</td>
<td>3.95 (0.36)</td>
<td>4.00 (0.98)</td>
<td>4.00 (0.10)</td>
<td>3.86 (0.11)</td>
<td></td>
<td>.55</td>
</tr>
<tr>
<td>Genetics, mean (SD)</td>
<td>3.94 (0.41)</td>
<td>3.96 (0.13)</td>
<td>3.96 (0.09)</td>
<td>3.91 (0.13)</td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td>Texting, mean (SD)</td>
<td>3.96 (0.63)</td>
<td>4.08 (0.18)</td>
<td>4.08 (0.18)</td>
<td>3.74 (0.61)</td>
<td></td>
<td>.09</td>
</tr>
</tbody>
</table>

Qualitative Findings

The main themes from the qualitative data included the following: (1) perceptions of precision health, (2) motivation to participate in the research study, (3) advantages of texting, (4) barriers to texting, and (5) recommendations for texting strategies for precision health with Vietnamese Americans (Textbox 1).
Textbox 1. Overall qualitative themes and subthemes.

Perceptions of precision health
- Genetic predisposition
- Lack of knowledge on precision health
- Usage as preventative measure
- Environmental factors

Motivation to participate in research study
- Representation of the Vietnamese American population
- Desire for knowledge
- Desire to contribute to research
- Previous experiences in participating in research studies
- Incentives
- Credibility of the research study or researcher

Advantages of texting
- Time efficiency and convenience
- Group messages
- Ease of sharing multimedia

Barriers to texting
- Misinterpretation
- Cost and/or need for Wi-Fi or mobile data
- Differing texting platforms among age groups
- Spam messages

Recommendations for texting strategies
- Short and concise messages
- Frequency—at most 1 to 2 messages per week
- Inclusion of pictures or links with brief descriptions
- Maintain respondents’ confidentiality
- Flexibility in language selection
- Simple language; use minimal medical, professional terminology (in English if necessary)
- Ability to forward or share information from texts
- Credible organizations and sources

Perceptions of Precision Health
Qualitative findings revealed that several participants expressed their perceptions of precision health and stated that precision health involves the study of genetic predisposition and use of genes to find specific treatments. The perceptions of precision health were similar in all 3 age groups, as participants discussed the association between family history, genes, and diseases. Although some participants had previously heard of precision health, other participants reported a lack of knowledge in precision health and desired to learn about the meaning of precision health. Lack of knowledge on precision health was found in all 3 age groups; however, it was more prevalent in the youngest age group. Participants discussed that precision health can be used as a tool to prevent certain diseases. The discussions in all 3 age groups revealed participants’ understanding of precision health as a preventative measure to reduce the risk of diseases. In addition, some (n=5) reported that environmental factors, such as occupation and lifestyle, play important roles in determining a person’s health.

Motivation to Participate in Research
The participants reported that they were motivated to participate in research studies because they wanted more Vietnamese American representation in the field of research. One participant stated:
The participants believed that more representation of Vietnamese Americans was needed. The motivation to participate in research studies also reflected the participants’ desire for more knowledge in the research topics (n=13). The desire for knowledge was relevant in all 3 age groups. Previous participation in research studies also motivated several participants (n=4) to participate in this particular research study. Some participants (n=5) stated that incentives also influenced their motivation to participate in this study. Finally, a few (n=2) participants stated that the credibility of the research (ie, trusting the researcher, community-based organization, and/or university) may motivate them to participate in the research.

Advantages of Texting

The most common advantage noted across all 3 focus groups was the convenience and time efficiency of texting (n=12). One participant summarized the effectiveness of texting:

I would say we get an instant alert right away. If something happens, it’s just one text that we can get the information right away. I prefer texting over calling nowadays because I’m always busy with doing something, so I’d rather have someone text me and I’d get back to them right away. [Participant 10, male, 27 years old]

Two participants noted their preferences for texting over sending emails:

I only check emails every 2-3 days. For texts, when we hear ding, we can open and read immediately. [Participant 37, female, 67 years old]

I feel like when I get a text, it’s for me, so I prefer texts than emails. [Participant 31, female, 64 years old]

Other common advantages included features of text messages, such as group messaging (n=2), confidentiality (n=1), and the ease of sharing multimedia via texting (n=3). Interestingly, a participant from the age group 18 to 30 years noted the sense of autonomy that texting provided:

Just going back to it fits your schedule. If you get a text and you want to reply to it, you can. If you don’t want to reply to it, you can put it off and lie, say you didn’t get it. Or just not respond. [Participant 8, male, 22 years old]

From the older age group (≥60 years) in particular, a few participants (n=3) remarked on the more widespread access to cellphones than other devices such as computers.

Barriers to Texting

Several participants (n=5) reported the misinterpretation of text messages by the receiver as a barrier. Causes of misinterpretation included being unable to convey the tone of voice that would normally be conveyed if having a conversation in person. Text messages may also be disregarded as spam messages. Participants (n=3) from the older age group also brought up the varying use of tone symbols when typing in Vietnamese and abbreviated words as causes for misinterpretation. One participant provided an example stating:

Especially Vietnamese, people would abbreviate “m i ng i” as “mn”, I don’t know if they mean “mi nam” (“South”) or something else. [Participant 37, female, 67 years old]

In addition, participants (n=5) noted that the use of varying texting platforms could create difficulty in texting people, even among just the Vietnamese American population. One of the participants stated:

I would say it depends on the group of people you try to reach out to as I know my parents would use Viber, but they don’t text, for some reason. But it’s pretty much the same method of sending messages out. They prefer to use Viber because their friends are using Viber. For me I don’t really text with the (mobile) carrier, but I use Facebook messenger. So, it really depends on the group that you hang out with or that you work with. I’d prefer a different way of sending out messages. [Participant 10, male, 27 years old]

When asked which texting services were used by the participants in each focus group, a list of apps was compiled, including Facebook Messenger, Viber, Zalo, Line, Google Voice, WhatsApp, Kakao Talk, and mobile carrier texts.

Concerns about cost and the need for Wi-Fi and/or mobile data were also suggested as barriers to texting (n=5). One participant from the youngest age group stated:

I’m actually annoyed by those internet-based apps because you always have to have Wi-Fi or your data on and if you don’t then there is a serious delay to the message. So, the contacts where we both have messenger, I don’t get their messages or otherwise unless the data is on or I have access to internet. [Participant 9, male, 28 years old]

Other barriers put forth by the participants were having to switch between English and Vietnamese keyboards (n=1), autocorrect (n=2), and the lack of knowledge regarding how to set up different texting apps (n=1).

Recommendations for Texting Strategies

Several participants (n=8) from all 3 age groups discussed the need for a concise, simple language when texting health information. They recommended the use of minimal medical or professional terminology for one of the texting strategies. One participant stated:

I’d say use simple language because he mentioned earlier that some medical terminology might be too complicated for someone to understand what it means. So, try to use a daily language, it’d be helpful. [Participant 10, male, 27 years old]

Don’t use too many medical terms. [Participant 21, male, 32 years old]
In addition, participants (n=8) stated that the frequency of text reminders should not exceed more than 1 or 2 text messages in 1 week. If the text messages were sent frequently, the participants were likely to consider the text messages irrelevant. One participant from the youngest age group stated:

*I think it’s also very important who the message is coming from...But if it was another entity, or I had no idea who they were, I would have felt annoyed at the frequency because I got 3 messages as a reminder for this and an email.* [Participant 7, female, 28 years old]

Participants (n=2) from the older age group emphasized the inclusion of pictures, links, and brief descriptions of relevant health information when sending text messages. Several participants (n=6) expressed concerns regarding confidentiality and security when receiving text messages. They stated that it is necessary to maintain confidentiality when sending text messages involving personal information. This concern was common in all 3 age groups, as 1 participant from the youngest age group reported:

*Like if you send the important information, health conditions of one person through texting that is kinda not formal. I don’t feel it’s safe to send that information through texts.* [Participant 6, female, 26 years old]

Another recommendation is language selection. Several participants (n=6) suggested the need to offer language preferences because of the diversity in experience and background. However, when using Vietnamese, it needed to be written correctly in grammar and form to avoid misunderstanding. The facilitator confirmed this understanding when she stated, “The content should be in Vietnamese, but the terminology would be also included in English.” One participant replied, “That’s correct” (participant 31, female, 65 years old). Another participant added, “Vietnamese with tones” (participant 30, male, 73 years old).

In addition, when the focus group facilitator asked the participants (in the 60 years old and older focus group) on whether medical terminology should be translated, they responded, “No need to translate.” In other words, it is best to keep its given name and translate the concept instead. This was further supported by participants in the other focus groups (18-30 and 31-59 years old):

*If the translation seems odd or tricky, then include the English term.* [Participant 15, female, 58 years old]

*There are a lot of direct translations of English like legal or judicial or medical terms sometimes they are very off.* [Participant 9, male, 28 years old]

Participants (n=2) from the middle-aged group discussed their ability to forward or share relevant information from texts as one of the texting strategies. One participant stated:

*When I see health information on Facebook, I would select the ones that would be of great benefit to me and then I would share them and keep them for myself...If I see them as helpful, such as exercise for elders or new treatments. Of course I always select them carefully if I want to keep for myself and forward to friends.* [Participant 18, female, 59 years old]

**Discussion**

**Summary of Findings and Comparison With Previous Research**

This pilot study is the first of its kind to examine the attitudes and perceptions of precision health and precision health research while also exploring a novel method of recruitment (ie, texting) among an underserved racial population in the United States, especially Vietnamese Americans. Specifically, the study explored motivations and barriers to research participation and cultural acceptability of texting as a recruitment and intervention strategy for precision health research.

The overall findings show that although many of the participants reported being familiar with genetics and genetics testing, some reported lack of knowledge in precision health or precision medicine and desired to learn more about these topics. Once the participants were more informed about precision health (through the facilitator’s introduction of the topics), they became more receptive and expressed positive attitudes toward participating in precision health research and provided input on how texting could be used to recruit and engage Vietnamese Americans in research. Although there is limited prior research on this topic, there was 1 qualitative study (where the lead author of this paper was a collaborator) that had also employed focus groups among American Indian, African American, Latino, Chinese, and Vietnamese groups and found similar findings (ie, limited prior knowledge about precision health) [19]. Moreover, the same study reported that all Latino, Chinese, Vietnamese, and some African American participants had positive attitudes toward precision health [19].

Qualitative themes indicated that although it slightly varied among the 3 age groups, most participants were motivated to participate in research because of the lack of the Vietnamese American representation in the area of research, and they expressed how they would want to contribute to this effort (to increase research participation). In addition, many participants reported a desire to gain more knowledge in their research. The study findings support the notion that to engage Vietnamese Americans in research (eg, precision health research), the community’s needs must be met. For example, Vietnamese Americans need to understand the specific benefits of research participation personally and for their communities [26]. Moreover, research needs to be culturally tailored for Vietnamese Americans in language and cultural beliefs/norms [26,27].

Participants responded positively to using texting as a recruitment strategy for precision health research. They indicated that they prefer texting over other communication methods (eg, emails) because it is convenient, time efficient, low cost, and widely used. About three-quarters of the study participants reported that they sent text messages regularly, and most of them received text messages. The 2 most commonly reported
texting methods were Facebook (n=31) and phone texts (n=26). Although previous research has not focused on texting as a strategy for precision health research, it has highlighted the acceptability of text messages for delivering health messages to different ethnic minority populations [28-30]. Furthermore, a recent systematic review found that few studies have examined the use of digital tools (eg, texting) for the recruitment and retention of racial/ethnic minority participants in intervention research and that randomized controlled trials are limited. Thus, the next phase of our research may play an important role in contributing to our understanding of the potential utility of texting as a precision health research recruitment tool for racial/ethnic minorities such as Vietnamese Americans.

The participants offered recommendations to overcome potential barriers to implement texting as a recruitment strategy for precision health research. For example, a common barrier that participants brought up was the misinterpretation of the meanings or intentions of the text messages, including a lack of tone of voice and the use of abbreviations, which are important in the Vietnamese language [31]. Moreover, it is important to select words that are easy to understand, and if using Vietnamese, words need to be culturally appropriate and have tone symbols, which is particularly relevant when providing appropriate services to people who speak Vietnamese[31]. These recommendations are consistent with previous research on other racial/ethnic populations. For example, the use of abbreviations, particularly abbreviated slang, would be difficult to understand among older Samoans [30].

**Strengths and Limitations**

A strength of our study is that our focus groups were separated by age groups (18-30, 31-59, and 60 years and older) and language proficiency (English; Vietnamese). This enabled us to ensure diverse perspectives by age (young adults, middle-age adults, and older adults) and Vietnamese proficiency with LEP. Future research could involve focus groups being conducted with the same gender (ie, all males in one focus group and females in a different focus group) and/or semistructured interviews to potentially elicit shared perspectives by gender and/or permit the participants to provide detailed perspectives. This study had several limitations. First, we conducted a qualitative study on a small sample of Vietnamese Americans. The data presented might not be generalizable to other Vietnamese Americans in the United States. Second, the discussion on using mobile tools for recruitment and research was focused more on texting and social media platforms, although other strategies might also be viable. Third, the feasibility and acceptability of using texting as a recruitment and intervention strategy were based on self-report attitudes in focus groups, which merits field testing to confirm the feasibility of conducting precision health research in the underserved Vietnamese American community.

**Conclusions**

To improve the research participation among racial/ethnic minority populations and have equitable representation that mirrors the diversity of the United States in precision health research, there needs to be more thoughtful and committed efforts to engage them. These efforts include having culturally and linguistically tailored materials, age-appropriate texting strategies, and meaningful benefits to the Vietnamese American community. Furthermore, it is important to explore alternate ways of engaging with potential participants who do not have access to digital technology, such as email. Precision health research, and all research more broadly, which requires an email address for participation, would exclude many potential participants in marginalized populations. Our study provides support for the use of texting as an example of an alternate strategy to engage such participants.

As a next step of this formative research, we will be developing and piloting a culturally tailored texting strategy as an educational and engagement tool for Vietnamese Americans about precision health. In the next study phase, we will examine the acceptability of such a texting strategy and develop a library of culturally appropriate precision health messages that may be implemented on a large scale. We will partner with a large Vietnamese community–based organization for this important next phase of community-based participatory research.
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Abstract

Background: Low anterior resection syndrome (LARS) is a common functional disorder that develops after patients with rectal cancer undergo anal preservation surgery. Common approaches to assess the symptoms of patients with LARS are often complex and time-consuming. Instant messaging/social media has great application potential in LARS follow-up, but has been underdeveloped.

Objective: The aim of this study was to compare data between a novel instant messaging/social media follow-up system and a telephone interview in patients with LARS and to analyze the consistency of the instant messaging/social media platform.

Methods: Patients with R0 resectable rectal cancer who accepted several defecation function visits via the instant messaging/social media platform and agreed to a telephone interview after the operation using the same questionnaire including subjective questions and LARS scores were included. Differences between the 2 methods were analyzed in pairs and the diagnostic consistency of instant messaging/social media was calculated based on telephone interview results.

Results: In total, 21 questionnaires from 15 patients were included. The positive rates of defecation dissatisfaction, life restriction, and medication use were 10/21 (48%), 11/21 (52%), and 8/21 (38%) for telephone interview and 10/21 (48%), 13/21 (62%), and 5/21 (24%) for instant messaging/social media, respectively. No statistically significant difference was observed between instant messaging/social media and telephone interview in terms of total LARS score (mean 22.4 [SD 11.9] vs mean 24.7 [SD 10.7], P<.21) and LARS categories (Z=-0.264, P=.79); however, instant messaging/social media showed a more negative tendency. The kappa values of 3 subjective questions were 0.618, 0.430, and 0.674, respectively. The total LARS scores were consistent between both groups (Pearson coefficient 0.760, P<.001; category correlation coefficient 0.570, P=.005). Patients with major LARS had highly consistent results, with sensitivity, specificity, kappa value, and P value of 77.8%, 91.7%, 0.704, and .001, respectively.

Conclusions: Instant messaging/social media can be a major LARS screening method. However, further research on information accuracy and user acceptance is needed before implementing a mature system.
Introduction

Low anterior resection syndrome (LARS) is a common functional disorder that develops after patients with rectal cancer undergo anal preservation surgery [1,2]. Its symptoms include changes in defecation frequency, rhythm disorder, incontinence, and constipation, which have been proven to seriously affect the postoperative quality of life [3]. About 30%-55% of patients with rectal cancer have severe LARS symptoms after they complete anal preservation surgery, which can last for several years [4,5].

With improvements in comprehensive treatments for rectal cancer, patients with long-term survival continue to have an increasing demand for LARS treatment, which is a challenge to the current medical system. Its symptoms are variable and persistent, so patients have frequent clinic needs. Common approaches to assess the symptoms of patients with LARS in practice, including face-to-face clinic interviews, post or email questionnaires, and telephone interviews, are often complex and time-consuming, especially when the population of patients with this functional disorder is large [6].

With the popularity of smartphones and mobile internet, remote network technology is changing traditional medical behavior [7,8]. For example, instant messaging/social media represented by WeChat (Tencent Computer System Co., Ltd.) has penetrated Chinese people’s daily life. WeChat has evolved into an information exchange platform widely accepted by people because of its high popularity rate and rich expansibility in China. Medical institutions can develop customized small programs to communicate with patients in batches with the help of many third-party software providers. The positive effects of online follow-up developed based on WeChat platforms in chronic disease prevention and multiple kinds of cancers have been confirmed in several studies [9-14].

Technically, using an instant messaging/social media platform to collect follow-up information has the advantages of privacy, speed, user friendliness, economical value, and fragmented time, which are very suitable for the follow-up needs of patients with LARS. However, an advanced follow-up system based on an instant messaging/social media platform has yet to be made available for clinical use among patients with LARS. To fill this gap, the research team developed an instant messaging/social media follow-up system based on WeChat for patients with LARS and designed a prospective self-controlled clinical study. The team also compared the data from instant messaging/social media and telephone interview and analyzed the consistency of the instant messaging/social media platform.

Methods

Study Population

This study was a subproject of the Bas-1611 study. From January 2017 to April 2018, the researchers invited patients who were diagnosed with rectal cancer from 14 medical centers in China and about to receive radical anal preservation surgery. Patients who were histologically proven to have rectal adenocarcinoma 0-12 cm from the anal verge as confirmed by rigid sigmoidoscopy, aged 18 or older, and expected to undergo R0 resection and primary reconstruction were prospectively included. Patients who agreed to participate in the Bas-1611 study and provided informed consent were invited in accordance with the voluntary principle and smartphone usage habits.

Study Registration

As a subproject of Bas-1611, this study was approved by the ethics committee of the competent authority (2017PHB011-01) and registered on the ClinicalTrials.gov website (NCT03009747). All the enrolled patients received a full informed consent document and signed their consent forms.

Study Design

Development of Questionnaires

A set of questionnaires was established in accordance with the standard of patient-reported outcome measures, including patients’ survival status, defecation satisfaction survey, and Chinese version of the LARS score scale [15]. The questionnaire was transferred into an online version and integrated on the research management platform developed by Servbus Technology Co., Ltd. After signing the informed consent form, the participants scanned the QR code provided by the researcher with their WeChat app and then completed the registration on the platform. The platform automatically sent the questionnaire to the registered WeChat account 3 (90 days), 6 (180 days), and 12 months (365 days) after the operation, and the feedback was saved on the platform database after the participants completed the questionnaire.

Telephone Interview

Following the Bas-1611 plan, the participants also received telephone interview at 3 time points. Telephone interview was conducted 1-2 weeks after the WeChat client push. The telephone interview questionnaire was identical to the instant messaging/social media version, but the follow-up personnel would not see the result of the instant messaging/social media follow-up during the interview. All patients enrolled in the study were interviewed by a third-party follow-up team that was employed and trained in a functional follow-up. The interview was properly audio recorded and stored offline to ensure the traceability and quality of research data. The recorded data were
rechecked by the experts of the research group against the interview results before data were statistically analyzed to guarantee the accuracy of the telephone interview.

**Research Questionnaire**

Both instant messaging/social media and telephone interview questionnaires contained exactly the same questions and sequences. The following 3 questionnaire forms were used: (1) patient-reported outcome measures (including patients’ survival status and demographic and clinical characteristics); (2) defecation satisfaction survey (including 3 subjective questions Q1, Q2, and Q3); and (3) the Chinese version of the LARS score. The 3 subjective questions included defecation satisfaction, life restriction, and medication use, which required a “yes” or “no” answer. The LARS score was defined as the total score of the items of the questionnaire containing 5 single-choice questions with a corresponding score for each option. Each of the 5 questions tested a single symptom of bowel function, including flatus incontinence, loose stool incontinence, frequency change, clustering, and defecation urgency. The questionnaire could be used to evaluate each patient’s defecation function based on the total score (range 0-42 points), which was divided into 3 categories from best to worst: no LARS (0-20), minor LARS (21-29), and major LARS (30-42) [16].

**Statistical Analysis**

Data were collected in pairs for both types at 1 follow-up node and included in statistical analysis. Pearson correlation analysis and paired Student test were conducted for the correlation of continuous variables. Wilcoxon signed rank test was carried out for categorized and ordered variables, and Kendall tau-b correlation analysis was performed for significant correlation. The diagnostic consistency of the kappa value of the instant messaging/social media follow-up method was calculated on the basis of the telephone interview results. P<.05 was considered statistically significant. Analyses were performed using SPSS Statistics version 24.0 (IBM Corp).

**Results**

**Enrolled Patients, Follow-Up, and Drop-Outs**

In total, 459 patients from 14 centers were enrolled in Bas-1611 from January 2017 to April 2019. Among them, 93 patients voluntarily received an additional follow-up via the instant messaging/social media platform and successfully registered a WeChat account. During the study, 212 questionnaires were automatically pushed to these patients via the research management platform. A total of 53 instant messaging/social media questionnaires from 34 patients were collected. Among them, 16 patients dropped out of the Bas-1611 study because of protocol deviation, 10 instant messaging/social media questionnaires had no corresponding telephone interview record, and 5 questionnaires were mistakenly filled before stoma reversal. One patient dropped out because of tumor recurrence. A total of 21 paired instant messaging/social media questionnaires from 15 patients were eventually included in the final analysis (Figure 1).

**Figure 1.** Flowchart of 15 patients.
The 15 patients comprising 10 males and 5 females with an average age of 60.6 (SD 8.3) years were from 4 research centers participating in Bas-1611. A total of 3 patients received preoperative neoadjuvant radiotherapy (cases 3, 5, and 12), while 6 patients received temporary stoma (cases 2, 3, 5, 7, 12, 14) and completed reversion surgery before the expiration date (Table 1).

**Table 1.** Enrolled patient characteristics (N=15).

<table>
<thead>
<tr>
<th>Variable type and category</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristic</strong></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>10 (67)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Age at time of surgery (years), mean (SD), range</td>
<td>60.6 (8.3), 49-74</td>
</tr>
<tr>
<td>BMI (kg/m$^2$), mean (SD), range</td>
<td>24.5 (1.9), 22.1-27.8</td>
</tr>
<tr>
<td>Distance to anal verge (cm), mean (SD), range</td>
<td>7.3 (2.3), 4-12</td>
</tr>
<tr>
<td><strong>Preoperative TNM classification, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1 (7)</td>
</tr>
<tr>
<td>I</td>
<td>4 (27)</td>
</tr>
<tr>
<td>II</td>
<td>5 (33)</td>
</tr>
<tr>
<td>III</td>
<td>4 (27)</td>
</tr>
<tr>
<td>IV</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Neoadjuvant radiotherapy, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3 (20.0)</td>
</tr>
<tr>
<td>No</td>
<td>12 (80.0)</td>
</tr>
<tr>
<td><strong>Diverting stoma, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6 (40.0)</td>
</tr>
<tr>
<td>No</td>
<td>9 (60.0)</td>
</tr>
</tbody>
</table>

In Table 2, the answers to the subjective part of 11 questionnaires were completely consistent; 3 questionnaire responses (from case 7, case 13, and case 15) had 2 inconsistent answers, and the remaining 7 questionnaire responses each had 1 inconsistent answer. The results of the telephone interview indicated that 10/21 (48%), 11/21 (52%), and 8/21 (38%) of the participants reported dissatisfaction with their defecation, the effect on the quality of life, and medication use for bowel symptoms, respectively. The corresponding results for the 3 options in the instant messaging/social media follow-up were 10/21 (48%), 13/21 (62%), and 5/21 (24%).
Table 2. Response to the 3 subjective questions.

<table>
<thead>
<tr>
<th>Case number</th>
<th>Time node (months)</th>
<th>Q1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Q2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Q3&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>IMSM&lt;sup&gt;d&lt;/sup&gt;</td>
<td>IMSM</td>
<td>TI&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>13</td>
<td>6</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>13</td>
<td>12</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>14</td>
<td>12</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>15</td>
<td>6</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>15</td>
<td>12</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>a</sup>Q1: Are you satisfied with the current bowel function?
<sup>b</sup>Q2: Does current defecation affect your daily life?
<sup>c</sup>Q3: Do you use medication to improve your defecation?
<sup>d</sup>IMSM: instant messaging/social media.
<sup>e</sup>TI: telephone interview.

Multimedia Appendix 1 provides the LARS score results of 21 paired questionnaires. The total score of the LARS questionnaire obtained using the 2 follow-up methods was the same, and ranged from 0 to 39. Although the average score of the instant messaging/social media group was relatively high, the paired t test revealed that the 2 methods had no statistically significant difference (22.4 [SD 11.9] versus 24.7 [SD 10.7], t<sub>20</sub>=1.285, P=.21). The total score of 10/21 questionnaires (48%) was higher than that of the telephone follow-up, the scores of 7/21 questionnaires (33%) were consistent, and the scores of 4/21 questionnaires (19%) were lower than those of the telephone follow-up (Table 3 and Figure 2).
**Table 3.** Statistical analysis of the LARS score response.

<table>
<thead>
<tr>
<th>Variables/responses</th>
<th>Score range</th>
<th>Consistency, n</th>
<th>IMSM(^b) score high, n</th>
<th>TI(^c) score high, n</th>
<th>Nonparametric test</th>
<th>Consistency check</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Wilcoxon Z value</td>
<td>P value</td>
</tr>
<tr>
<td>LARS(^d) score</td>
<td>0-42</td>
<td>7</td>
<td>10</td>
<td>4</td>
<td>−1.509</td>
<td>.13</td>
</tr>
<tr>
<td>LARS category</td>
<td>—</td>
<td>14</td>
<td>4</td>
<td>3</td>
<td>−0.264</td>
<td>.79</td>
</tr>
<tr>
<td>Q1</td>
<td>0-7</td>
<td>10</td>
<td>9</td>
<td>2</td>
<td>−2.032</td>
<td>.04</td>
</tr>
<tr>
<td>Q2</td>
<td>0-3</td>
<td>13</td>
<td>6</td>
<td>0</td>
<td>2.449</td>
<td>.01</td>
</tr>
<tr>
<td>Q3</td>
<td>0-5</td>
<td>12</td>
<td>0</td>
<td>8</td>
<td>−2.555</td>
<td>.01</td>
</tr>
<tr>
<td>Q4</td>
<td>0-11</td>
<td>15</td>
<td>4</td>
<td>2</td>
<td>−0.638</td>
<td>.52</td>
</tr>
<tr>
<td>Q5</td>
<td>0-16</td>
<td>18</td>
<td>1</td>
<td>2</td>
<td>0.001</td>
<td>&gt; .99</td>
</tr>
</tbody>
</table>

\(^{a}\)Because LARS score is a continuous variable, the Pearson coefficient and corresponding P value are calculated here.

\(^{b}\)IMSM: instant messaging/social media.

\(^{c}\)TI: telephone interview.

\(^{d}\)LARS: low anterior resection syndrome.

**Figure 2.** Bar chart of the LARS score difference of 21 paired questionnaires. IMSM: instant messaging/social media; LARS: low anterior resection syndrome; TI: telephone interview.

The proportions of no LARS, minor LARS, and major LARS in the telephone interview group were 9, 3, and 9, respectively, whereas their corresponding proportions in the instant messaging/social media interview were 7, 6, and 8. Inconsistencies were observed in the LARS categories of 7 questionnaires, and 2 cases (cases 7 and 15) had extreme inconsistencies. Although the proportion of minor LARS was higher in the instant messaging/social media outcome than in
the telephone interview group, the difference was not significant (Z=–0.264, P=.79).

Each symptom was further analyzed. The instant messaging/social media groups performed worse in 4 symptoms but not in the frequency of bowel movement (Q3). Among them, flatus incontinence (Q1; P=.04) and loose stool incontinence (Q2; P=.01) showed a statistically significant difference in the Wilcoxon signed rank test. The frequency of bowel movement in the instant messaging/social media questionnaire was significantly better (Q3, P=.01). No significant difference was observed in the results of “Q4: clustering” (P=.52) and “Q5: defecation urgency” (P>.99). Although Q1, Q2, and Q3 were significantly different, the influence on the total score was masked by the high score of Q4 and Q5.

Severe deviations were observed in cases 7 and 15 in the subjective questionnaire and in the LARS score. Case 7, a 56-year-old man with an eye condition, asked his wife to make the choice on the WeChat client for him. Her judgment differed greatly from the patient’s actual feelings, even though they live together. Case 15 was a 50-year-old woman who had repeated episodes of intestinal infection after surgery, which resulted in recurrent diarrhea and incontinence. During the instant messaging/social media follow-up, she described the most recent and severe defecation symptoms, but the symptoms caused by the infection were difficult to be distinguished. Conversely, our telephone interview follow-up staff accurately determined her true defecation condition in the noninfected state.

The patients reported more negative functional results on the instant messaging/social media platform, although no statistically significant difference was obtained due to sample size limitations (Z=–0.264, P=.79). For example, 10 (71%) of the 14 questionnaires with inconsistent LARS scores were high, and 4 (67%) of the 6 questionnaires with inconsistent quality of life evaluations chose “yes.” This trend was still evident after cases 7 and 15 were removed.

### Diagnostic Consistency Analysis

The kappa values of the 3 subjective questions were statistically acceptable (Table 4). The sensitivity and specificity of the questionnaire satisfaction survey were 80.0% and 81.8%, respectively, and the diagnostic consistency coefficient was 0.618 (P=.006). The results of the quality of life survey were relatively poor; that is, the sensitivity and specificity were 81.8% and 60.0%, respectively. The diagnostic consistency coefficient was 0.430 (P=.04). Three questionnaire responses from cases 11 and 13 with differences on medication use were false negative, with a sensitivity of 62.5%, a specificity of 100%, and a diagnostic consistency coefficient of 0.674 (P=.001). They were found to have taken an over-the-counter Chinese herbal medicine, which can improve defecation, during the telephone follow-up, and their decision to use medicines was confirmed as a “yes” after the panel discussion.

### Application Trend of Instant Messaging/Social Media in Functional Follow-Up

Combined with physical examination and treatment, a face-to-face clinical interview is the most effective way of a functional follow-up [8]. However, it takes time and entails labor costs; furthermore, doctors with LARS management experience are lacking in China. Therefore, LARS management is impossible to be arranged postoperatively for every patient with rectal cancer [17]. In this study, instead of a face-to-face follow-up, telephone interview was used as the control setting, which was also based on the current situation of insufficient outpatient resources for diseases related to defecation function. New methods, such as telephone and remote follow-up, are vital complements to face-to-face follow-up, and their better patient satisfaction and lower cost have been confirmed in the follow-up of patients with cancer and other functional diseases [18,19].

The trend to turn to social media among doctors and patients with cancer for an interchange of disease information is growing [20,21]. However, Pellino et al [20] found that the knowledge acquired by patients with colorectal cancer from open social media is impossible to be arranged postoperatively for every patient with rectal cancer [17]. In this study, instead of a face-to-face follow-up, telephone interview was used as the control setting, which was also based on the current situation of insufficient outpatient resources for diseases related to defecation function. New methods, such as telephone and remote follow-up, are vital complements to face-to-face follow-up, and their better patient satisfaction and lower cost have been confirmed in the follow-up of patients with cancer and other functional diseases [18,19].

### Discussion

#### Principal Results

In this study, a follow-up system for patients with LARS was established on the basis of the instant messaging/social media platform (WeChat app). The results obtained with this method were paired with those obtained with traditional telephone interview. Our findings indicated that the functional outcome of the instant messaging/social media platform was basically consistent with that of telephone interview. In particular, patients with major LARS had a strong consistency and showed more negative functional evaluation trends in the instant messaging/social media platform.
Consistency of the Instant Messaging/Social Media Platform

Instant messaging/social media has potential as a follow-up platform of patients with LARS because of its privacy, security, convenience, and wide coverage nature, and its accuracy is supported by our research evidence. In this study, responses of patients with major LARS had high consistency, possibly because the symptoms of major LARS are hard to allay. By contrast, patients with mild LARS sometimes had no symptoms; therefore, their feedback fluctuated. This may be because telephone interview was conducted 1-2 weeks after the WeChat client push. The screening and treatment of patients with major LARS are a key part of LARS management, and such patients have difficulty obtaining adequate help from a general oncology client. The stable performance of our follow-up system in major LARS makes it suitable for the follow-up and evaluation of patients with major LARS.

Patients who have cancer and independently complete the questionnaire tend to overstate the extremes on the quality of life [22], especially those whose long-term survival is no longer threatened by cancer. This study explained the higher scores on the instant messaging/social media platform, and they are common in similar studies [23]. The moderate exaggeration of negative feelings in patients is emotionally understandable and may even be common, but whether such exaggeration affects the accuracy of follow-up remains to be further studied.

One of the advantages of LARS scoring is that its logic of question is simple and clear, so patients can easily choose a response [16]. However, such a concise description can likely lead to misunderstanding in the instant messaging/social media platform. In this study, some patients misinterpreted incontinence in flatus and the average number of bowel movement per day. This misunderstanding led to a large discrepancy in Q1 and Q3. A previous study [24] indicated that the LARS questionnaire has defects in evaluating symptoms such as emptying disorder. A functional follow-up on smartphones is a special application scenario in which no professional guidance is available, and appropriate adjustments should be made based on the patient population studied; for example, explanatory words for easily confused parts should be added.

Patients’ Willingness and Satisfaction

Patients’ willingness to use the instant messaging/social media platform also depends on whether this new method is more convenient and economical than traditional ones. Against the background of generally improved prognosis of colorectal cancer, the medical system is barely being maintained, and providing satisfactory follow-up for outpatient services is difficult. Dai et al [11] found that difficulties in visiting a central medical institution prompt 66.1% of patients to use social media for tracking and feedback. Teagle et al [8] believed that using a remote follow-up technology is an economically feasible solution, which can effectively reduce the burden of the follow-up personnel and reduce the travel cost and missed days of work. Smartphones and instant messaging/social media may be a barrier for some elderly patients, but given that the rectal cancer morbidity has a youth-oriented tendency, this technology may be accepted by more patients in the future. In this study, 10 of the 53 returned questionnaires (19%) were followed up without the corresponding telephone interview, indicating that the convenience of instant messaging/social media might further improve patients’ follow-up intention and response rate in the future.

Limitations

The main limitation of this study was the low response rate in the instant messaging/social media group, which lead to small sample size in the final analysis. The reasons for low response may be as follows: (1) Elderly patients with rectal cancer were not active users of smartphones; (2) We underestimated the huge influence of WeChat app. According to the protocol, we sent only 1 follow-up message at each follow-up node, while the WeChat app may receive dozens or even hundreds of messages every day, due to which some patients failed to notice the follow-up reminder; and (3) The design of the Bas-1611 study made telephone interview available to all patients regardless of their response to the instant messaging/social media follow-up request, possibly resulting in an excessively low WeChat response rate.

Selective bias and outlier results are inevitable because of the small sample size of this study. For the patients to be proficient in using WeChat, younger or better educated patients are needed to be enrolled in studies of this kind. The complexity of instant messaging/social media user behavior leads to the inaccuracy of follow-up information (such as cases 7 and 15), which still needs to be solved in a follow-up study. Inspired by our work, a new randomized controlled trial (BaS-1904, NCT03669237) is committed to further explore the issues of LARS patient management, and it is expected that the aforesaid limitations will also be improved in the new study.

Conclusions

The instant messaging/social media system provides a promising solution to accommodate the primary follow-up needs of patients with LARS by integrating complex functional follow-up tools into smartphone apps. Although it is currently not a substitute for manual follow-up, it has the potential of becoming a major LARS screening method. However, further research on response rate, information accuracy, and user acceptance is needed before an advanced system can be implemented.
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Abstract

Background: The COVID-19 pandemic necessitated “going remote” with the delivery, support, and assessment of a study intervention targeting older adults enrolled in a clinical trial. While remotely delivering and assessing technology is not new, there are few methods available in the literature that are proven to be effective with diverse populations, and none for older adults specifically. Older adults comprise a diverse population, including in terms of their experience with and access to technology, making this a challenging endeavor.

Objective: Our objective was to remotely deliver and conduct usability testing for a mobile health (mHealth) technology intervention for older adult participants enrolled in a clinical trial of the technology. This paper describes the methodology used, its successes, and its limitations.

Methods: We developed a conceptual model for remote operations, called the Framework for Agile and Remote Operations (FAR Ops), that combined the general requirements for spaceflight operations with Agile project management processes to quickly respond to this challenge. Using this framework, we iteratively created care packages that differed in their contents based on participant needs and were sent to study participants to deliver the study intervention—a medication management app—and assess its usability. Usability data were collected using the System Usability Scale (SUS) and a novel usability questionnaire developed to collect more in-depth data.

Results: In the first 6 months of the project, we successfully delivered 21 care packages. We successfully designed and deployed a minimum viable product in less than 6 weeks, generally maintained a 2-week sprint cycle, and achieved a 40% to 50% return rate for both usability assessment instruments. We hypothesize that lack of engagement due to the pandemic and our use of asynchronous communication channels contributed to the return rate of usability assessments being lower than desired. We also provide general recommendations for performing remote usability testing with diverse populations based on the results of our work, including implementing screen sharing capabilities when possible, and determining participant preference for phone or email communications.

Conclusions: The FAR Ops model allowed our team to adopt remote operations for our mHealth trial in response to interruptions from the COVID-19 pandemic. This approach can be useful for other research or practice-based projects under similar circumstances or to improve efficiency, cost, effectiveness, and participant diversity in general. In addition to offering a replicable approach, this paper tells the often-untold story of practical challenges faced by mHealth projects and practical strategies used to address them.

Trial Registration: ClinicalTrials.gov NCT04121858; https://clinicaltrials.gov/ct2/show/NCT04121858
Introduction

Overview
Technological advances have made it more commonplace and easier for individuals to complete tasks remotely, from online banking to visiting a doctor to paid work from home [1]. The COVID-19 pandemic revealed that remote interaction is also sometimes necessary. The need to “go remote” during the pandemic likely both accelerated innovation in telecommunication and normalized available but underused internet-based services and products, such as telehealth [2], mental health apps [3], and e-commerce [4].

The pandemic also disrupted research, forcing projects to suspend operations or implement remote noncontact methods [5-7]. Paradoxically, some studies of mobile technology faced difficulties converting to entirely remote technology delivery and usability assessment, revealing opportunities for technology projects to experiment with remote operations [8].

This paper reports our experiences in “going remote” to rapidly restart a suspended clinical trial of a mobile health (mHealth) app with older adults. We present our protocol changes, Agile project management approach, and findings from this restart project. Our experiences elucidate the opportunities and challenges of conducting technology research remotely and may inform other attempts at rapid operational change.

Background
Remote delivery and usability assessment of technology is not new [9,10] but have heretofore been largely used with younger, highly educated, technologically experienced, and more homogeneous individuals, for example, college students [9,11] or those using the technology as a part of their employment [12-14]. Only one study was found to employ remote methods with older adults and these were supplemented with in-person sessions for initial training and instruction [15].

Nevertheless, existing remote methods provide a foundation for technology development projects with older, disabled, or other diverse populations in which experience is limited. Potentially useful existing methods to access and evaluate technology include online questionnaires, online forums, self-kept diaries, email, telephone calls, and postal delivery [11,15-17]. More recently, videoconferencing tools are used to replicate in-person, moderated usability testing [8,11,17].

These methods have, to our knowledge, not been adapted for fully remote projects with older adult users, although some work has been done with younger and older adults with various disabilities [18]. This gap is relevant because older adults are the fastest growing population of technology users [19] but also one of the most diverse populations in terms of their motivations to use technology and their physical, cognitive, and sensory capabilities [20]. Additionally, among older adults, factors such as race and ethnicity, income, literacy, education level, age group (eg, <75 vs ≥75 years of age), and community characteristics (eg, rural vs urban) significantly impact access and use of the internet and other technologies [21-26]. Thus, one challenge of “going remote” with older adults is to accommodate between-age and within-age diversity.

Accordingly, prior research has suggested best practices and adjustments for in-person technology assessment with older adults. For example, because think-aloud procedures and psychometric scales (eg, Likert) may not work well for this population, it may be better to engage older adults one-on-one in a guided interview to elicit information [27,28]. Others recommend personalizing usability testing protocols with attention to fidelity in those with cognitive decline or disabilities [29].

Objective
The objective of the reported project, Project C (COVID), was to remotely deliver and conduct usability testing for an mHealth technology intervention for older adult participants enrolled in a clinical trial of the technology. The need for remote delivery arose from restrictions on in-person research activities due to a global pandemic and an ethical obligation to reduce risk for older adult participants and study personnel. Meeting the objective required special effort due to participants’ diverse technology ownership, experience, motivations, and skill levels. For example, a subset of participants did not have a smartphone or home internet and required the study to provide these. Thus, the team could not simply provide an online link to the app for all participants to download. Below, we describe how we developed these remote operations to deliver and test mHealth technology to a heterogenous older adult population participating in human subjects research during a pandemic.

Methods
Overview
Project C occurred in the context of the Brain Safe randomized clinical trial, described in depth elsewhere [30]. The study enrolled adults aged 60 years or older in Indiana, USA, who were using medications with anticholinergic effects that may increase risk to brain health for older adults. In the trial’s parallel treatment arms, participants received a mobile app to use for 12 months, either the Brain Safe intervention app or the Med Safe attention control app. Both were native Android or iOS apps, Health Insurance Portability and Accountability Act (HIPAA) compliant, and optimized for smartphones, with the following features:

1. Self-registration.
2. Passwordless log-in, via verification token for each log-in.
3. Four-tab navigation.
4. A medication list created by the user through searching and browsing, selecting medication choices, and numeric data entry.
Whereas the score calculator in the Med Safe app merely calculated the total number of medications, the Brain Safe app calculated a brain harm risk score, let users simulate the effect on risk of adding or removing anticholinergic medications, showed alternative treatments, and helped users start a conversation with their health care professionals about medication safety. Additional detail on features, design, development, and prior testing are available elsewhere [30,31].

Both apps were designed to be loaded on a smartphone meeting minimum hardware, software, and connectivity requirements. Originally, standard operating procedures in the trial were to conduct installation, account registration, training, first-time use, initial technical support, troubleshooting, and usability observations in person at the participant’s home or in a research office, with continuing opportunities for remote or in-person support. A smartphone, typically a 5.8-inch Samsung Galaxy S9 or S10, with voice calling and unlimited text and data plans was provided to any participant needing it for the study’s duration.

Project C was launched on March 13, 2020, when in-person trial operations were suspended due to COVID-19-related institutional policies, city and state governmental mandates, and an ethical imperative to reduce risk to participants, study personnel, and the community. At the time, the study had consented and enrolled 56 participants out of a planned 700. Of those enrolled, 7 (13%) had received the Brain Safe or Med Safe app and the remaining 49 (88%) were the target group for which Project C was designed. Over time, Project C provided remote capability for newly enrolled participants and is still ongoing. We present results from the first 6 months of iterative development of Project C, through September 13, 2020.

All procedures in the Brain Safe trial, which was registered at ClinicalTrials.gov (NCT04121858), were approved by the Indiana University Institutional Review Board (IRB). Participants consented to the study, including receiving the app, app-related interactions, and usage data collection, and completed usability and technology acceptance questionnaires. Additional procedures for Project C, for example, providing remote technical support or collecting additional feedback on usability, were conducted for the purpose of improving operations and quality; they were, therefore, not deemed human subjects research. However, changes to allow remote consenting processes with newly enrolled participants were approved as protocol amendments by the IRB.

**Conceptual Model**

We framed the shift to remote operations as a challenge akin to, but less extreme than, spaceflight. Spaceflight missions send people and payloads (eg, satellites, probes, and rovers) to extremely distant locations, including Mars and the International Space Station [32-34]. Mission success requires solving three challenges: (1) delivery (ie, getting payload to its destination), (2) support (ie, remotely identifying and solving problems throughout the mission), and (3) return (ie, retrieving materials or information during or after the mission) (see Figure 1, A) [35-38]. Similarly, the challenge of remote technology intervention research is three-fold: (1) delivery of the technology to a diverse set of distant recipients; (2) support of the technology and its users, including training, technical support, and communication; and (3) return of data (eg, usability assessments), equipment, and feedback regarding status (see Figure 1, B).

To this spaceflight operations model, we added an Agile project management approach [39] to address the need for innovation and timeliness; the Agile approach is represented by feedback loops in Figure 1, B. The Agile approach was introduced by software developers to promote iterative design, delivering products on a short timeline, responding to user feedback, and learning from failures [40]. Agile approaches have since been used to improve health care delivery, for example, to identify, adapt, implement, and evaluate evidence-based clinical services [41]. Holden and Boustani [42] argued that replacing status quo health care operations with an Agile Mindset could help organizations more nimbly and effectively cope with crises, including the COVID-19 pandemic. In our work, we adopted the three principles of an Agile Mindset proposed by those authors:

1. Sprints. Accelerate progress toward a minimum viable product, to be progressively tested and improved in sprints.
2. Sensors. Embed sensors to collect timely, nonjudgmental, and actionable feedback, leading to learning and redesign between sprints.
3. Safe culture. Practice a culture of psychological safety, such that teams have latitude, decision authority, and resources and, above all, feel psychologically safe to innovate, experiment, and fail.

---
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Setting and Participants
The study took place in central Indiana, USA, in partnership with Indiana University, Purdue University, Regenstrief Institute, and local not-for-profit academically affiliated health systems. Participants were consenting cognitively normal adults aged 60 years or older, English-speaking, and using prescribed anticholinergic medications; cognitive normality was determined using the six-item cognitive screener [43]. The first cohort of participants, including all described here, were receiving primary care at Indiana University Health, a statewide academic health system. Individuals were excluded if they were diagnosed with, or using medications to treat, dementia or serious mental illness; were living in an extended care facility or not managing their own medications; were unable to use an app due to sensory disability; or screened positive for cognitive dysfunction or terminal illness. All had consented to the Brain Safe trial and provided a waiver of HIPAA authorization.

Procedure
We applied the Framework for Agile and Remote Operations (FAR Ops) model to achieve technology delivery, support, and return functions in an Agile manner. A team of three study personnel formed the core Project C team: a part-time postdoctoral fellow, with a PhD in industrial and systems engineering; a part-time user experience designer and developer, with an MS in human-computer interaction; and a full-time research specialist, with a BS in neuroscience. The study principal investigator (PI) provided the team with minimal critical specifications to deliver and assess the technology. The team was expected to communicate with the PI, solicit feedback from the broader research team, and develop their own timeline, budget, and procedures. They were explicitly encouraged to be innovative and embrace failure as an opportunity to learn, but to fail early by conducting rapid cycles of testing and redesign, as described in other work on mHealth [44-46].

The team met formally once a week, maintaining informal communications on an as-needed basis, to brainstorm ideas, develop a weekly plan, and monitor the progress of solution development. They worked autonomously and communicated progress to receive feedback and support, not direction, from peers and leaders. The team determined that the first minimum viable product would be a care package containing all the...
necessary resources and information for participants to receive and use the intervention, along with a word search activity book to show goodwill and increase engagement; this token item was approved by the IRB. In the Results section, we further describe various iterations of the care package product, its delivery, and how users were supported postdelivery.

After the first minimum viable product was ready, the team followed a 2-week sprint schedule. For 1 week they remotely delivered a new batch of packages, and in the subsequent week the team collected feedback, analyzed the results, and redesigned the approach for the next week’s deliveries.

To assess technology usability, the team (1) used the Simplified System Usability Scale (SUS) for Cognitively Impaired and Older Adults [47] to obtain a high-level summary usability score and (2) developed a novel usability questionnaire to obtain feedback on specific usability issues with the apps. The novel questionnaire asked for participants’ general impressions of the app (eg, if they had trouble reading the text and if they were happy the app was available) as well as their impressions regarding each step of app use (opening the app, logging in, adding and removing medications, etc). Participants were also given the opportunity to express their opinions in their own words in free-text boxes. Participants were given access to an online version of the questionnaire and/or a paper version to be mailed back to the study team. The questionnaires were one way the team was able to return information from remote participants. Another method to return nonstudy data from users, deployed after the first 6 months and, therefore, not reported here, was a user and activity dashboard, with functionality to create or edit accounts remotely, monitor every log-in and in-app function use, and generate custom usage reports.

Analysis
We evaluated the performance of the project on the following criteria, as derived from Agile project management metrics:

1. Time to develop and deliver the first package (ie, minimum viable product); our goal was ≤6 weeks.

2. Adherence to the 2-week sprint cycle; our goal was 100%.

3. Percentage of returning usability questionnaires; no goal was set.

This approach is not textbook Agile. Instead, we have adopted a more general Agile-inspired mindset emphasizing quick progress, autonomous work, and a safe culture within the team. We decided against spending a considerable amount of time implementing more Agile metrics in favor of a quicker response. The three metrics listed above were chosen due to their simplicity and their effectiveness in demonstrating whether our approach was successful in terms of time to respond to the challenge, maintenance of an Agile Mindset, and collection of feedback.

We also analyzed and report feedback obtained from participants and team personnel to evaluate the feasibility of remote operations and the Agile approach. An in-depth analysis of collected usability results was beyond the scope of this paper.

Results

Overview
The 49 participants who were enrolled in the Brain Safe study but had not yet been delivered a study app, were the target of Project C. The demographics of this target group are included in Table 1. No participants had significant cognitive impairments (eg, dementia).

Three main types of care packages were developed and delivered to participants; Types A, B, and C are summarized in Table 2 with the cost of each. Table 3 details the contents and methods used for each package type. Package types, and iterations within type (ie, A₀ vs A₁), were developed between sprints as new needs arose. For example, as some participants began receiving email instructions to download the app to their own smartphone device, the project team learned of the need to provide additional remote installation support.
Table 1. Project C (COVID) target group demographics.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Number of participants (N=49), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>15 (31)</td>
</tr>
<tr>
<td>Female</td>
<td>34 (69)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>60-64</td>
<td>29 (59)</td>
</tr>
<tr>
<td>65-69</td>
<td>8 (16)</td>
</tr>
<tr>
<td>70-74</td>
<td>8 (16)</td>
</tr>
<tr>
<td>75-79</td>
<td>2 (4)</td>
</tr>
<tr>
<td>80-84</td>
<td>1 (2)</td>
</tr>
<tr>
<td>85+</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White or Caucasian</td>
<td>33 (67)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>13 (27)</td>
</tr>
<tr>
<td>More than one race</td>
<td>3 (6)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>3 (6)</td>
</tr>
<tr>
<td>High school graduate or General Educational Development</td>
<td>8 (16)</td>
</tr>
<tr>
<td>Some college</td>
<td>14 (29)</td>
</tr>
<tr>
<td>College degree</td>
<td>14 (29)</td>
</tr>
<tr>
<td>Master’s or other advanced degree</td>
<td>9 (18)</td>
</tr>
<tr>
<td>Other or no data</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

Table 2. Care package types.

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Participant needs addressed</th>
<th>Purpose of the package</th>
<th>Cost per package (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_0</td>
<td>Full package (version 1)</td>
<td>For participants without their own smartphone or preferring to use a study phone</td>
<td>To fulfill the technical (ie, software, hardware, and internet) needs of participants, some of whom were using a mobile app or modern smartphone for the first time</td>
<td>$34.70</td>
</tr>
<tr>
<td>A_1</td>
<td>Full package (version 2)</td>
<td>For participants who needed fast and direct delivery</td>
<td>Same as A_0 and to improve the feasibility and lower delivery costs</td>
<td>$17.70</td>
</tr>
<tr>
<td>B</td>
<td>Interest-renewal package</td>
<td>For enrolled participants who were difficult to reach in other ways (ie, phone and email)</td>
<td>To re-engage participants who may have lost contact or interest during the pandemic but could not be seen in person</td>
<td>$2.00</td>
</tr>
<tr>
<td>C</td>
<td>Remote technical support package</td>
<td>For participants using their own smartphone device and experiencing technical difficulties installing or using the app</td>
<td>To support or troubleshoot self-installation and use of the app</td>
<td>$2.55</td>
</tr>
</tbody>
</table>
Table 3. Care package contents and methods.

<table>
<thead>
<tr>
<th>Function served and package contents and method</th>
<th>Package type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A₀ A₁ B C</td>
</tr>
<tr>
<td>Delivery</td>
<td></td>
</tr>
<tr>
<td>Postal delivery: delivered via United States Postal Service</td>
<td>✓</td>
</tr>
<tr>
<td>Hand delivery: driven to participant’s home and left on doorstep by research team member</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Study phone: Samsung Galaxy S9 smartphone with charger and protective case</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Getting started guide: documentation with study ID, research and support team contact information, and instructions on first-time phone and app use</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Support</td>
<td></td>
</tr>
<tr>
<td>Technical support contact: IT support phone number added into study phone contacts</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Help documentation: link to online help documentation for the app loaded onto study phone; if requested, printed copy of help documentation was included</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Video walk-through: link to tutorial video with app usage guidance loaded onto study phone; also accessible within the app’s help section</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Study phone screen sharing software: Samsung Knox technology management installed on study phones for remote screen sharing and control, with permission</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Other screen sharing software: Zoom or TeamViewer used for remote screen sharing and control, with permission, for participants not using study phones</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Return</td>
<td></td>
</tr>
<tr>
<td>Paper System Usability Scale (SUS): hard copy of the SUS</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Digital SUS: link to online version of the SUS installed on study phones</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Paper usability questionnaire: hard copy of in-depth usability questionnaire</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Digital usability questionnaire: link to online version of in-depth usability questionnaire installed on study phones</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Return envelope: prestamped, preaddressed return envelope to return completed paper questionnaires</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Other (ie, goodwill and engagement)</td>
<td></td>
</tr>
<tr>
<td>Token item: word search puzzle book and pencil</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Appreciation letter: letter of thanks and explanation from research team to participants</td>
<td>✓ ✓ ✓</td>
</tr>
</tbody>
</table>

*Check marks indicate contents were included in package type.

Delivery

Overview

In the beginning of the pandemic, we faced the challenge of providing mobile apps to older adults who (1) were not tech savvy enough to download and learn to use the app on their own and/or (2) did not possess the technology required to use the app. To address these challenges, two specific conditions related to intervention delivery needed to be met:

1. Smartphones needed to be delivered to those who did not have their own.
2. Participants needed to begin using the study app and smartphone.

Smartphone Delivery

Our need to deliver a physical item (ie, a smartphone) to participants who needed one was the primary reason our team created individual care packages for participants. We initially shipped the packages to participants using the United States Postal Service (USPS). We predicted this would eliminate contact between participants and study personnel, in compliance with institutional pandemic restrictions.

Shipping packages with USPS proved efficient in reducing the time required from Project C team members, but left many delivery aspects outside the control of the study team or inconvenient for participants. Due to the contents of the packages being of high value, the mail recipient’s signature was required by USPS. This not only meant that participants needed to be present at the time of delivery, but it also required face-to-face contact between the participant and the postal worker. Each time a participant could not sign for delivery added at least one day’s delay. Shipping the packages also affected the cost per package and the time between package creation and delivery.

In the next iteration of the package, the study team decided to hand-deliver care packages to participants, thus reducing sign-off failures, costs, and delays. This also led to the team priming participants by confirming their availability to receive the package and their correct address. Project C staff took appropriate disinfecting, distancing, and personal protective
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equipment precautions when preparing and hand-delivering packages.

Initiating and Sustaining App Use

Prepandemic protocols had study personnel demonstrate how to use the app to participants during an in-person meeting. To familiarize participants with the operation of the smartphone and the steps required to initiate their use of the app, a getting started guide was included in the package. Participants were contacted using their preferred method (ie, email, phone call, or text, as specified during their baseline meeting with the study team).

In addition to package components to facilitate use of the app, we included a token item (ie, a word search puzzle book) and letter of appreciation from the team to show goodwill in difficult times and add something fun to the package. Due to delays between initial recruitment and app delivery as well as stress that was likely being experienced by many participants at the time, we believed these would promote participant engagement with the team and the study.

We experienced difficulties contacting a subset of participants who had agreed to the study in 2019 but had not yet received the app. In an attempt to reach and re-engage those participants, smaller packages containing only the token item and appreciation letter were sent to 2 such participants. This was discontinued in later sprints in favor of more cost- and time-effective methods of reaching out to nonresponsive participants.

Support

We understood that many participants would require some form of technical support to effectively use the app. We brainstormed many ideas for remote support and over time attempted and refined several. First, we included contact information for study personnel (ie, dedicated technical support email and phone number) in each package. We provided in-app one-tap links and a web link to digital copies of help documentation demonstrating the features of the app and how to access each app function. Paper help documents were provided as needed.

In later iterations of the package, we created a video walk-through and tutorial of the app with voice-over instructions. We determined that seeing the app used on a screen would help some participants learn how to use the app without needing synchronous interactions with study personnel, thus allowing them to use the app at their own pace.

We anticipated that while phone interactions and video tutorials were adequate to address the needs of some participants, there would be others who would benefit from more detailed, personalized support. We implemented screen sharing capabilities to offer such support. Study-provided phones were equipped with the option to view and control the phone screen remotely using Knox Manage Remote Support, which was conducted with explicit permission from the participant when needed. This helped when participants could not effectively explain what was on their screen via a phone call and, thus, was viewed as an “invaluable” feature by study personnel.

Additionally, some participants used their own smartphones and were able to download and install the app following email instructions, but required additional remote support. Initially we attempted to use Zoom, a software platform for web-based meetings that allows for screen sharing. We found that installing, registering for, accessing, and using Zoom was too cumbersome for first-time users or caused problems due to system requirements. The team thereafter tested the use of TeamViewer, a similar platform that permits screen sharing by having a participant read a unique 10-digit “Partner ID” to a study team member, leading to on-screen commands to set up and initiate screen sharing. Although TeamViewer required a paid subscription to control the partner’s device, the screen sharing function significantly reduced setup time from over one hour (ie, the time it took for the one attempt to use Zoom) to an average of approximately 10 minutes.

Most privacy concerns about screen sharing were mitigated by openly communicating and building rapport with participants. The screen sharing tools were explained to each participant as well as each step involved in allowing the team member to view their screen. Participants were given opportunities to discuss anything about which they were unsure and it was made clear they could opt out of screen sharing and have technical support delivered solely over the phone instead.

Return

The simplest viable method was to provide participants with a one-tap link to digital usability assessments installed on the study phone. Online assessments ensured uniform delivery and collection of responses in one location. However, we hypothesized that some participants would not want to complete questionnaires on a phone. Moreover, for those not using a study phone, we initially considered but rejected options such as mailing a printed Quick Response (QR) code to the assessment link or emailing the link. Therefore, we added paper usability assessments to care packages along with a stamped, self-addressed return envelope. We theorized that older adult participants would vary in comfort and ability to complete online questionnaires, but all would be able to return mailed questionnaires.

To increase the return of assessments, the team contacted participants by phone and email, when available. In total, 4 participants remained unreachable after multiple attempts.

Evaluation

The first of four packages were sent to participants on April 16, 2020, approximately one month from Project C initiation and within the 6-weeks-or-less target. Subsequent deliveries were maintained on the 2-week schedule through June 2020 per our goal; after a delay, package delivery resumed on the 2-week schedule in late July 2020 (see Table 4). The delay was judged as probably unavoidable but constituted a failure to achieve the target pace.
During the 6-month period, 19 participants were invited to complete usability assessments in their care packages. Of these, 10 (53%) returned the short, 10-item SUS. Of those 10 participants, 6 (60%) used the link on the study phone, 2 (20%) were emailed the link after providing an email address, and 2 (20%) completed the questionnaire by phone after receiving a follow-up phone call. None successfully returned a mailed SUS, though we do not know how many attempted without success, for example, if their response was lost in the mail due to campus reorganization of mail delivery services. Out of 19 participants, 8 (42%) returned the longer, in-depth questionnaire to the study team. Of those, 5 (63%) used the in-phone link, 2 (25%) completed by phone, and 1 (13%) both returned a paper version and completed the questionnaire online.

Providing email links or having participants respond to assessment questionnaires over the phone are examples of our iterative process enabling our team to respond and adjust our approach based on the unsolicited feedback of our participants. We did not initially have email addresses for our participants and we anticipated that the use of USPS and paper questionnaires would be utilized more frequently than they were. When participants requested that they be allowed to fill out the questionnaire through email, and provided the team an email address, or indicated they had time to discuss the questionnaire and provide answers over the phone, we were able to adjust to meet their needs. While these changes did not constitute a new care package iteration, they are still agile adjustments that our team was able to make as we gained more information about the preferences of our participants.

**Discussion**

**Principal Findings**

During the COVID-19 pandemic, some clinical trials were forced to shut down [48], while others found ways to adapt [49]. To adapt technology-based research, we created the FAR Ops framework, based on spaceflight operations and Agile processes. Guided by the framework, we iteratively developed and tested solutions, which enabled us to deliver a study intervention and collect usability feedback from older adults, remotely. We succeeded in designing and deploying a minimum viable product in less than 6 weeks, generally maintained a 2-week sprint cycle, and achieved a 40% to 50% return rate for usability assessment instruments.

Our work demonstrates the feasibility of “going remote” to deliver and assess technology interventions to a diverse population during a pandemic and likely in future, less dire circumstances. Researchers and practitioners can replicate our approach as an alternative to face-to-face interactions. Doing so not only permits work to continue during circumstances such as communicable disease outbreaks and natural disasters, but can also save costs, accommodate people with disability or other reasons for staying at home (eg, caregiving responsibilities), reduce travel time and reliance on transportation for participants and staff, allow for testing in natural settings, and overall increase the diversity of participants [11,12,18,50].

The FAR Ops conceptual model provides a framework for such endeavors. Its Agile project management approach can be replicated to ensure goals are met on time, progress is made at a rapid pace, and innovation is embedded in the process by continually refining the solution based on emerging needs and feedback from testing [40]. We demonstrated how simple Agile concepts, such as explicitly setting expectations for a rapid first “good enough” iteration or minimum viable product and short sprint cycles, resulted in rapid, continuous progress.

Our Agile approach also helped the team iteratively respond to new information, which led to adaptations in package design to meet needs, solve problems, and improve effectiveness and efficiency. This is not possible in a traditional or waterfall approach to project management, wherein solution development is front-loaded and prolonged in an effort to come up with the ideal solution, leaving little time, opportunity, and resources available to redesign and retest the solution if it turns out to not be as ideal as assumed. In fact, it has been documented that technologies developed without integrating iterative testing and redesign opportunities result in products that do not effectively respond to user needs [51-53]. Compared to waterfall approaches, Agile allows feedback from customers—in our case, participants—to dictate changes, rather than assuming the design team can predict customer experiences [54]. However, because an Agile approach promotes quickly creating the minimum viable product, this can result in early solutions having fewer features. This was true in our case, as participants in earlier iterations did not receive tutorial videos or screen sharing, leading to challenges. At the same time, these challenges inspired these subsequent features to be added, reinforcing the importance of the Agile approach for innovation and

<table>
<thead>
<tr>
<th>Delivery date</th>
<th>Care package type</th>
<th>Number of packages delivered in batch</th>
<th>Within approximately 2 weeks of prior batch?</th>
</tr>
</thead>
<tbody>
<tr>
<td>April 16, 2020</td>
<td>A0</td>
<td>4</td>
<td>N/Aa</td>
</tr>
<tr>
<td>April 30, 2020</td>
<td>A1</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>April 30, 2020</td>
<td>B</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>May 14, 2020</td>
<td>C</td>
<td>4</td>
<td>Yes</td>
</tr>
<tr>
<td>June 4, 2020</td>
<td>A1</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>July 23, 2020</td>
<td>A1</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>August 5, 2020</td>
<td>A1</td>
<td>6</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*aN/A: not applicable; this was the first delivery date.*

During the COVID-19 pandemic, some clinical trials were forced to shut down [48], while others found ways to adapt [49]. To adapt technology-based research, we created the FAR Ops framework, based on spaceflight operations and Agile processes. Guided by the framework, we iteratively developed and tested solutions, which enabled us to deliver a study intervention and collect usability feedback from older adults, remotely. We succeeded in designing and deploying a minimum viable product in less than 6 weeks, generally maintained a 2-week sprint cycle, and achieved a 40% to 50% return rate for usability assessment instruments.

Our work demonstrates the feasibility of “going remote” to deliver and assess technology interventions to a diverse population during a pandemic and likely in future, less dire circumstances. Researchers and practitioners can replicate our approach as an alternative to face-to-face interactions. Doing so not only permits work to continue during circumstances such as communicable disease outbreaks and natural disasters, but can also save costs, accommodate people with disability or other reasons for staying at home (eg, caregiving responsibilities), reduce travel time and reliance on transportation for participants and staff, allow for testing in natural settings, and overall increase the diversity of participants [11,12,18,50].

The FAR Ops conceptual model provides a framework for such endeavors. Its Agile project management approach can be replicated to ensure goals are met on time, progress is made at a rapid pace, and innovation is embedded in the process by continually refining the solution based on emerging needs and feedback from testing [40]. We demonstrated how simple Agile concepts, such as explicitly setting expectations for a rapid first “good enough” iteration or minimum viable product and short sprint cycles, resulted in rapid, continuous progress.

Our Agile approach also helped the team iteratively respond to new information, which led to adaptations in package design to meet needs, solve problems, and improve effectiveness and efficiency. This is not possible in a traditional or waterfall approach to project management, wherein solution development is front-loaded and prolonged in an effort to come up with the ideal solution, leaving little time, opportunity, and resources available to redesign and retest the solution if it turns out to not be as ideal as assumed. In fact, it has been documented that technologies developed without integrating iterative testing and redesign opportunities result in products that do not effectively respond to user needs [51-53]. Compared to waterfall approaches, Agile allows feedback from customers—in our case, participants—to dictate changes, rather than assuming the design team can predict customer experiences [54]. However, because an Agile approach promotes quickly creating the minimum viable product, this can result in early solutions having fewer features. This was true in our case, as participants in earlier iterations did not receive tutorial videos or screen sharing, leading to challenges. At the same time, these challenges inspired these subsequent features to be added, reinforcing the importance of the Agile approach for innovation and...
determining the contents of the solution based on actual experimentation [55].

We adopted an Agile Mindset, meaning we went beyond specific Agile techniques and even downplayed the need to adopt specific Agile techniques, such as measuring velocity and throughput, diagramming, or having formal scrum teams [56,57]. We emphasized instead the Agile Mindset principle of establishing a psychologically safe culture within which the team was empowered to work autonomously, make quick progress, prefer “good enough” to “perfect,” and learn from failures. However, we acknowledge by some standards, the project’s specific methods were discordant with textbook Agile approaches.

Much like user-centered design, our approach was iterative, catered to diverse participant needs, and made changes to designs based on evidence provided by users [51-53]. We assert that user-centered design and the Agile approach are complementary—the Agile approach can help operationalize user-centered design best practices, while user-centered design compels solutions that fit the end user. The concept of the Agile approach and user-centered design compatibility is detailed in Holden and Boustani [58] and Holden et al [59].

A significant challenge overcome by our study team was the lack of existing methodologies and guidelines available for remote usability testing with older adults. Recently, McLaughlin et al [8] outlined various tools available for different kinds of remote usability testing of medical devices and recommended that study personnel be available for phone support during tests with older adults. Beyond this advice, there is no clear guidance from human-computer interaction, usability, mHealth, or other literature on how to operationalize a fully remote study protocol for older adult participants. Based on the results of our work, we present additional recommendations for remote operations with diverse populations in Table 5.

<table>
<thead>
<tr>
<th>Recommendation</th>
<th>Details</th>
</tr>
</thead>
</table>
| Screen sharing and screen control | • Valuable for technical support  
• Use alongside phone-based support  
• Allows research personnel to more clearly understand participant challenges  
• Use screen sharing platforms that minimize input required from participant (eg, Knox Manage Remote Support and TeamViewer) |
| Phone-based interactions | • Some participants may prefer to be contacted by telephone  
• Allows for participants to talk through impressions and responses to usability evaluations  
• Can enable researchers to gather more detailed responses to open-ended questions  
• Determine if participant would prefer to answer questionnaires over the phone |
| Email | • Some participants may be very familiar with email interactions while others are not  
• Determine if participant has a valid email and would prefer to be emailed a link to a usability questionnaire, over other methods |

About 50% of participants returned their usability assessments, fewer than desired and, thus, limiting the success of the project. This may be due to reduced levels of engagement overall, especially during unusual circumstances (eg, the COVID-19 pandemic), or as a result of remote and often asynchronous communication. Prior work recommends one-on-one, synchronous conversation as the most effective method to elicit information from older adults [27,28] and may explain why some participants preferred to complete assessments by phone, even though this option was not initially offered. Synchronous interactions may have been preferred by participants to provide lengthier or supplemental feedback to the team. Indeed, phone responses were, on average, longer than those through self-administered modes. We further hypothesize that some participants may have had difficulty typing their responses or using online questionnaires, which contributed to nonresponse or preference to complete assessments by phone, though this was not communicated to the study team by any participants. This may have been especially so for the longer questionnaire, although response rates for the shorter structured 10-item SUS (53%) and the longer questionnaire with free-text responses (42%) were not exceptionally different. It is important to note that while this flexibility in data collection methodology enabled us to collect more responses from participants, it also introduced variability in the level of detail of collected responses. This could challenge the fidelity of studies that heavily rely on consistent data collection techniques.

Maintaining participant engagement was difficult for our team and may indicate that it would be valuable if, in the future, we were more closely able to replicate face-to-face interactions when assessing intervention usability. We are currently exploring adapting existing synchronous remote usability methods for older adults.

The ages of the 19 participants who received Type A and C packages were, overall, representative of the larger target group: 12 in their 60s, 5 in their 70s, and 1 participant in their 80s. Younger participants were more likely than older participants to return usability assessments to the study team; of those older participants who did return assessments, they were more likely to prefer phone interactions over electronic responses. The two SUS assessments performed over the phone were collected from participants in their 70s, while those in their 60s returned the surveys electronically. Only 1 individual in their 70s completed the longer usability questionnaire, while the rest were returned by younger participants. Although any conclusions are speculative given the small sample size, it may be easier to “go remote” with younger older adults.
A limitation of this study is that it was not designed to compare our approach with others, prohibiting conclusions about its superiority. We also did not design our study to compare various package iterations to each other. During the project, decisions on design iterations were based on relatively small samples of participant feedback and impressions of study personnel. We report only 6 months of the project. Our sample was relatively diverse, but overrepresented younger, White, and female individuals. We believe that limitations with our sample are reasonable due to the nature of the COVID-19 pandemic. We did not formally assess the team’s fidelity to Agile principles or use certain Agile formalisms, such as velocity or control charting, to track progress.

Conclusions
Combining a spaceflight model with an Agile approach allowed our team to adopt remote operations for our mHealth trial, in response to interruptions from the COVID-19 pandemic. Our approach can be useful for other research or practical projects under similar circumstances or to improve efficiency, cost, effectiveness, and participant diversity in general. Indeed, although the COVID-19 pandemic was the impetus for “going remote,” we believe further iterating remote operations for older adults will result in these approaches being preferable to traditional ones for many reasons.

In addition to offering a replicable approach, this paper tells the often-untold story of practical challenges faced by mHealth projects and practical strategies used, as another article in this journal [45] compels us to do:

Telling and learning from the typically untold stories will result in more efficient, effective, and sustainable mHealth design efforts...We call on our fellow researchers, designers, and UCD [user-centered design] experts to document and share their own challenges and strategies toward improving the implementation of UCD.
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Abstract

Background: The use of wearables facilitates data collection at a previously unobtainable scale, enabling the construction of complex predictive models with the potential to improve health. However, the highly personal nature of these data requires strong privacy protection against data breaches and the use of data in a way that users do not intend. One method to protect user privacy while taking advantage of sharing data across users is federated learning, a technique that allows a machine learning model to be trained using data from all users while only storing a user’s data on that user’s device. By keeping data on users’ devices, federated learning protects users’ private data from data leaks and breaches on the researcher’s central server and provides users with more control over how and when their data are used. However, there are few rigorous studies on the effectiveness of federated learning in the mobile health (mHealth) domain.

Objective: We review federated learning and assess whether it can be useful in the mHealth field, especially for addressing common mHealth challenges such as privacy concerns and user heterogeneity. The aims of this study are to describe federated learning in an mHealth context, apply a simulation of federated learning to an mHealth data set, and compare the performance of federated learning with the performance of other predictive models.

Methods: We applied a simulation of federated learning to predict the affective state of 15 subjects using physiological and motion data collected from a chest-worn device for approximately 36 minutes. We compared the results from this federated model with those from a centralized or server model and with the results from training individual models for each subject.

Results: In a 3-class classification problem using physiological and motion data to predict whether the subject was undertaking a neutral, amusing, or stressful task, the federated model achieved 92.8% accuracy on average, the server model achieved 93.2% accuracy on average, and the individual model achieved 90.2% accuracy on average.

Conclusions: Our findings support the potential for using federated learning in mHealth. The results showed that the federated model performed better than a model trained separately on each individual and nearly as well as the server model. As federated learning offers more privacy than a server model, it may be a valuable option for designing sensitive data collection methods.

(JMIR Mhealth Uhealth 2021;9(3):e23728) doi:10.2196/23728
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Introduction

Mobile Health Data

The ubiquitous nature of wearables generates considerable potential for data collection and analysis but comes with the issue of protecting user privacy. Some important privacy considerations are protecting patient confidentiality [1], protecting against security breaches [2], and protecting against researchers using user data in a way that the user did not intend [3,4]. Individuals may be more willing to participate in studies and disclose information if these concerns are alleviated [5,6]. Privacy breaches can occur when data servers are compromised but can also occur when data are shared for legitimate purposes by well-intentioned members of the medical community [7]. In this paper, we use privacy to denote the aspects related to protecting the identity, personal information, and use of the data of users.

Mobile health (mHealth) data are often related to the cognitive, behavioral, and affective states of users, making such data highly sensitive. Therefore, we want to ensure that individuals’ confidential health information is not leaked to others. Wearables passively record a range of medically relevant data, such as temperature, heart rate, and electrodermal activity (EDA). As people may carry these items with them throughout the day, this allows for high-frequency collection of data from more people, who may have a greater variety of health conditions, than ever before. Such rich data collection opens up the possibility of using increasingly powerful but data hungry machine learning methods in the analysis of these data [8].

In this paper, we apply predictive machine learning models on the publicly available Wearable Stress and Affect Detection (WESAD) data set published by Schmidt et al [9]. In particular, we focus on models that can be trained by fitting a function, potentially nonlinear, to the data using gradient descent and variants thereof. Many of these models make few assumptions about the structure of the underlying data-generating process. To improve privacy, we propose leaving each user’s data on their personal device and training our models using federated learning. In federated learning, there is no single server that contains all users’ information. Instead, model training occurs on each individual’s device, and only model parameter updates leave the user’s device. This allows for more user privacy by maintaining data only on individual user devices. In addition, as explained later, federated learning is still able to take advantage of some shared information across individuals. Thus, it can alleviate some of the concerns in analyzing mHealth data, such as user heterogeneity and privacy preservation.

Federated Learning

Before further describing federated learning, we establish some common terminology. The goal is to produce a model, often a neural network, trained using data from many individuals. Each individual will have a mobile device, which we call a user device—in the networking literature, these are called clients—and we will not make a distinction between an individual and their user device. Each user device has its own private data, and the data will never leave the user device. Storing private data on each user device instead of uploading them centrally is the source of improved privacy provided by federated learning. We will also have a single device controlled by the researchers that can communicate with each user device, and we will call the former device the server. The server will coordinate the training procedure and store a copy of the model but will not have any private data uploaded onto it. The training process is iterative, as is common for many machine learning models. Each time the model parameters on the server change, we will call that one server training round (or server training iteration).

In Figure 1, we compare how a model is trained on a central server (top) with how a model is trained using federated learning (bottom). In federated learning, one server training round comprises the following three distinct parts:

1. Broadcast: A small number of user devices will be selected at random, and the current server model will be transmitted to that cohort of user devices.
2. Local update: Each of these user devices will perform a small amount of training of the model they received, using the data from the user device.
3. Update aggregation: Each user device in this cohort will then transmit a copy of their (locally updated) model parameters to the server. The server then averages these parameters and replaces the server model parameters with these new averaged parameters.

The server then repeats this process by selecting a new cohort of user devices for each server training round. Thus, the data from every user device contribute to the training of the model. Algorithm 1 (Figure 2) presents the pseudocode, and a full algorithmic description is provided in Multimedia Appendix 1.
**Figure 1.** Diagram comparing central and federated learning workflows. Color abstractly represents the private information content at different locations, with red, blue, and green colors representing private information for different user devices. When training on a central server, user data are uploaded onto the server once. In federated learning, model parameters are updated on the user device, producing updates that contain less private information than the data themselves. The updates from many users are then aggregated, further mixing the contribution from each individual user.

**Central server training process**

![Central server diagram](image)

**Federated learning training process**

![Federated learning diagram](image)

**Figure 2.** Pseudocode for federated learning algorithm 1.

---

**Algorithm 1: Federated learning pseudocode**

**Input:** Central server $S$, number of clients $K$, cohort size $k$, number of server training rounds $T$, initial model parameters $\theta_0$.

**Output:** Final model parameters $\theta_T$.

for $t$ from 1 to $T$ do

1. Select $k$ out of $K$ at random to form cohort $C_t \subseteq \{1, \ldots, K\}$.

   for $i$ in $C_t$ do

   1. Transmit current model parameters $\theta_{t-1}$ from $S$ to client $i$.
   2. Client $i$ updates the model parameters $\theta_{t-1}$ using their data to produce $\theta_t^{(i)}$.
   3. Transmit $\theta_t^{(i)}$ back to the server $S$.

   end

end

Server $S$ averages the $\theta_t^{(i)}$ from all clients in cohort, producing $\theta_t$.

end

Output final model parameters $\theta_T$. 

---
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The model trains using updates from the data on all user devices; however, individual, private, data remain only with each user device. This protects the privacy of users in several ways. Under federated learning, private data are significantly less vulnerable to the central server being compromised. The server never contains any raw private data and generally contains only the current model parameters. This protects users from being subject to adverse consequences of failings in the server's security. Another benefit for users under federated learning is private data cannot be reused for other purposes at a later date. It cannot be shared or released either accidentally or in good faith but with inadequate anonymization measures. Finally, federated learning gives users the freedom to withdraw access to their data—both past and future—at any time without relying on guarantees from the researchers that any previously collected data will be deleted.

Federated learning has been successfully applied in complex real-world applications, most notably in training the next-word prediction model for Google's Keyboard [10]. We refer interested readers to excellent surveys of federated learning [11-13] and federated learning software and data sets [13].

**Previous Work**

There has been substantial research on privacy in mHealth and mood prediction using machine learning. Protecting the data of individual users stored in mHealth apps is important because the apps contain personal information about the user, information used to make treatment decisions, and information that could be misused for financial gain, among other concerns [4]. Users' willingness to disclose personal information in mobile data varies according to their demographics and personal characteristics [14-16]. Concerns about privacy vary among different age groups; for example, some older people are less willing to use mHealth services [6,14] and are more likely to cite privacy concerns [6]. As such, it is important to consider the target population when considering the amount of privacy guarantee needed. Increased privacy concerns about health information technologies reduce patients' willingness to share information and reduce their positive attitudes toward the technologies [14,17]. In the same vein, reducing privacy concerns makes patients more comfortable in sharing their health information [5,17]. Sometimes, individuals are willing to give up some privacy if they consider mHealth technology as beneficial; however, this depends on the sensitivity of the information they are providing [18]. Due to these privacy concerns, there are many innovations for increasing patient trust and privacy protection [19].

Many researchers have used machine learning methods, including neural networks, random forests, and support vector machines, to predict outcomes such as depression, mood, and stress using mobile data [20-26]. Various physiological and behavioral features help predict these outcomes, such as skin temperature, EDA, 3-axis accelerometer data, mobility, sleep, and self-reported histories [20-23,27,28]. Detecting aberrations in some of these measures can help identify early signs of mental illness [16].

Personalization techniques in machine learning allow parts of a model to be specific to each user while other parts are shared between users, allowing both the sharing of data to estimate certain parameters and fitting to unmeasured covariates of each individual. To an extent, both unique traits among different individuals and commonalities across users are helpful in prediction. Some studies have taken advantage of this and grouped users based on common traits, finding that this improved mood prediction accuracy [8,24,29]. In the same vein, accounting for individual user differences is valuable in prediction using machine learning [8]. There is growing recognition within the mHealth literature [30] that there are trade-offs between individual and centrally trained models and that often there are reasons to make them work in tandem.

In the Methods section, we describe federated learning in the context of mHealth by addressing some of the issues raised in the mHealth literature. Specifically, we discuss the application of federated learning using neural networks to make predictions from mHealth data. We address practical considerations for researchers who consider using federated learning for their study. We then evaluate the performance of federated learning on an mHealth data set to predict subjects' affective states.

**Methods**

**Federated Learning in mHealth**

Federated learning is a nascent field within machine learning [31], which arose, at least partially, in response to the opportunities and difficulties presented by personal devices that can record information and perform computation [11]. As such, many practical challenges in mHealth, such as privacy [32,33], user heterogeneity [34], user hardware constraints [35,36], and even incentivizing voluntary participation [37], are already being studied by the machine learning community. The medical science community has also proposed ways to share information while preserving privacy, such as developing models in a distributed manner [38,39], using a federated patient hashing framework for similar patient matching [40], and using collaborative privacy-preserving training to detect protected health information in text [41]. A recent paper describes how federated learning can be useful to various stakeholders in the mHealth field [42].

Federated learning provides a middle ground between extremes in privacy and data utilization. One extreme is collecting data centrally on the server and performing all analyses and training there. The other extreme is individual training, in which each user device trains a completely separate model on its own data.

In centralized learning, we take all individual users’ raw data and store them in one location. This unlimited access gives researchers the most flexibility when analyzing the data—clearly any analysis that can be performed with limited data access can be performed with unlimited data access—and the best chance of extracting useful insights from the data. However, it is likely that some individuals are reluctant to have all of their raw data stored in a central location, as the central location could be hacked or because individuals feel that their data are too sensitive to be released. A model trained using federated learning is useful because it is trained without putting all individuals’ raw data together in one place. Not only does this...
help alleviate concerns about data privacy, but it can also help potential subjects be more willing to engage in studies, as their raw data will not be sent to a foreign central location. As we show in our case study, a model trained in a federated way performs almost as well as a centrally trained model. We refer to the former as the federated model and the latter as the server model.

In individual training, each user device trains a separate model using only their own data; therefore, no information, besides potentially their final model, leaves the user device. We refer to this as the individual model. This provides a very high level of privacy. However, it prevents information sharing across users during model training. Federated learning takes advantage of the information shared across users, which can be especially useful when analyzing health care data. Each person’s characteristics and health care need personalization; however, there is also a lot of useful information that can be shared across people, as every person’s distribution is not entirely different.

In training, the algorithm can learn from similar users and apply this knowledge when predicting another user’s outcome. It is significantly easier to use a federated model to make predictions for a new patient because there is a single model that is trained using data from many people, and we do not need previous data from the new patient. In this way, the federated model can do better than the individual model. Thus, federated learning can help improve the prediction accuracy while preserving privacy.

Practical Considerations for Using Federated Learning

The decision to use federated learning must be made when designing the study so that one leaves the data on the user devices and trains the model using federated learning. If data have already been collected from each user device and stored together on a server, privacy has been violated, and we cannot use federated learning to retroactively make the experiment privacy preserving. A small burden might need to be placed on user devices to use federated learning. To minimize disruptive usage of user device bandwidth and compute resources, the local update on the user device should take place while the user device is connected to a nonmetered internet such as Wi-Fi, and the device should be idle and plugged into a charger. To avoid inducing bias in the training process by the overuse or underuse of certain user devices because of their passive adherence to these restrictions, we may need to request that user devices be available for local training during certain times of the day. The structuring of these times should be considered during the experimental design phase. In addition, the server should follow certain protocols to minimize the privacy loss. The model updates may contain some information about the data on the user device; however, the privacy loss from these updates can be mitigated by not storing or viewing any locally updated parameters during each server training round. Similarly, information about when each user device participated in the training should also not be stored.

Although concerns about user privacy deter users from sharing health information, the perceived effectiveness of information security reduces these concerns [5,17]. However, federated learning is not the only tool for privacy, and it does not alone provide perfect privacy. Depending on the privacy requirements of the study, federated learning may or may not be the best method to use. We provide a few examples to illustrate cases where federated learning may not be the correct method.

- **Low privacy**: If a doctor is collecting data from his or her patients and the patients completely trust their doctor and the security of their server, then there is no need to collect data using federated learning—the doctor can simply take all of his or her patients’ raw data. However, the more assured patients are about their information security, the more willing they are to disclose information and the higher their perceived quality of care [17].

- **Verifiable privacy**: If patients completely distrust the researcher, they may insist on formal guarantees of privacy. This could manifest itself as requiring privacy protection from an honest-but-curious server, wherein the server will attempt to learn anything it can from the information it receives. Under such a requirement, we cannot simply transmit model parameters back to the server, as an individual’s model parameters may reveal information about the user. It requires significant technical expertise and engineering effort to implement federated learning under such a strong privacy requirement [43], which may be beyond the resources available in a clinical trial.

- **Privacy under model access**: Even if no user device data are transmitted to the server, it may be possible to infer information about the data used to train the model, given sufficient access to the model itself, including the reconstruction of specific data points used to train the model [44]. Protection against such attacks is particularly important if the model will be made available to those beyond trusted researchers; in the most extreme cases, researchers themselves may not be trusted. Federated learning provides no guarantees of protection against such attacks; complementary forms of privacy protection, such as differential privacy [45], may be required.

Federated learning is not a silver bullet against privacy loss, and it is not a black-box tool that can be simply tacked onto an existing study. However, when properly integrated into the study design, federated learning can significantly reduce the loss in users’ privacy while incurring only a small reduction in model accuracy.

Evaluation of Federated Learning on mHealth Data

To assess the practicality of using federated learning on mHealth data, we compared its predictive performance with that of other predictive machine learning models. We used the WESAD data set for this purpose [9]. We had a 3-class classification problem using physiological and motion data to predict whether each subject was, at the time, performing a task designed to elicit a neutral, stressed, or amused affective state.

We used the WESAD data set because it is publicly available and thus easily accessible by other interested researchers, and it is in the University of California, Irvine, Machine Learning Repository as a data set that measures stress in users using wearables. The data were collected from 15 subjects and contained physiological and motion data measured simultaneously by a wrist device and a chest device during specific tasks designed to capture 3 different affective states:
neutral, stress, and amusement. There was approximately 36 minutes of data for each subject. Using 30-second windows for all 15 subjects, 1087 windows were generated in total. Of these windows, 53.45% (581/1087) were collected during the baseline task, 29.99% (326/1087) during the task designed to elicit stress, and 16.56% (180/1087) during the task designed to elicit amusement.

The authors of the data set found that using physiological and motion data from the chest-worn device was more informative than using physiological and motion data from the wrist-worn device in the 3-class classification problem [9]. The chest-worn and wrist-worn devices differed slightly in the modalities they measured. Thus, we restricted our analysis to the data collected using the chest-worn device. These include electrocardiogram, EDA, electromyogram, respiration, body temperature, and 3-axis acceleration (x-axis, y-axis, and z-axis) measurements collected at 700 Hz. For additional information, we refer interested readers to the original WESAD paper [9].

The authors of the WESAD paper used feature extraction to identify useful features for their predictive models, which often included the mean, SD, minimum, and maximum of measurements. For simplicity, we used these four summary statistics, calculated over 30-second windows, of each of the 8 measurements for each subject as the features in our models. The code to extract our features was derived from Matthew Johnson’s GitHub repository [46]. The limitations of our analysis include whether the subject was in the intended affective state and the set of features used.

As we had access to each subject’s data, we were able to use a server model. However, in many situations, researchers may not want to access each subject’s raw data for privacy reasons. As true federated learning would not store raw data on a central server, we could not use a true federated model and instead use simulated federated learning. Nonetheless, we saw this as a feature and not a limitation. As we had the server data, we could compare the accuracy between our simulated federated model and the truth in the centralized data. If we had implemented true federated learning, we would not be able to compare performance with the centralized, or server, model, or compare performance with the individual model. Much of published federated learning research uses federated learning simulations for experimental results [31,32,34,36].

Data Preprocessing

Of the 15 participants, 12 were male and the remaining 3 were female. Table 1 shows the demographics of the subjects in the WESAD study. Table 2 shows the summary statistics of some of the features used. The full table of summary statistics for the features used is provided in Multimedia Appendix 1.

| Table 1. Demographic characteristics of the participants in the study (N=15). |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Characteristic | Value, mean (SD) | Value, mean (SD) | Value, mean (SD) | Value, mean (SD) |
| Age (years) | 27.5 (2.4) | Height (cm) | 177.6 (6.7) | Weight (kg) | 73.1 (10.3) |

| Table 2. Summary statistics of a subset of features. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Feature | Participants, first quartile | Participants, median | Participants, mean (SD) | Participants, third quartile |
| Mean EDA | 2.0 | 3.7 | 4.6 (3.4) | 6.3 |
| Mean ECG | 7.2E–04 | 1.1E–03 | 1.1E–03 (7.8E–04) | 1.5E–03 |
| Mean EMG | –3.5E–03 | –3.0E–03 | –3.0E–03 (9.2E–04) | –2.5E–03 |
| Mean respiration | –0.02 | 0.05 | 5.4E–02 (2.0E–01) | 0.13 |
| Mean temperature | 34 | 34 | 34 (1.3) | 35 |
| Mean ACC_X | 0.73 | 0.86 | 8.0E–01 (1.3E–01) | 0.90 |
| Mean ACC_Y | –0.06 | –0.02 | –3.1E–02 (1.0E–01) | 0.02 |
| Mean ACC_Z | –0.54 | –0.31 | –3.5E–01 (2.6E–01) | –0.17 |

aEDA: electrodermal activity.
bECG: electrocardiogram.
cEMG: electromyogram.
dACC_X: 3-axis acceleration (x-axis).
eACC_Y: 3-axis acceleration (y-axis).
fACC_Z: 3-axis acceleration (z-axis).
Neural Network Architecture

We tuned the hyperparameters for the individual, federated, and server models separately. We used 3-fold cross-validation to jointly tune the number of epochs and learning rate for the individual and server models. For the federated model, because it involves more hyperparameters, we jointly tuned the number of epochs, learning rate, number of clients sampled per round, number of local updates per round, and step size. The training set consisted of the first two-thirds of the data from each task for each user. The test set consisted of the remaining third of the data from each task for each user. Within each training set, one-third of the training data were used for validation, that is, to tune the hyperparameters.

Our neural networks had 1 dense input layer with 12 hidden units, followed by a dense layer with 10 hidden units, and then followed by a dense layer with 8 hidden units. These layers used the leaky rectified linear unit (leaky ReLU) activation function with a slope of 0.01 where the x-axis is negative. The output layer was a dense layer with 3 hidden nodes and used a softmax activation with categorical cross-entropy loss. We used Adam as the optimizer. We standardized our training data and applied that same standardization to our test set. By privately calculating the mean and SD, standardization can preserve privacy [47]. Our code, which uses Python TensorFlow, and the best hyperparameters chosen by our cross-validation process are available on the authors’ GitHub repository [48]. The transformed data are available on GitHub and in Multimedia Appendix 2 [9].

We tested augmentations in the architecture to allow for model personalization. The simplest example of adding personalization to a model is a fixed effects model for linear regression, where each user is given a user-specific intercept, and the other parameters are estimated jointly. This is mathematically equivalent to augmenting each data point by adding a single covariate, where the covariate’s value is the same for all data points from the user, and the value is learned by the model-fitting process. We add personalization to our neural network in a similar way, in which we augment each data point by adding a user embedding, with u extra covariates that are the same for all data from that user and learned by the model-fitting process (Figure 3). Note that if we solely use user embeddings, then each prediction for the same user would be exactly the same, and the best possible prediction would be the user mean for all data points. This is a very simple example of collaborative personalization [49,50]; in the same way fixed effects models can be extended, there are many extensions of collaborative personalization. However, this simple method is sufficient for our study.

Figure 3. Comparison between the architecture of nonpersonalized and personalized versions of our models. The green blocks represent trained model parameters, and the blue blocks represent the input covariates. Note the user ID is removed from the covariates once it is used to attach the correct parameters, which represent that user’s embedding.

User embeddings often encode unmeasured user-specific covariates, meaning that access to user embeddings from a trained model has the potential to expose information about that user. However, a small change in the federated learning protocol can prevent such privacy loss. As user embeddings are user-specific and only updated by training with the user’s data, there is no need to transmit gradients for updating any user embeddings to the server. Thus, each person’s user embedding may be kept only on that user’s device, preventing the server from using that embedding to learn private information about that user.

To choose the dimension of the user embedding for the personalized federated and personalized server models, we used 3-fold cross-validation, as described earlier, with 1D, 2D, and 3D user embeddings. We used the same number of dimensions for both personalized models each time. Using a 2D user embedding achieved the highest accuracy on the validation set for the personalized server model. As such, we used 2D user embeddings in our final personalized federated and personalized server models.
Results

In this section, we present the results for evaluating federated learning on the WESAD data set and compare them with the performance of a server model and an individual model. We include results of personalized federated and server models as well as nonpersonalized federated and server models.

There is inherent variation each time we run a neural network because the initial weights are randomized, and there is randomness in stochastic gradient descent as the neural network tries to find the local minimum. Further, there is variation each time we run a federated model because federated learning takes a random sample of user devices per round of training. As such, we ran each of our models 15 times, using different seed settings each time. We report the median and mean accuracy over 15 tests in Table 3. The distribution of the results over 15 tests and graphs of the average prediction accuracy after each epoch of training of the neural network are presented in Multimedia Appendix 1.

Table 3. Median and mean accuracy of each model over 15 tests.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy, median</th>
<th>Accuracy, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personalized server</td>
<td>0.929</td>
<td>0.932 (0.019)</td>
</tr>
<tr>
<td>Server</td>
<td>0.897</td>
<td>0.888 (0.028)</td>
</tr>
<tr>
<td>Personalized federated</td>
<td>0.929</td>
<td>0.928 (0.018)</td>
</tr>
<tr>
<td>Federated</td>
<td>0.853</td>
<td>0.859 (0.021)</td>
</tr>
<tr>
<td>Individual</td>
<td>0.899</td>
<td>0.902 (0.021)</td>
</tr>
</tbody>
</table>

The personalized server model achieved the highest accuracy. The personalized federated model came in second, performing nearly as well as the personalized server model. Thus, the personalized server model and the personalized federated model beat their nonpersonalized counterparts.

The individual model outperformed both the nonpersonalized server and nonpersonalized federated models. The individual model is trained separately on each user, whereas the server model takes the data of all individuals at once and cannot adjust for each user. For comparison, a model that always predicts the majority class would attain 53% accuracy on the data set.

These results provide evidence that using personalization, which takes into account individual differences, helped improve the prediction accuracy of the models. This is reasonable for the WESAD data set, considering that each person has varying baseline physiological measurements.

Discussion

Principal Findings

This paper discusses the advantages and challenges of using federated learning as a predictive model in mHealth data collection and demonstrates an empirical example in which federated learning could have been effective. Furthermore, it shows empirical evidence that a federated model can make accurate predictions, is compatible with personalization, and has the added privacy advantage of not storing raw data from individual users. The personalized server model performed the best on the chosen data set, followed closely by the personalized federated model. As a federated model offers more privacy for users than a server model, there is evidence to suggest that federated learning may be a valuable option for collecting and analyzing sensitive mHealth data.

Limitations

The decision of whether to use federated learning is based on a combination of factors, including how much privacy is required, how much data are available, and what resources are available to implement the federated model. Each of the models we tested has advantages and disadvantages. The server model uses all raw data stored in one place for easy access and future use. However, this poses the risk of breaching user privacy if the server is compromised and the risk of the data being accessed and used in a way that the users did not intend. An individual model can maintain user privacy by keeping the data on the user’s device and requires less engineering to implement than a federated model. However, the individual model did not perform as well as the personalized server model and personalized federated model in our tests. Nonetheless, if a researcher has a lot of data from each user, using an individual model can be useful for prediction, and a federated model may be unnecessary. The federated model provides more privacy than a server model, as well as reasonably accurate predictions, but it requires some design work before collecting data and software engineering to implement. Moreover, although federated learning provides an added degree of privacy, it does not guarantee privacy, as explained in the Methods section. To achieve stronger privacy guarantees in federated learning, a substantial amount of software engineering is needed.

Federated learning is used for predictive modeling; therefore, implementing it limits the research questions that can be answered from the data. Researchers may often wish to pursue research questions aside from prediction; in the future, it would be interesting to extend federated learning to estimate treatment effects. Other future work includes developing ways to handle missing data for time series in the context of federated learning. In addition, Python TensorFlow has recently released capabilities to apply federated learning in their TensorFlow Federated package, and it would be interesting to compare it with our implementation.

Comparison With Previous Work

Previous research in the mHealth field has explored privacy-preserving methods. Some of these studies do not involve neural networks and federated learning [38-40]. One
study applied a methodology similar to federated learning [41], although it selectively updated parameters from individual users, whereas we used multiple local updates between transmission rounds. As federated learning started in the machine learning community, there have been papers in the computer science and engineering fields regarding collaborative privacy-preserving learning tested on mHealth data [33,51]. Our work bridges the mHealth and machine learning communities by discussing practical considerations for mHealth researchers who want to consider implementing federated learning. Furthermore, we evaluate the effectiveness of federated learning on a publicly available mHealth data set. Our code is available on GitHub to encourage reproducibility of our results.

As mentioned earlier, many mHealth researchers have applied machine learning methods to predict mood and stress [20-23,25,26]. Research has shown that accounting for both unique traits among different individuals and commonalities across users is valuable in prediction [8,24,29]. We demonstrate the use of federated learning as a privacy-preserving method that also has these advantages.

### Conclusions

This paper discusses federated learning and its importance in the field of mHealth. For example, federated learning provides added protection to preserve patient confidentiality and inhibits the use of data in a way that the participants in a study did not intend. As federated learning does not store raw data from individual users on a central server, there is no possibility of a central server being hacked and raw data leaked. This provides more privacy to users when recording sensitive data.

Protecting user privacy is critical in mHealth. Having more privacy protection measures in place may encourage people to participate in a study and to be more willing to disclose information that is useful for treatment and research. Federated learning offers additional data privacy and can overcome some common challenges in mHealth data by addressing user heterogeneity and taking advantage of commonalities across users. As such, federated learning has considerable potential to help advance mHealth research.
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Abstract

Background: As the use of smartphones increases globally across various fields of research and technology, significant contributions to the sectors related to health, specifically foot health, can be observed. Numerous smartphone apps are now being used for providing accurate information about various foot-related properties. Corresponding to this abundance of foot scanning and measuring apps available in app stores, there is a need for evaluating these apps, as limited information regarding their evidence-based quality is available.

Objective: The aim of this review was to assess the measurement techniques and essential software quality characteristics of mobile foot measurement apps, and to determine their potential as commercial tools used by foot care health professionals, to assist in measuring feet for custom shoes, and for individuals to enhance their awareness of foot health and hygiene to ultimately prevent foot-related problems.

Methods: An electronic search across Android and iOS app stores was performed between July and August 2020 to identify apps related to foot measurement and general foot health. The selected apps were rated by three independent raters, and all discrepancies were resolved by discussion among raters and other investigators. Based on previous work on app rating tools, a modified rating scale tool was devised to rate the selected apps. The internal consistency of the rating tool was tested with a group of three people who rated the selected apps over 2-3 weeks. This scale was then used to produce evaluation scores for the selected foot measurement apps and to assess the interrater reliability.

Results: Evaluation inferences showed that all apps failed to meet even half of the measurement-specific criteria required for the proper manufacturing of custom-made footwear. Only 23% (6/26) of the apps reportedly used external scanners or advanced algorithms to reconstruct 3D models of a user’s foot that could possibly be used for ordering custom-made footwear (shoes, insoles/orthoses), and medical casts to fit irregular foot sizes and shapes. The apps had varying levels of performance and usability, although the overall measurement functionality was subpar with a mean of 1.93 out of 5. Apps linked to online shops and stores (shoe recommendation) were assessed to be more usable than other apps but lacked some features (eg, custom shoe sizes and shapes). Overall, the current apps available for foot measurement do not follow any specific guidelines for measurement purposes.

Conclusions: Most commercial apps currently available in app stores are not viable for use as tools in assisting foot care health professionals or individuals to measure their feet for custom-made footwear. Current apps lack software quality characteristics
and need significant improvements to facilitate proper measurement, enhance awareness of foot health, and induce motivation to prevent and cure foot-related problems. Guidelines similar to the essential criteria items introduced in this study need to be developed for future apps aimed at foot measurement for custom-made or individually fitted footwear and to create awareness of foot health. 
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**Introduction**

**Background**

Poor foot health is often linked to poor performance in both personal and work life [1]. Various anatomical and biochemical factors are responsible for the deterioration of foot health, along with overuse, injury, and external trauma. Maintenance of foot health is necessary to keep humans mobile and independent, and consequential negligence can often cause psychological strain along with physical pain [2].

In an effort to combat problems related to foot health, clinical treatment programs have been widely adopted [3,4]. These programs consist of clinical interventions, and most of the time require clinicians and patients to have regular face-to-face contact for over 1 year. Such interventions have shown variable efficacies due to fluctuations in adherence by patients over time [5-7]. These rigorous health programs can sometimes be time-, resource-, and cost-intensive, and can also be inconvenient for patients given that foot problems increase the possibility of impeding movement capabilities [8,9]. Accordingly, there is a need for novel, low-cost, and widely accessible tools to accurately scan and measure patients’ feet, and provide health feedback to patients. This has become a necessity as many patients face significant barriers related to achieving clinical treatments.

The advancement and accessibility of mobile app technology in recent years have enabled efforts to translate the same traditional clinical treatments and intervention programs in the development and growth of the use of foot health mobile apps. The outcome is the development of mobile apps that can provide insight into patients’ feet by leveraging the processing capabilities of mobile sensors such as depth-sensing cameras, multicameras, infrared sensors, and features like augmented reality. Many such apps use algorithms and data-mining techniques to suggest foot- and shoe-related solutions based on the procured foot measurement values, whereas others stop at providing basic information such as the suggested size of a shoe based on foot form and suggested forefoot or toe exercises.

Despite an overall increase in app use for foot health conditions, the analysis of several apps belonging to this category has led to the discovery of various problems related to usability, design, and functionality; the limited availability of free apps; the lack of provision for user consent; and, particularly, the lack of certification and the poor quality of the information displayed to achieve their most important goal (ie, to improve patient outcomes) [10-12]. Consequently, these shortcomings have raised questions about the efficacy and applicability of mobile apps used for foot measurement and scanning [10-12].

**Objective**

To the best of our knowledge, no study has extensively explored the current scenario of the commercial mobile app market to review and scientifically evaluate apps related to foot measurement. The abundance and rapid growth of such foot measuring apps in app stores, along with the increased adoption rate of these tools by the public, necessitates an assessment of this rapidly growing market. Therefore, the objective of this scoping review was to evaluate the published foot measurement apps in the two major commercial app stores (Apple App Store and Google Play Store). We evaluated the specific criteria of foot properties and the criteria of software quality characteristics, along with the viability of these apps for use as professional tools for foot measurement by pedorthists, podiatrists, orthotists, and individual users. We also investigated the potential of these apps to increase awareness of foot health and foot-related problems.

**Methods**

**App Search Procedure**

This review included apps found in the official mobile app stores: Apple App Store and Google Play Store. An electronic search was performed between July and August 2020 in the two app stores for iOS and Android mobile devices, respectively. The search process did not consider any subcategories to which the apps belonged in the app stores. The following terms were used to search for foot measurement apps across the app stores: “foot scanner,” “foot app medical,” “foot measure,” “feet,” “measure foot,” and “foot length.” Region-restricted apps were not considered. The methodology used in this study for the identification, screening, and selection of the apps’ matching criteria is displayed in Figure 1.
A secondary search was performed to identify apps that were intended to be used with advanced imaging sensors or other hardware requirements using the following keywords: “foot size,” “shoe size,” “3D foot,” and “foot scan solutions.” The results of this latter search were not limited by language, app store description, or rating. No restrictions were imposed in both searches across the different app stores. The search results obtained using the enlisted terms varied significantly between the app stores. As a result, the exact search using the same terms was performed multiple times across different devices to minimize the variance of app indexing and to construct the final inclusion list of foot measurement apps.

The investigation, screening, and extraction phases of the app search and selection processes were performed by the investigators collaboratively. All investigators involved in this operation contributed equally by maintaining a separate list of apps they found within the app stores using the inclusion and exclusion criteria that were finalized for this procedure (see Measures Used in Apps Selection section below). The investigators acted independently on their own smartphone(s) to determine apps fit for selection. During the merging of the app lists, there were conflicts regarding some apps. One such case was an app encountered by one investigator who rejected it from their list, but the same app was included by another investigator. Such cases of discordance were resolved by mutual discussion among the investigators until consensus was reached. The resulting lists of apps were merged, producing the final list of included apps for analysis.

Raters

Three expert raters were selected in line with the proven approach described by Stoyanov et al [13], including (1) a software developer with a Master’s degree in software engineering and more than 10 years of mobile app development experience in a renowned company, along with extensive experience using various camera/depth sensors in mobile apps; (2) a computer science graduate with 2 years of mobile app (in particular iOS apps) development experience; and (3) a final-year Bachelor of Computer Science student with 2 years of mobile app development experience. In addition, domain experts (two pedorthists) in the research team trained and educated the raters about the foot measurement processes and the footwear industry.

The raters independently rated all of the apps from the final list of apps compiled by the investigators. Their responses were recorded in a standardized response form (Google Forms) and respective rater response data were extracted from the spreadsheet attached to the form.
Measures Used in Apps Selection

The criteria for the selection of foot measurement apps were based on whether the app serves a purpose that involves measurement of the user’s foot. An app was selected for inclusion if it met the following criterion: the app was deemed to be a foot measurement app after screening by title, store description, and store rating relevance. An app was excluded from the study if it met one of the following exclusion criteria: (1) it has neither a star rating nor a user comment on the app store listing page; (2) an identical app from the same developer or publisher is available in both app stores (a duplicated app), and therefore it was excluded from one platform; (3) it is inaccessible/unusable due to region restrictions; and (4) it has been reskinned with a new user interface over an existing app, and hence it is deemed to be the same app in terms of functionality.

Modification of Existing Health App Rating Tools

Selection of Domains and Rating Tool Development

We hypothesized that to properly rate an app with respect to its appropriateness and usability, the app should include multiple features to enable scientifically evaluating its value as a commercially viable foot measurement product. A standardized rating tool would be helpful in this case, especially when there are numerous relevant apps in the app stores. Consequently, an extensive review of prior guidance documents and tools for rating mobile apps was performed to identify the fundamental domains and criteria for determining an app’s usefulness and rating. After reviewing several app rating guidance documents and tools, we concluded that each app has its own uniqueness for particular categories of application. We took into consideration prior studies on software quality assessment, and emphasized the key software quality characteristics such as usability, reliability, functionality, and efficiency [14-17]. Our aim was to further build and extend on prior rating tools such as the Mobile App Rating Scale (MARS) [13], end-user version of the MARS (uMARS) [18], and MARS for financial apps (FinMARS) [19], and adapted these to the required evaluation suite for foot measurement apps. With this in mind, we selected the different categorical domains from each rating tool, and proposed an extended version of the mobile app rating tool for foot measurement (FootMARS). This rating tool consists of modifications that we hypothesized to be more important for a foot measuring app. FootMARS considers individual items that were found during the review of the included foot measure apps relevant to the same goal. The finalized rating tool model with the updated overarching domains and individual category items are illustrated in Table 1.
Table 1. Extended foot measurement app rating domains and criteria.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>App metadata</td>
<td>App platform, App store rating, App store description, App store URL, Number of downloads, Origin, Developer</td>
</tr>
<tr>
<td>App classification</td>
<td>App subcategory, Applicable age groups, App price</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>Layout consistency and readability, Content resolution, Visual appeal, Group targeting according to app content</td>
</tr>
<tr>
<td>General app features</td>
<td>Social sharing feature, Authentication feature, User onboarding interfaces, Content customization, Visual information, Data export options, Subscription options</td>
</tr>
<tr>
<td>Performance and efficiency</td>
<td>Bootup efficiency, Accuracy of features and components, Responsiveness of app, Frequency of app crash, Overheating device issues, Battery life impact</td>
</tr>
<tr>
<td>Usability</td>
<td>Ease of use, Navigational accuracy, Gestural design, Interactivity and user feedback</td>
</tr>
<tr>
<td>Measurement-specific functionality</td>
<td>Measurement of foot length and width, Measurement of foot medial arch height, Measurement of forefoot tilt/rotation, Additional setup</td>
</tr>
<tr>
<td>Transparency</td>
<td>User consent, Accuracy of store description, Credibility/legitimacy of source, Feasibility of achieving goals</td>
</tr>
<tr>
<td>Subjective quality</td>
<td>Overall star rating, Overall app purchase preference, Overall app recommendation, Frequency of use based on relevance</td>
</tr>
</tbody>
</table>
The key domains essential for evaluating foot measurement apps were identified as follows: app classification, aesthetics, general features, performance and efficiency, usability, measurement-specific functionality, transparency, subjective quality, and the app’s perceived impacts on users.

The app quality criteria clustered around the domains, excluding the metadata section, were used to build the app rating scale. Depending on the type of question asked to assess the criteria, each item can score a response as a 5-point Likert scale or a binary response (1 or 5). Cases were found in certain categorical items that were not applicable; thus, the “not applicable” rating was introduced to the scale. Other cases displayed complexity in gaining access to certain types of information, and therefore a rating option “unknown” was added. A few subscale items were excluded from the quantitative measurement since they provided qualitative descriptions about apps that could not be weighed quantitatively. These items are the app metadata domain items, applicable age group item, and app subcategory item.

### App Metadata

General information about the apps was abstracted as app metadata from the respective app stores under the app classification category. App metadata include information such as app platform, app URL, store rating, store description, number of downloads, developer information, and origin. However, this information has no impact on the rating scale. App metadata were extracted systematically by two investigators from each app store on a Google Sheet and this dataset was cross-verified by a third investigator for data anomalies.

### App Classification

Through an extensive review of prior work on foot measurement and related technologies [20-23], the apps were subcategorized depending on their type of functionality into the following groups: (1) simple size-unit converter, (2) 2D foot scanner, (3) 3D foot scanner, (4) shoe recommender, (5) foot tilt calculator, and (6) foot progress tracker.

Subcategory 1 (simple size-unit converter) apps are the simplest type of apps that take user input values for foot shape and dimensions to produce another category of size or shape, which can be related to both shoe and foot properties. Subcategory 2 (2D foot scanner) apps are more advanced in comparison as they use imaging sensors to acquire 2D data about foot images and use algorithms to compute the user’s feet dimensions. The 3D scanner apps (subcategory 3) generally require state-of-the-art techniques and external hardware such as 3D imaging sensors or dimensional digitizing devices. This type of app is generally capable of providing an array of user feet dimensions. The shoe recommender (subcategory 4) and foot tilt calculator (subcategory 5) apps are modified versions of 2D and 3D scanners that do not directly output raw measurement information but rather transform this information into more consumer-friendly, useful views, and derived information. Foot progress trackers (subcategory 6) are common apps that were not specifically designed for applications to feet, but this category was nevertheless included in the study because of the ability of these apps to track measurements of different foot areas over time, either manually or using in-built measurement techniques.

### Aesthetics

The current market is dominated by hundreds of thousands of apps that are competing in similar categories with similar functions and outcomes, but are only preferred based on more visually appealing features. Visual appeal is just as important to the success of a commercial product as its core functionality and performance. A proper layout and organization of an app’s user interface elements can sometimes be the difference between an app’s success and its downfall. This trend is also seen in modern foot scanning apps, which are assessed according to their visual appearance and organization of their layout. Therefore, the key element of a good interface design is to make it clear and simple for users [24]. For measuring the aesthetic properties of an app, the raters considered three factors: (1) the quality of user interface elements in apps, specifically the resolution of images and icons; (2) the overall look and feel of the app’s color sets and theme; and (3) the complexity of the contents of the individual screens in the apps.

### General Features

Although providing options for as many measurement dimensions as possible is important for a foot measurement app, there are general features that the app must also provide, such as the ability to share and export data to other apps and in various data formats. This feature was selected as a rating item because if it is possible to share data, users are less likely to waste time sharing their foot size information on other platforms, which may be a benefit. An authentication feature is also considered to be a good option. For example, when data are stored against a user’s credentials, the data are likely to be stored in the cloud, thus removing the user’s dependencies on that particular mobile device on which the app is installed. Over recent years, the importance of content customization and the amount of visual information shown in apps have been found to improve user value; therefore, these features were also included for rating. Additionally, if the app provides subscription packages that may affect user experience in any way, these should also be considered. Negative weights were calculated for rating metrics if the apps had any of the following: faulty authentication system, faulty subscription pages, region

<table>
<thead>
<tr>
<th>Domain</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived impact of app on users</td>
<td>Awareness induction behavior</td>
</tr>
<tr>
<td></td>
<td>Knowledge enhancing behavior</td>
</tr>
<tr>
<td></td>
<td>Scope to improve attitude toward foot health</td>
</tr>
<tr>
<td></td>
<td>Scope to reduce negligence toward foot</td>
</tr>
<tr>
<td></td>
<td>Scope to induce foot-related help-seeking behavior</td>
</tr>
</tbody>
</table>
restrictions, and technical issues in image scanning, as crucial app features. All of these points were considered during the rating of apps.

**Performance and Efficiency**

One of the most important factors contributing to the functionality of an app is its performance score, and how efficiently it can run and provide results on the user’s device. The argument is notched up by one point in importance due to the wide scale of customizability of performance components in mobile devices across various global mobile brands. Therefore, as the same foot measurement app may perform differently across different mobile devices with regards to CPU performance, total memory usage, total battery life impact, the possibility of device heating, and other device-specific features, this domain was included as a criterion for rating foot measurement apps, which are known to use significant processing power and complicated processing algorithms to output foot dimensions. To assess the memory usage and battery power consumption of an app, raters tracked the battery usage of apps from the app settings (Android) or auxiliary software (iOS) at intervals of 15 minutes during usage. Raters kept note of performance issues for apps, including (1) whether the app suffered frame drops, (2) the state of the app during any performance throttling, and (3) whether there were any noticeable changes in device temperature during usage.

**Usability**

The usability of an app refers to the quality of the app’s system that is used to achieve the goals of the app. Usability involves the fields of social and behavioral science, and is also linked with the science of design [25]. In prior studies involving human-computer interaction and user-centered design, poor usability and the lack of a proper user-oriented design have been identified as two of the major reasons for low user adoption rates of mobile health (mHealth) apps [26]. Usability testing of a foot scanning app is crucial in determining whether the app has sufficient quality to attract the attention of its target user groups. In today’s technology era, when engaging with a mobile app, the user’s attention is divided between interaction with the mobile app itself and interaction with the environment [27]. Navigation and ease of use are important measures of app usability since the in-app screen sequence leads the user through different views of the app to obtain the desired information [24]. In prior comparison studies involving comparative app usability testing, it was discovered that the usability of an app in field settings compared to that in laboratory settings varies greatly due to differences in user behavior and the user experience [27]. This signifies that usability testing of an app is a necessary stage in the app development cycle.

Taking into account prior work on app rating systems [13,18,19], we hypothesized that an app’s usability could be assessed as “good” given that (1) the app can be operated with ease; (2) the app’s navigation flow is uninterrupted; (3) the gestural design (if present in the app) and screen links (buttons, arrows, navigation panels, etc) are consistent across all app pages; and (4) the app provides an interactive experience by taking input from the users and giving feedback when necessary. These conditions were checked by the raters when rating the usability criteria of apps.

**Measurement-Specific Functionality**

In a foot measurement–specific app, the dimensionality of the features provided by the app is very important. In simple terms, if app A can measure more foot properties than app B, then the potential utility of app A can be considered to be higher than that of app B. Strategizing on this, we decided to include different types of apps that are directly or indirectly involved with the process of foot measurement in this analysis. We reviewed many studies on foot dimension measurements. Currently, foot dimension extraction heavily depends on 3D scanners that are used in both commercial and research areas specifically for measuring foot dimensions [20]. Other studies explored various techniques such as digital light project technology, image sensors, and 3D digitizing devices, including second-generation Kinect, to measure foot length, foot width, and metatarsal/ball girth [21-23]. However, footwear and insole design, instep and medial arch height, ball girth, and forefoot tilt are also necessary foot measurement dimensions [28-30]. In other works, laser scanners were used to scan foot length. The scanned data can also be refined and modified using laser scanners, and can be used for remodeling the human foot [31-33].

Taking these important pediatric guidelines for foot measurement into account, the app measurement-specific functionality category considered for the weighing of foot measurement apps included the following measurement properties: (1) foot length, (2) foot width, (3) arch height, (4) instep girth, (5) joint girth, (6) short heel girth, (7) long heel girth, (8) heel width, (9) shoe size, and (10) forefoot tilt. Additional discoveries about taking inputs from camera sensors/images, the requirement of calibration markers or extra setup, along with the possibility of reconstruction of a 3D model of the foot were scoped into the rating scheme as functionality subscale items.

**Transparency**

Mobile apps that use social and personal information for their functioning are common targets for various businesses that capitalize on personalized services [34]. Apps frequently sell private information that is critical to an individual’s everyday livelihood without their awareness or approval, and the main cause of this is an improper mobile privacy policy. It must be ensured that when a user gives their consent to private data being accessed by apps, the apps strictly follow specific forms of data protection and regulation rules, and explicitly express to the users how and why their data are being collected, even if users may not understand the direct consequences of this action. Betzing et al [34] examined how increased transparency regarding personal data processing practices in mobile permission requests impacts users in making informed decisions, demonstrating that increasing the transparency of data processing practices increases users’ comprehension of their consent decisions. This suggests that obtaining user consent and following data protection rules are important items for the transparency of an app. In the case of foot measurement apps, the above-mentioned constraints should be followed along with
verification of the publisher or developer as to whether the source of the app can be trusted and whether the app is successful in meeting its goals as described in the store description, which are also subject to scrutiny. With this information, a user can make an informed decision before downloading the app by determining the app’s authenticity.

To assess the transparency criteria of the selected apps, the following points were considered: (1) providing a general notice or an alert to users before accessing the user’s personal information, geolocation information, or private media files; (2) clearly specifying the intention of use of permissions by the app; (3) whether the app store page contained information and a description that aligned with the app goals; (4) whether the app conflicted with the user’s activities in unexpected ways; and (5) whether the techniques in the app are feasible to provide the desired output as claimed by the developer.

**Subjective Quality**

An app’s subjective quality refers to its users’ key views on the app. These can include personal app ratings, good and bad comments about the app, preference to pay for an app based on its features, and preference to recommend and use an app based on its relevance to the user. Often, users can deduce what an app offers by perusing the reviews from previous users. However, this is subjective, since the general distributed value of app comments and ratings saturate toward an approximated value only as the number of reviews on an app becomes large; thus, this approach to measuring the performance of an app predownload is not effective for apps with few or no user ratings/comments in the app store. However, users often make comparatively in-depth comments on apps with key points that are helpful during the app review phase, which is an optional but valid criterion for apps retaining the saturated direction from user reviews and comments.

We adopted a similar approach for the subjective quality assessment. The app raters answered questions about the degree of satisfaction of use, potential frequency of use in the future, overall app rating, and how likely they were to pay for the apps.

**Perceived Impact of App on Users**

When an app is downloaded by users, its impact becomes a notable indication of the potential usefulness of the app. Technological developments and ongoing breakthroughs in the fields of computer science and machines have helped thousands of users by guiding their health and preventing death, with a large number of apps designed to improve user health [35]. The main objectives of mHealth apps are to induce awareness about a particular health problem, and increase the user’s motivation to avoid and prevent future occurrences related to health. Additionally, mHealth apps may provide intervention techniques and advice useful in decreasing the user’s negligence toward their health and increasing help-seeking behaviors targeting solutions to health problems. However, Milne-Ives et al [36] found that most health-oriented apps yield little to no evidence of effectiveness in cases of patient health outcomes and health behavioral changes.

To conclusively support foot measurement apps as useful tools for changing the outcomes of foot health and attention-based behavior, the effectiveness of these apps must be evaluated by app users [36]. Toward this end, the following example strategy was used for assessing the utility of user comments for the rating of apps. The user comments were divided into two types based on the user’s review rating of the app: the comment was considered “good” if the rating was 4 stars or above, and otherwise was considered “bad.” For iOS apps, the number of downloads could not be viewed publicly and was thus excluded from influencing the assessment of apps with these criteria.

Understanding the impact of an app on users is not directly quantifiable. Therefore, in addition to the approach above, the following strategies were used to assess the extent to which an app was able to make an impact on its users based on their reviews and ratings: (1) how streamlined the app’s measurement process was, (2) the reaction of users about certain aspects of the app (store reviews), (3) whether the app had any outstanding features that appealed to the public regarding foot health and foot problems, and (4) whether the app contained information for raising public foot health awareness.

**Results**

**Summary of Search Results**

The initial searches using the primary and secondary search terms yielded a set of 145 apps across the two app stores, 41.4% (60/145) of which were excluded from any further review to satisfy the exclusion criteria of app duplication across stores. Of the remaining apps, 35.2% (51/145) were excluded due to failing to satisfy the inclusion criteria of relevance to foot measurement and not having any app store rating or comment. Of the remainder, after installing and using the apps, 5.5% (8/145) were excluded due to various app module errors and store restrictions. In total, 26 apps were selected as eligible to be reviewed as foot measuring apps using our proposed modified rating scale.

**Overall Assessment of the Apps**

The overall assessment of all eligible apps in this study (reported in Table 2) led to the discovery that most apps belong to the 2D and 3D scanning subcategories. The categorical distribution of all the reviewed apps is shown in Table 3.
Table 2. Assessment scores for foot measurement apps.

<table>
<thead>
<tr>
<th>App name</th>
<th>Aesthetics</th>
<th>General</th>
<th>Performance</th>
<th>Usability</th>
<th>Functionality</th>
<th>Subjective</th>
<th>Transparency</th>
<th>Impact</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ShapeCrunch</td>
<td>4.00</td>
<td>3.29</td>
<td>4.33</td>
<td>4.00</td>
<td>2.33</td>
<td>3.75</td>
<td>4.67</td>
<td>4.40</td>
<td>3.85 (.74)</td>
</tr>
<tr>
<td>INESCOP YourFeet</td>
<td>5.00</td>
<td>3.00</td>
<td>4.67</td>
<td>4.75</td>
<td>1.73</td>
<td>3.25</td>
<td>5.00</td>
<td>2.60</td>
<td>3.75 (1.26)</td>
</tr>
<tr>
<td>FISCHER Scan-Fit</td>
<td>5.00</td>
<td>3.00</td>
<td>4.17</td>
<td>4.00</td>
<td>2.45</td>
<td>3.75</td>
<td>4.67</td>
<td>3.00</td>
<td>3.75 (.88)</td>
</tr>
<tr>
<td>Foot Measure</td>
<td>2.50</td>
<td>1.50</td>
<td>3.83</td>
<td>3.75</td>
<td>1.73</td>
<td>1.00</td>
<td>1.33</td>
<td>1.00</td>
<td>2.08 (1.16)</td>
</tr>
<tr>
<td>SizeMyShoe</td>
<td>4.25</td>
<td>3.00</td>
<td>4.67</td>
<td>4.00</td>
<td>1.36</td>
<td>2.25</td>
<td>3.67</td>
<td>2.40</td>
<td>3.20 (1.14)</td>
</tr>
<tr>
<td>ATLAS-scan your feet!</td>
<td>4.25</td>
<td>3.00</td>
<td>3.33</td>
<td>4.25</td>
<td>1.36</td>
<td>4.00</td>
<td>5.00</td>
<td>2.20</td>
<td>3.42 (1.2)</td>
</tr>
<tr>
<td>Jenzy: Easy Kid Shoe Sizing</td>
<td>5.00</td>
<td>3.29</td>
<td>4.67</td>
<td>5.00</td>
<td>1.36</td>
<td>4.25</td>
<td>5.00</td>
<td>2.00</td>
<td>3.82 (1.45)</td>
</tr>
<tr>
<td>Shoe Size Meter-foot length</td>
<td>4.25</td>
<td>3.00</td>
<td>4.67</td>
<td>3.75</td>
<td>1.36</td>
<td>3.50</td>
<td>4.33</td>
<td>3.60</td>
<td>3.56 (1.03)</td>
</tr>
<tr>
<td>Shoe Size Converter</td>
<td>4.50</td>
<td>1.57</td>
<td>5.00</td>
<td>4.50</td>
<td>1.36</td>
<td>3.50</td>
<td>4.67</td>
<td>2.80</td>
<td>3.49 (1.43)</td>
</tr>
<tr>
<td>The Foot Fit Calculator(BikeFit)</td>
<td>5.00</td>
<td>2.14</td>
<td>4.50</td>
<td>4.50</td>
<td>1.67</td>
<td>3.00</td>
<td>4.00</td>
<td>3.60</td>
<td>3.55 (1.19)</td>
</tr>
<tr>
<td>Foot Length Converter Size in Lite</td>
<td>4.00</td>
<td>1.5</td>
<td>5.00</td>
<td>4.00</td>
<td>1.36</td>
<td>2.50</td>
<td>4.33</td>
<td>2.20</td>
<td>3.11 (1.39)</td>
</tr>
<tr>
<td>myFoot-Rescue your feet!</td>
<td>4.25</td>
<td>4.00</td>
<td>4.67</td>
<td>4.75</td>
<td>3.00</td>
<td>4.00</td>
<td>4.75</td>
<td>4.40</td>
<td>4.23 (0.58)</td>
</tr>
<tr>
<td>Remeasure Men Body</td>
<td>4.75</td>
<td>4.00</td>
<td>5.00</td>
<td>4.50</td>
<td>1.00</td>
<td>4.75</td>
<td>5.00</td>
<td>3.20</td>
<td>4.03 (1.36)</td>
</tr>
<tr>
<td>FootFact</td>
<td>3.25</td>
<td>2.00</td>
<td>4.67</td>
<td>4.25</td>
<td>1.67</td>
<td>1.50</td>
<td>2.33</td>
<td>1.60</td>
<td>2.66 (1.25)</td>
</tr>
<tr>
<td>Swift Orthotics</td>
<td>4.50</td>
<td>1.50</td>
<td>4.00</td>
<td>4.25</td>
<td>2.09</td>
<td>4.00</td>
<td>3.00</td>
<td>3.20</td>
<td>3.32 (1.08)</td>
</tr>
<tr>
<td>Nimco Professional Shoe Sizing</td>
<td>5.00</td>
<td>4.20</td>
<td>4.50</td>
<td>4.50</td>
<td>4.33</td>
<td>4.50</td>
<td>4.67</td>
<td>3.40</td>
<td>4.39 (0.46)</td>
</tr>
<tr>
<td>Shoe-buddy</td>
<td>4.25</td>
<td>3.67</td>
<td>4.17</td>
<td>4.00</td>
<td>2.33</td>
<td>4.00</td>
<td>4.75</td>
<td>3.60</td>
<td>3.85 (0.71)</td>
</tr>
<tr>
<td>3D Avatar Feet</td>
<td>4.25</td>
<td>2.14</td>
<td>3.67</td>
<td>4.25</td>
<td>2.67</td>
<td>4.25</td>
<td>4.75</td>
<td>3.20</td>
<td>3.65 (0.91)</td>
</tr>
<tr>
<td>SUNfeet</td>
<td>3.75</td>
<td>2.71</td>
<td>4.00</td>
<td>3.75</td>
<td>2.67</td>
<td>3.75</td>
<td>5.00</td>
<td>2.80</td>
<td>3.55 (0.80)</td>
</tr>
<tr>
<td>ECLO</td>
<td>5.00</td>
<td>3.86</td>
<td>4.33</td>
<td>4.75</td>
<td>2.33</td>
<td>4.00</td>
<td>5.00</td>
<td>2.40</td>
<td>3.96 (1.07)</td>
</tr>
<tr>
<td>FotAppenScan</td>
<td>1.50</td>
<td>1.57</td>
<td>4.50</td>
<td>2.50</td>
<td>1.67</td>
<td>2.25</td>
<td>3.00</td>
<td>2.20</td>
<td>2.40 (0.99)</td>
</tr>
<tr>
<td>Ortholutions</td>
<td>4.75</td>
<td>1.50</td>
<td>4.33</td>
<td>4.50</td>
<td>1.67</td>
<td>4.25</td>
<td>5.00</td>
<td>4.20</td>
<td>3.78 (1.38)</td>
</tr>
<tr>
<td>AARA Orthotics</td>
<td>4.50</td>
<td>3.50</td>
<td>4.00</td>
<td>4.25</td>
<td>1.67</td>
<td>4.00</td>
<td>4.75</td>
<td>4.40</td>
<td>3.88 (0.97)</td>
</tr>
<tr>
<td>Aqualeg</td>
<td>1.75</td>
<td>2.00</td>
<td>3.67</td>
<td>1.50</td>
<td>1.67</td>
<td>2.25</td>
<td>2.00</td>
<td>1.20</td>
<td>2.01 (0.75)</td>
</tr>
<tr>
<td>Anodyne Scanner</td>
<td>4.50</td>
<td>2.00</td>
<td>4.00</td>
<td>4.50</td>
<td>1.67</td>
<td>4.25</td>
<td>4.75</td>
<td>3.40</td>
<td>3.63 (1.19)</td>
</tr>
<tr>
<td>3DsizeMe</td>
<td>4.75</td>
<td>3.00</td>
<td>4.33</td>
<td>5.00</td>
<td>1.67</td>
<td>4.50</td>
<td>4.75</td>
<td>3.40</td>
<td>3.93 (1.15)</td>
</tr>
</tbody>
</table>

Table 3. Categorical distributions of the reviewed foot measurement apps (N=26).

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Foot Scanner</td>
<td>9 (35)</td>
</tr>
<tr>
<td>2D Foot Scanner</td>
<td>8 (31)</td>
</tr>
<tr>
<td>Shoe Recommender</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Simple Size-unit Converter</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Foot Progress Tracker</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Foot Tilt Calculator</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

The 2D and 3D scanning subcategories are the most important since they handle output as raw measurement values, which can be used to make custom-made shoes or to recommend an individualized shoe fit, and to provide users with foot dimension...
measurements that may further be used to maintain foot health and prevent foot-related problems. Apps in these two categories mostly use calibration markers such as standard-sized papers (eg, A4, A5) and purchasable barcode stickers. They use the camera sensors on mobile devices to capture, process, and measure users’ foot dimensions. Of these apps, 31% (8/26) are the 2D scanning type and 35% (9/26) are the 3D scanning type. Seven of the nine 3D scanning apps require an external sensor (eg, Structure sensor, KinectV2) for the app to function properly and all of these apps can reconstruct a 3D foot model, which is valuable since 3D foot model data are useful for making custom shoes.

Most of the apps targeted a general group of users with no age requirements whereas the apps specifically categorized as 2D and 3D foot scanning apps (17/26, 36%) targeted young adults and adolescents. There were two apps, Jenzy: Easy Kid Shoe Sizing and Remeasure Body, which targeted users in younger age groups (2-18 years old). However, the Remeasure Body app was not a 2D or 3D scanning app but rather a foot progress tracking app. The assessment revealed many commercial apps that use advanced image scanning and processing techniques to determine foot size, shoe type, and size, and even reconstructed 3D foot models to obtain shoe and insole sizes (ATLAS-Scan your feet!, ECLO, Fischer Scan-Fit, Nimco Professional Shoe Sizing, Jenzy: Easy Kid Shoe Sizing, ShapeCrunch).

The assessment results showed that the overall navigability, design, and appeal of current apps scored higher than other aspects of the apps, with usability ranging from 3.75 to 4.50 (Table 2). However, the general range of the measurement-specific functionality was low for all of the apps reviewed, except for Nimco Professional Shoe Sizing. This app performed better in terms of its ability to measure foot length and width, foot instep height, and ball girth. The app also includes a 3D model reconstruction feature of the foot using the procured measurement values. An additional feature of the app is that it can suggest shoe shape and size based on the processed 3D foot model.

Except for one app, all others on the list were free to download, with 31% (8/26) of the apps having subscription packages available; these were essential to obtain full access to the apps’ functionality suite (limited access is free).

The mean overall app rating was 3.49 out of 5 (Table 4). Significant differences were detected across domains, most notably impact, general features, and functionality received the lowest ratings. In contrast, the most highly rated domains were performance and transparency. Other domains that scored higher mean values were aesthetics and usability (Table 4).

### Table 4. Overall app ratings.

<table>
<thead>
<tr>
<th>Assessment criteria</th>
<th>Assessment score</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Aesthetics</td>
<td>4.17 (0.95)</td>
<td>3.79-4.56</td>
</tr>
<tr>
<td>General</td>
<td>2.69 (0.90)</td>
<td>2.33-3.05</td>
</tr>
<tr>
<td>Performance</td>
<td>4.33 (0.44)</td>
<td>4.16-4.51</td>
</tr>
<tr>
<td>Usability</td>
<td>4.14 (0.74)</td>
<td>3.85-4.44</td>
</tr>
<tr>
<td>Functionality</td>
<td>1.93 (0.70)</td>
<td>1.65-2.21</td>
</tr>
<tr>
<td>Subjective</td>
<td>3.50 (0.97)</td>
<td>3.11-3.89</td>
</tr>
<tr>
<td>Transparency</td>
<td>4.24 (1.04)</td>
<td>3.82-4.66</td>
</tr>
<tr>
<td>Impact</td>
<td>2.94 (0.94)</td>
<td>2.56-3.32</td>
</tr>
<tr>
<td>Total</td>
<td>3.49 (0.61)</td>
<td>3.25-3.74</td>
</tr>
</tbody>
</table>

#### Internal Consistency of the Modified Scale and Interrater Reliability

We used Cronbach α [37] to calculate the internal consistencies of the overarching domains of the modified rating scale: aesthetics, general app features, performance and efficiency, usability, measurement-specific functionality, transparency, subjective quality, and perceived impacts on users. For this work, one of the foot measurement apps reviewed in this study, INESCOP YourFeet, was additionally used to rate the internal consistency of our modified rating scale. All three independent raters considered the internal consistency of all subscale items as “good” to “high.” The overall internal consistency of the modified rating scale was high at α=.84, which is considered excellent (eg, [38]). The Cronbach α values were also in the range of good to excellent for the other subscales: aesthetics (α=.88), general features (α=.92), performance (α=.70), usability (α=.84), functionality (α=.92), subjective (α=.79), transparency (α=.90), and perceived impacts (α=.78).

The same method was used to measure the interrater reliability of our raters who independently reviewed the set of 26 apps in this study. The interrater agreement score ranged between .54 and .70, which is considered as a fair to good level of rater reliability or agreement [38].

#### Comparison of Store Ratings and Rating Scales

The store ratings of the reviewed apps were compared to the score of the apps from our rating scale (Table 5). The standard deviation of the difference in the two scores for the reviewed apps was 1.07. This deviation is not too poor considering that the score in our rating scale is an aggregated mean of the various domains that are necessary to specify the quality and criteria of
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foot measuring apps. Even though the ratings were within a close range of spread, there is a need for more than just the store rating to motivate users to install and use the apps since the apps reviewed in this study are not intended to be used as casual apps (for evaluation of the study’s objective). During the review, no star ratings for the apps SUNFeet, Ortholutions, AARA Orthotics, and Aqualeg were found, and thus these apps were excluded from the calculation of the total standard deviation.

**Table 5.** Comparison of app ratings from the app stores and the developed rating scale.

<table>
<thead>
<tr>
<th>App name</th>
<th>Measured score</th>
<th>App store rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>ShapeCrunch</td>
<td>3.85</td>
<td>4.50</td>
</tr>
<tr>
<td>INESCOP YourFeet</td>
<td>3.75</td>
<td>4.10</td>
</tr>
<tr>
<td>FISCHER Scan-Fit</td>
<td>3.76</td>
<td>2.10</td>
</tr>
<tr>
<td>Foot Measure</td>
<td>2.08</td>
<td>2.00</td>
</tr>
<tr>
<td>SizeMyShoe</td>
<td>3.20</td>
<td>2.10</td>
</tr>
<tr>
<td>ATLAS-scan your feet!</td>
<td>3.42</td>
<td>2.00</td>
</tr>
<tr>
<td>Jenzy: Easy Kid Shoe Sizing</td>
<td>3.82</td>
<td>3.30</td>
</tr>
<tr>
<td>Shoe Size Meter-foot length</td>
<td>3.56</td>
<td>3.70</td>
</tr>
<tr>
<td>Shoe Size Converter</td>
<td>3.49</td>
<td>4.90</td>
</tr>
<tr>
<td>The Foot Fit Calculator (BikeFit)</td>
<td>3.55</td>
<td>3.00</td>
</tr>
<tr>
<td>Foot Length Converter Size in Lite</td>
<td>3.11</td>
<td>3.00</td>
</tr>
<tr>
<td>myFoot-Rescue your feet!</td>
<td>4.23</td>
<td>3.40</td>
</tr>
<tr>
<td>Remeasure Men Body</td>
<td>4.03</td>
<td>4.40</td>
</tr>
<tr>
<td>FootFact</td>
<td>2.66</td>
<td>3.10</td>
</tr>
<tr>
<td>Swift Orthotics</td>
<td>3.32</td>
<td>5.00</td>
</tr>
<tr>
<td>Nimco Professional Shoe Sizing</td>
<td>4.39</td>
<td>2.00</td>
</tr>
<tr>
<td>Shoe-buddy</td>
<td>3.85</td>
<td>3.30</td>
</tr>
<tr>
<td>3D Avatar Feet</td>
<td>3.65</td>
<td>4.50</td>
</tr>
<tr>
<td>ECLO</td>
<td>3.96</td>
<td>5.00</td>
</tr>
<tr>
<td>FotAppenScan</td>
<td>2.40</td>
<td>3.50</td>
</tr>
<tr>
<td>Anodyne Scanner</td>
<td>3.63</td>
<td>5.00</td>
</tr>
<tr>
<td>3DsizeMe</td>
<td>3.93</td>
<td>4.20</td>
</tr>
</tbody>
</table>

**Measurement Criteria for Apps**

The key function of foot measurement apps is the measurement of foot dimensions so that the users are aware of the current condition of their feet. In accordance with the selected measurement criteria for foot measurement apps, we evaluated the comprehensiveness of the reviewed apps regarding the criteria. As shown in Table 6, there was substantial variation in the number of foot dimensions measured by the apps. Table 6 provides a transformed view of the number of measurement items of apps as discussed in the Measurement-Specific Functionality subsection of the Methods section.
The general distribution of the measured foot dimensions of the reviewed apps was very low overall. From the total of 26 apps, only 50% can measure foot length, 42% can measure foot width, 15% can determine shoe size for users, 12% can measure foot instep height and ball girth, and 4% can measure foot instep girth and heel width. Important dimensions that are crucial for the construction of shoes, insoles, and foot wedges (eg, for bicycle pedals, saddles) were missing from the measurement features offered by all of the reviewed apps. Most of the reviewed apps from Google Play Store were poor compared to those available from Apple App Store. However, since apps were excluded based on duplication across app stores and region-restriction criteria, this information should not be used to reflect the current state of platform-specific apps (ie, Android devices have a lower variety of apps devised for foot measurement compared to iOS devices).

Further evaluation of the measurement criteria showed that the maximum number of dimensions measured by a foot measuring app was five. No app measured more than half of the required foot measurement criteria, and half of the apps (50%, 13/26) only measured one dimension. There were 3 (12%) apps that measured five dimensions, 3 (12%) apps that measured four dimensions, 1 (4%) app that measured three dimensions, 3 (12%) apps that measured two dimensions, and 3 (12%) apps that measured no dimensions at all. In general, most of the reviewed apps were not suitable for foot measurement in clinical practice for custom-made shoes and insoles/orthoses or for general use by the public.

### User Reviews from App Store

User reviews provide a rich source of information about the performance and future viability of apps. Hence, to drive the commercial success of apps (in any category), developers and publishers aim to receive good and positive reviews as these are a crowdsourced quality indicator of apps [39].

The analysis of user comments regarding the foot measurement apps from both stores showed that most of the apps lack good feedback or positive reviews from app users, since the number of downloads of the related apps was generally low and an estimated 31% (8/26) of the apps had only 100 to 1000 users. The number of downloads of iOS apps could not be viewed and there were too few reviews with information from users for proper assessment of these apps. These findings are similar to those of Vasa et al [39], who indicated that users tend to write little to nil when reviewing an app that performs better in its category. We found that 42% (11/26) of the apps had very short or no informative reviews to support their ratings.

However, 54% (14/26) of the apps had some informative reviews in the app stores, which were contrasted with their ratings/scores. One of the most positive sets of user responses was found for the app ShapeCrunch. This app is a foot scanner that uses machine learning–generated 3D printed insoles to reduce the discomfort of foot pain. Based on the reviews of several users, this app is rated excellent on the grounds that it can provide perfectly fitted insoles for users with a wide variety of foot problems. The app Swift Orthotics also received a good review, which was consistent with the overall ratings both in the app store and in the modified evaluation scale. This app uses augmented reality technology to measure foot dimensions, and was the only other app that could measure heel width along with Fischer Scan-Fit among the reviewed apps. Strong positive feedback with no mention of drawbacks was received for the apps ECLO and 3DSizeMe, which were positively correlated with the ratings of the independent raters, although ECLO is a shoe recommendation app that can order shoes based on user scans from the ECLO online store. The app 3DSizeME has great support for Structure Sensor, an advanced 3D scanner, and there are many companies that can directly support 3DSizeMe file formats to order custom shoes and insoles. By contrast, apps such as Aqualeg, Ortholutions, and AARA Orthotics, which use external scanning mechanisms, did not receive much public exposure although they scored high ratings according to the devised rating scale, and all of these apps had features for visualizing and either uploading foot scans to company servers or exporting the model data to order shoes, insoles, and even medical casts for different body parts. Similar results were found for the 2D scanning app INESCOP YourFeet, which did not have good store descriptions, but the store ratings were consistent with our measured ratings. However, this app lacked good functionality in terms of providing detailed foot measurement compared to iOS devices.

### Table 6. Assessment criteria for the measurement functionality of apps.

<table>
<thead>
<tr>
<th>Measurement criteria</th>
<th>Google Play Store (n=11), n (%)</th>
<th>Apple App Store (n=15), n (%)</th>
<th>Total (N=26), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foot length</td>
<td>6 (55)</td>
<td>7 (47)</td>
<td>13 (50)</td>
</tr>
<tr>
<td>Foot width</td>
<td>6 (55)</td>
<td>5 (33)</td>
<td>11 (42)</td>
</tr>
<tr>
<td>Foot arch (medial) height</td>
<td>1 (9)</td>
<td>2 (13)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Foot instep girth</td>
<td>0 (0)</td>
<td>1 (7)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Foot joint girth (ball girth)</td>
<td>0 (0)</td>
<td>3 (20)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Short heel girth</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Long heel girth</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Heel width</td>
<td>0 (0)</td>
<td>2 (13)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Shoe size</td>
<td>2 (18)</td>
<td>2 (13)</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Forefoot tilt</td>
<td>0 (0)</td>
<td>2 (13)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>3D foot model reconstruction</td>
<td>1 (9)</td>
<td>10 (67)</td>
<td>11 (42)</td>
</tr>
</tbody>
</table>
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information to make custom footwear (although it can measure regular shoe size).

Our raters found inconsistencies between app user reviews and the actual performance of some apps: Shoe Size Meter-foot length, SizeMyShoe, FISCHER Scan-Fit, Jenzy: Easy Kid Shoe Sizing, INESCOP YourFeet, and The FootFit Calculator. Two of the apps that performed better than the rest of the 3D scanner apps reviewed were SUNFeet and 3D Avatar Feet; however, their respective app store pages had no user reviews at all.

From the above analysis of foot measurement app user reviews, we highlight the inconsistency of rater app ratings in this study and the app store user reviews. This may be because the performance and functionality of apps are dependent on the specific device version and software being used. This suggests that most of the currently available apps suffer from device architecture and build-related problems, and need to be further optimized. Another possible cause of this rating versus review inconsistency is that when users are rating apps on the store, they generally do not focus on domains such as perceived impacts, transparency, and the technical functionality of the apps, and thus their comments are not representative of all of the apps’ features.

Discussion

Principal Findings

The findings of this review are discussed from three main aspects: (1) the viability of apps in podiatric practice for making custom shoes, (2) the viability of apps for individual use for general measurement purposes, and (3) the potential of inducing behavioral changes about foot health and foot-related problems among users.

This review demonstrates that although there are a handful of foot measurement apps available in commercial stores, the performance of the apps with regard to the objective(s) of this study is poor and the features are insufficient. The objective of foot measuring apps available in app stores to be used in clinical practice to facilitate custom-made shoes is not being achieved using the current configuration. Although apps may be used for different purposes such as online shopping for shoes and insoles, and the casual measurement of feet, they are deemed unusable as pedorthic tools for the professional measurement of foot dimensions, which require comprehensive fulfillment of the measurement criteria determined by this study to achieve proper and precise measurements for custom-made shoes and insoles.

Most of the reviewed apps met less than half of the measurement dimension criteria required to properly measure the feet of users. Some of the apps that were used for foot measurements did not provide sufficient relevant information about the actual foot dimensions they measured; rather, this information was used and processed for other purposes. No app included any information about the degree of accuracy that could be achieved from the measurement with the used technologies.

In general, most of the current apps belonging to 3D categories could reconstruct a 3D model of the feet. Some apps measure a small number of foot properties and send scanned information to their internal servers to construct a 3D foot model. Other apps take in information to find and fit custom-made shoes and insoles/orthoses for users (possibly with foot-related disabilities and zonal pain), and have them delivered to the user’s home. However, except for 6 (23%) apps (Nimco Professional Shoe Sizing, Fischer Scan-Fit, 3D Avatar Feet, SUNFeet, 3DSizeME, and Anodyne Scanner), no other app reported the user’s foot dimension information with sufficient detail to enable custom-made shoes (and insoles) to be built. The app 3DSizeME is mentionable in this respect owing to its performance and data shareability options, which are lacking in most current apps, thus making the mobility of data difficult. In general, the apps tended to focus on particular measurement criteria, which cannot completely describe the structure of the foot to make custom-made shoes.

With respect to the general measurement use of individuals, most of the reviewed apps were either developed for commercial purposes or were most likely to be used as lookup apps to obtain preferred foot/shoe sizes. However, the usage frequency of apps underperforms by a large margin; 65% (17/26) of the apps subjectively reviewed by raters had an average subjective usage frequency of under 10 times over 12 months, 31% (8/26) of the apps had a usage frequency of 10 to 50, and only one app was properly usable with a usage frequency ≥50 over 12 months. Apps in the shopping category that met this usage range were ATLAS-Scan your feet!, Shoe Size Converter, and Nimco Professional Shoe Sizing. The usage statistics and the calculated ratings of such apps in this review, together with analysis of the user reviews from the app stores, suggest that the cause of the poor usage of apps, even though a large percentage of these apps provided all of the included features for free, was a lack of more features and the presence of poorly optimized features in the apps. Thus, for individual use, the apps are not likely to be used as foot measurement tools of high value. Some apps had detailed complaints about their inability to properly size feet and shoes, while others suffered from performance issues, including battery draining, network errors, and overheating problems with prolonged use. In some apps, the structural flow of technical aspects was confusing and difficult for the users to follow.

This review showed that the apps that fell into the shopping category performed better in calculating foot measurements compared with the foot-scanning apps that output raw measurement values. Seven out of 26 apps met this criterion, and all apps had consistently good mean scores.

Based on the accuracy of their store descriptions and the credibility of the app developers, the apps were mostly consistent about their intended use; however, some apps were not explicit about the consent to the use of data. Some apps displayed warning dialogs to notify users about providing private data access, whereas some apps did not offer sufficient information about their policy on protecting the personal and private information of users on their support websites or on the app privacy policy page (if relevant), which raises a question about their intention to ensure the privacy of user data.

The results also showed that current apps have low fidelity for inducing behavioral changes to promote foot health and an
awareness of foot-related problems. The apps mostly did not meet the required basic measurement dimensions needed to properly measure feet, and were therefore deemed to be unsuitable for inducing health-related awareness (79.3% of app responses were negative) and help-seeking behavior (82% of app responses were negative) related to foot health and problems. However, this study showed that most of the apps used in cases other than the direct measurement of foot dimensions had a positive effect (64.7% positive responses) on the necessity of buying properly sized shoes and insoles. Such impacts suggest that although the commercial market has grown with the increase in foot measurement–related apps, the technical quality of the apps needs further improvement. Developers should carefully follow guidelines such as those provided by our rating scheme when developing apps that are publicly available for making custom-made footwear or individualized shoe fit for all types of feet.

Strengths and Limitations
The search methods that were used in this study followed a modeling pattern similar to that of previous studies involving various mHealth categories, including the management of various mental and chronic diseases [26], diet [10], drugs and alcohol [40], physical activity [36], weight [41], and diabetes [11,12]. This work focused on apps that were not access-restricted by region. Various domains of software characteristics hypothesized to be important for foot measurement were presented and a rating scale was created based on thorough reviews of published foot measurement apps. Although these apps were not verified for the presence of applied knowledge of foot morphology and foot health, a general impact value of the apps was taken to assess how the consumers viewed the features provided by these apps and whether they could produce a sense of awareness about foot health. It should be noted that despite raters independently testing all of the selected and eligible apps for the review, these values should not be interpreted to focus on any particular criteria or item, as this was not the main objective of the study. The findings presented are a broad characterization of the general quality characteristics and measurement-specific features that should be presented in foot measurement apps to create custom footwear products and for general use by individuals to enhance awareness of foot health, and thus represent the current state of the commercial app market with regard to foot measurement apps. This study provides insight into the technical knowledge of developers and publishers about foot health and foot measurement, and points to possible directions to advance research and development in the foot health and measurement categories.

Future Directions
Although we aimed to assess all of the important and relevant software characteristics of apps, certain assessment criteria such as the accuracy of the measured dimensions of feet, CPU, memory, and battery usage could not be assessed accurately due to resource constraints. Hence, future research will focus on determining foot measurement accuracy and introduce more app stores for an even more comprehensive review. Future work will also investigate the possibility of including more features as part of the categorical criteria to ensure more robust foot measuring apps with enhanced technical features. Another focus of this research would be a direct extension and update of the review since, among the vast collection of foot measurement apps reviewed for this study, we may have missed apps because of our search criteria, and there may be apps that were not available due to the regional restriction of the app stores.

Conclusion
The conclusion drawn from this review on foot measurement apps is that most mobile apps in the app stores do not sufficiently meet the criteria required to manufacture custom-made footwear or recommend an individualized shoe fit. Although a few apps provide some information about the user’s feet, they require users to enter the data manually. We believe that only by addressing the entirety of issues found and by applying more caution to implementing features that are required for the completeness of foot measurement will developers be able to bring useful apps to app stores that are suitable for direct professional use in clinical practice for custom-made footwear. Such apps will also motivate individual users to properly address foot problems and become more aware of the importance of foot health.
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Abstract

Background: Traditional Chinese medicine (TCM) is an integral part of mainstream medicine in China, with theories and practices that are completely different from modern medicine. TCM should not be ignored or confused with modern medicine in the analysis of the Chinese health care system, including the analysis of mobile health (mHealth) apps. To date, differences between TCM apps and modern medicine apps have not be systematically investigated.

Objective: The aim of this study was to systematically compare the quality of apps for TCM and modern medicine in China.

Methods: In December 2020, we searched iOS (iTunes) and Android (Tencent, Oppo, and Huawei app stores) platforms for all mHealth apps and then categorized them as TCM or modern medicine apps if they were included in the final analysis. The included apps were downloaded on smartphones and assessed by 2 reviewers on the following 4 aspects: (1) data in the app stores, including user ratings, download counts, cost, target users, and year of last update; (2) functionality; (3) quality of the app content as determined by the Mobile App Rating Scale (MARS); and (4) analysis of the app privacy and security.

Results: In total, 658 apps were analyzed, including 261 TCM medicine apps and 397 modern medicine apps. The average download count of modern medicine apps (approximately 5 million) was more than 10 times that of TCM apps (approximately 400,000). Regarding functionalities, 64.7% (257/397) of modern medicine apps provided telemedicine (74/261, 28.4% in TCM apps), 62.7% (249/397) provided registration (70/261, 26.8% in TCM apps), and 45.6% (181/397) provided communication (38/261, 14.6% in TCM apps). A larger proportion of TCM apps provided prescription and medication management (144/261, 55.2% in TCM apps versus 168/397, 42.3% in modern medicine apps). The majority of modern medicine apps (329/397, 82.9%) combined ≥3 functionalities compared with one-third of TCM apps (93/261, 34.6%). We then selected 81 top apps for quality and safety assessment (41 TCM apps and 40 modern medicine apps). Of these, the mean overall MARS score of TCM apps (2.7, SD 0.5) was significantly lower than modern medicine apps (3.6, SD 0.4). Almost all modern medicine apps (38/40, 95%) addressed privacy and security by providing a privacy policy and describing how to protect personal data, but less than half of the TCM apps (18/41, 44%) described this information (P<.001).

Conclusions: The different functionalities reflect the distinct innate characteristics of these two medical systems. Although great progress has been made and the Chinese mHealth market size is large, there still exist many opportunities for future development, especially for TCM.
mHealth; traditional Chinese medicine; modern medicine; mobile apps; app; comparison; content analysis; China; health care; development

Introduction

Traditional Chinese medicine (TCM) refers to a holistic medical system for the pathophysiology, diagnosis, treatment, and prevention of diseases [1]. As one of the oldest traditional medicine systems in the world, TCM was formed more than 2000 years ago and developed with the accumulation of knowledge and practice in the following centuries [2-5]. Outside China, TCM is treated as an important part of complementary and alternative medicine and has gained increasing attention [6]. In 2018, the World Health Organization (WHO) first included a chapter on TCM in the 11th revision of the International Classification of Diseases [7]. In China, with strong support from the government for the popularization of TCM and people’s belief in traditional Chinese culture, there is no doubt that TCM is an integral part of mainstream medicine. According to the National Health Commission of the People’s Republic of China, there were nearly 35,000 hospitals in 2019 in China, and 15.2% (5232) of them were hospitals of TCM. Meanwhile, there were 3267 outpatient departments and over 57,000 clinics of TCM. The TCM sector provided more than 1.1 billion medical services, accounting for 16.4% of health care in China [8]. During the COVID-19 pandemic, TCM also played an active role in the prevention of SARS-CoV-2, helped improve clinical symptoms of patients, and reduced the mortality rate [9].

The rapid development of information and communication technologies helps overcome the barrier of distance in the delivery of health care services, which enables the generation and proliferation of mobile health (mHealth) [10]. mHealth apps have epitomized typical mHealth service and have the potential to promote patient engagement, cut costs, and improve health outcomes [11]. In recent years, the establishment of telecommunication networks, continuous growth of smartphone usage rates, and increasing demand for high-quality and convenient health care services has led to significant development of the mHealth industry in China, including numerous and miscellaneous apps released. In 2020, the market size of mHealth reached ¥52.1 billion (approximately US $8.04 billion), and the number of mHealth users was 6.35 billion [12].

Thus, the aim of this study was to systematically compare the quality of apps for TCM and modern medicine in China. Specific objectives were to assess the basic characteristics, functionalities, app content (using the Mobile App Rating Scale [MARS]), and fairness of privacy policies. To our knowledge, no similar study has been done.

Methods

Search Criteria and App Selection

In December 2020, we conducted a thorough review of mHealth apps across the Apple iTunes app store (iOS). For Android, we sampled apps from the 3 largest Android app stores in China: Tencent Myapp, Oppo, and Huawei [15]. Unlike most other countries, the Google Play Store was blocked in China and the general public could not access Google Play and download apps. Therefore, we searched the most commonly used Chinese app stores for Android devices to reflect the real-world conditions in China. The following search terms were identified: “mobile health” OR “medicine” OR “traditional Chinese medicine” OR “traditional medicine” OR “modern medicine” OR “Western medicine.” There were no restrictions concerning subcategories like “medical.”

Screening was conducted based on app titles, marketing descriptions, and screenshots of the potential apps for relevance and inclusion. The following apps were excluded: (1) apps not relevant to our study purpose or designed for entertainment, product advertisement, loans, etc; (2) apps not in Chinese; (3) question banks or online guidance for examinations like the medical licensing examination, professional postexamination, and test for the national residency standard training program; (4) apps focused on hospital administration and management; and (5) apps pertaining to general health, for example, menstrual cycle management, sleep monitoring, and water intake reminder apps. The remaining apps were downloaded for eligibility. If an app could not run properly, it was also excluded. After selection, the included apps were classified as TCM apps or modern medicine apps based on the app’s content. All apps were downloaded onto an iPhone 12 (version 14.2.1) and a Huawei Nova 2s (version 9.0). Two reviewers (XHL and FJ) performed the assessment of the apps using a standard data extraction form.

Assessment of Apps

First, the general characteristics of the apps were recorded in the database, including platform, average user-scored star rating, download counts, year of the last update, target user, and app cost. Then, we investigated the services each app provided through use of the app. The specific functionalities used in this study were telemedicine, registration, prescription and medication management, communication, records, citizen-based reporting, on-demand information services to clients, client financial transactions, decision support, health worker activity...
planning and scheduling, health care provider training, and laboratory and diagnostics imaging management. The definition of these functionalities originated from the classification of digital health interventions proposed by the WHO and were tailored to this study [16,17].

For further analysis, we selected the top 25 Android apps and top 25 iOS apps from TCM and modern medicine apps, respectively. For Android, we chose by the number of downloads in descending order. For iOS, as information on the number of downloads was not provided, the order of selection was dependent on search retrieval order on the platform.

The MARS was then used to rate the selected apps’ quality, including objective and subjective app quality evaluation [18]. The objective app quality section contained 19 evaluation criteria clustered within 4 domains: engagement, functionality, aesthetics, and information. The domain of subjective quality included 4 criteria to evaluate the overall satisfaction of users. Each evaluation criterion was scored on a 5-point Likert scale (1 = unqualified, 2 = poor, 3 = acceptable, 4 = good, 5 = excellent). Two independent reviewers viewed the training video and tested each app for at least 10 minutes. After scoring all the evaluation criteria, the total mean MARS score describing the overall quality of the app was obtained by calculating the average value of the 5 domains.

Additionally, based on the guidance of privacy in mobile apps recommended by the Information Commissioner’s Office [19] and the mobile app privacy and security best practices published by the Online Trust Alliance [20], the assessment of privacy and security consisted of 7 questions. By answering yes or no, the accessibility of the privacy policy and ability to protect personal data were assessed.

Any discrepancies in the assessment of apps were resolved by discussion with other researchers (DNL and JH) of the study team until consensus was reached.

Analysis of Apps Operated by Chinese Top Hospitals

The ranking list of Chinese hospitals is published every year to provide direction for discipline construction and guidance for patients [21,22]. Hospitals are rated on medical quality, resource allocation, academic research, and other criteria. In the apps fulfilling the inclusion criteria of our study, we first identified the number of apps operated by the top 100 TCM hospitals and top 100 modern medicine hospitals, respectively, according to the latest ranking list. Because appointment scheduling is the main function of apps directly operated by hospitals, we then investigated whether the patients needed to verify their identity before making an appointment and whether the apps provided appointment guidance, doctor selection, department selection, and online payment services during appointment scheduling.

Statistical Analysis

Categorical variables were compared using an uncorrected chi-square test or Fisher exact test. Continuous variables were analyzed using independent t tests. In the MARS evaluation, the Cohen test was performed to guarantee the reliability of the data analyzed by the 2 independent researchers. All statistical analyses were performed using IBM SPSS 22.0 (IBM Corp). A P value of <.05 was considered statistically significant.

Results

Summary of Search Results

iOS and Android app store searches identified 3761 potential apps, of which 1899 were removed as duplicates. Of the remaining 1862 apps, 658 met the indicated criteria. Among these included apps, 261 apps were classified as TCM apps and the other 397 focused specifically on modern medicine. The flow diagram (Figure 1) provides an overview of the selection process and reasons for exclusion. Major reasons for exclusion were that the app was not relevant to medicine (n=537) or it was a medical examination app (n=370).
Figure 1. Screening process flowchart. TCM: traditional Chinese medicine.

General Characteristics of Apps

Table 1 summarizes the general characteristics of the included TCM apps and modern medicine apps. There was no difference in overall user-scored rating between these two categories of apps (4.0, SD 1.1 vs 3.8, SD 1.2; \( P = .11 \)). Although the overall user ratings were generally equal, modern medicine apps had a huge advantage in the number of downloads. In Tencent Myapp, the average number of downloads of modern medicine apps (approximately 5 million) was more than 10 times that of TCM apps (approximately 400,000). In addition, modern medicine apps were updated more frequently. A larger percentage of modern medicine apps were updated during the last year (352/397, 88.7% of modern medicine apps compared with 151/261, 57.9% of TCM apps), while 10.7% (28/261) of TCM apps had not been updated in the last 3 years. Most apps could be downloaded without cost, including 98.7% (392/397) of modern medicine and 91.2% (238/261) of TCM apps. There was a large difference in the constitution of target users. A total of 74.7% (195/261) of the TCM apps could be used by people who were not health care professionals (HCPs), but 41.6% (165/397) of the modern medicine apps were designed only for HCPs.
Table 1. General characteristics of TCM apps and modern medicine apps.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>TCM (n=261)</th>
<th>Modern medicine (n=397)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Platform, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iOS</td>
<td>109 (41.8)</td>
<td>94 (23.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Android</td>
<td>115 (44.1)</td>
<td>236 (59.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>iOS and Android</td>
<td>37 (14.2)</td>
<td>67 (16.9)</td>
<td>.35</td>
</tr>
<tr>
<td><strong>Ratings, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iOS</td>
<td>4.0 (1.1)</td>
<td>4.5 (0.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Android</td>
<td>3.6 (1.3)</td>
<td>3.2 (1.3)</td>
<td>.03</td>
</tr>
<tr>
<td>iOS and Android b</td>
<td>4.4 (0.7)</td>
<td>4.5 (0.4)</td>
<td>.26</td>
</tr>
<tr>
<td>Overall</td>
<td>4.0 (1.1)</td>
<td>3.8 (1.2)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Number of downloads</strong> (thousand), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;10,000</td>
<td>0 (0)</td>
<td>24 (7.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1000-9999</td>
<td>10 (6.6)</td>
<td>54 (17.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>100-999</td>
<td>39 (25.7)</td>
<td>110 (36.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>10-99</td>
<td>54 (35.5)</td>
<td>88 (29.0)</td>
<td>.65</td>
</tr>
<tr>
<td>&lt;10</td>
<td>49 (32.2)</td>
<td>27 (8.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Year of last update, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2020</td>
<td>151 (57.9)</td>
<td>352 (88.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2019</td>
<td>42 (16.1)</td>
<td>27 (6.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2018</td>
<td>18 (6.9)</td>
<td>9 (2.3)</td>
<td>.003</td>
</tr>
<tr>
<td>Before 2018</td>
<td>28 (10.7)</td>
<td>5 (1.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No updates</td>
<td>22 (8.4)</td>
<td>4 (1.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Cost, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>238 (91.2)</td>
<td>392 (98.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>23 (8.8)</td>
<td>5 (1.3)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aTCM: traditional Chinese medicine.
bRatings were calculated as the average on iOS and Android platforms.
cWe only counted the number of downloads on Android because this was not applicable on iOS. TCM: n=152; modern medicine: n=303.

Functionalities of Apps

The detailed classification criteria of functionalities are shown in Figure 2. TCM and modern medicine apps displayed divergent functionalities (as shown in Table 2). As a whole, the most common service factors were telemedicine, identification and registration, and prescription and medication management. The least common service factors were laboratory and imaging management and activity planning and scheduling. By comparison, more modern medicine apps provided services such as registration, telemedicine, and communication. A larger proportion of TCM apps provided prescription and medication management. Specifically, not only were herbs and Chinese patent drugs available in the online pharmacy of TCM apps but the service of daily home delivery of decocted drugs was also provided by these apps because some herbs need to be boiled.

Similar proportions of TCM and modern medicine apps provided on-demand information services for non-HCPs. Regarding the content of the information services, we noticed that many TCM apps provided relatively professional knowledge and self-screening. Professional knowledge of TCM was mainly conveyed by presenting and interpreting the classic TCM books, like Inner Canon of the Yellow Emperor (earliest medical classic in China) and Compendium of Materia Medica (an outline treatise of medical herbs). They provided e-books or audio files. Self-screening was usually done by answering questionnaires that showed the patients whether they had a yin deficiency or yang deficiency of certain organs. Using artificial intelligence, one app analyzed the health condition of a user’s body after capturing and uploading their facial expression (Multimedia Appendix 1).
Figure 2. Classification criteria of functionalities. The criteria originated from the classification of digital health interventions proposed by the WHO and were tailored to this study. As opposed to the WHO criteria, prescription and medication management, identification and registration, and telemedicine were not under a single category of HCP or non-HCP because they could be mutual processes. Targeted client communication, untargeted client communication, client-to-client communication, and HCP communication were summarized as "communication." “Records” included personal health tracking and health records. Referral coordination was removed from our study because no app provided this service. HCP: health care professional; WHO: World Health Organization.

Table 2. Frequency of app functionalities.

<table>
<thead>
<tr>
<th>Functionality</th>
<th>Total, n (%) (n=658)</th>
<th>TCM(a), n (%) (n=261)</th>
<th>Modern medicine, n (%) (n=397)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prescription and medication management</td>
<td>312 (47.4)</td>
<td>144 (55.2)</td>
<td>168 (42.3)</td>
<td>.001</td>
</tr>
<tr>
<td>Identification and registration</td>
<td>319 (48.4)</td>
<td>70 (26.8)</td>
<td>249 (62.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Telemedicine</td>
<td>331 (50.3)</td>
<td>74 (28.4)</td>
<td>257 (64.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Communication</td>
<td>219 (33.3)</td>
<td>38 (14.6)</td>
<td>181 (45.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Records</td>
<td>149 (22.6)</td>
<td>24 (9.2)</td>
<td>125 (31.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Citizen-based reporting</td>
<td>160 (24.3)</td>
<td>56 (21.5)</td>
<td>104 (26.2)</td>
<td>.16</td>
</tr>
<tr>
<td>On-demand information services</td>
<td>286 (43.4)</td>
<td>106 (40.6)</td>
<td>180 (45.3)</td>
<td>.23</td>
</tr>
<tr>
<td>Financial transactions</td>
<td>210 (31.9)</td>
<td>62 (23.8)</td>
<td>148 (37.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Decision support</td>
<td>164 (24.9)</td>
<td>43 (16.5)</td>
<td>121 (30.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Activity planning and scheduling</td>
<td>54 (8.2)</td>
<td>12 (4.5)</td>
<td>42 (10.5)</td>
<td>.006</td>
</tr>
<tr>
<td>Training</td>
<td>130 (19.8)</td>
<td>52 (19.9)</td>
<td>78 (19.6)</td>
<td>.93</td>
</tr>
<tr>
<td>Laboratory and imaging management</td>
<td>46 (6.9)</td>
<td>10 (3.8)</td>
<td>36 (9.0)</td>
<td>.01</td>
</tr>
</tbody>
</table>

\(a\)TCM: traditional Chinese medicine.

We further analyzed the combinations of app functionalities. Figures 3 and 4 show all the combinations of TCM apps and modern medicine apps. Compared with TCM apps, modern medicine apps provided more comprehensive functionalities and various combinations. The majority of modern medicine apps (329/397, 82.9%) combined ≥3 functionalities compared with about one-third of TCM apps (93/261, 35.6%). Modern medicine apps also produced more combination patterns than TCM apps (39 vs 32). The most common combinations of functionalities in TCM apps were (1) prescription and medication management plus training and (2) prescription and medication management plus on-demand information services, while the most common combinations of functionalities in modern medicine apps were (1) decision support plus training and (2) telemedicine plus identification and registration plus records.
Figure 3. TCM apps’ functionalities. The pie chart shows the percentage of TCM apps’ target users. The stacked bar chart shows the distribution of TCM apps according to key functionalities and user type. The upset plot shows the intersection of multiple functionalities. TCM: traditional Chinese medicine.

Figure 4. Modern medicine apps’ functionalities. Pie chart: portion of modern medicine apps’ target users. Stacked bar chart: distribution of modern medicine apps according to key functionalities and user type. Upset plot: intersection of multiple functionalities.

MARS Evaluation of Top Apps
Among the top 50 apps of the two categories, 9 TCM apps and 10 modern medicine apps were available on both iOS and Android platforms. Therefore, 41 TCM apps and 40 modern medicine apps were included in the MARS evaluation.
The mean overall MARS score for the TCM apps was significantly lower than that for the modern medicine apps (2.7, SD 0.5 vs 3.6, SD 0.4; \( P < .001 \)) (Table 3). The percentage of apps that scored higher than the minimum acceptability score of 3.0 was 34% (14/41) of TCM apps and 95% (38/40) of modern medicine apps. A total of 5 TCM apps scored \( \leq 2 \) points and none scored \( \geq 4 \) points. By contrast, among the modern medicine apps, no apps scored \( \leq 2 \) points and 4 scored \( \geq 4 \) points.

<table>
<thead>
<tr>
<th>Category</th>
<th>TCM(^a), mean (SD) (n=41)</th>
<th>Modern medicine, mean (SD) (n=40)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement</td>
<td>2.3 (0.5)</td>
<td>3.2 (0.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Functionality</td>
<td>3.5 (0.6)</td>
<td>4.0 (0.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>2.6 (0.8)</td>
<td>3.8 (0.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Information</td>
<td>2.9 (0.5)</td>
<td>3.7 (0.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subjective quality</td>
<td>2.2 (0.7)</td>
<td>3.4 (0.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Overall</td>
<td>2.7 (0.5)</td>
<td>3.6 (0.4)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)TCM: traditional Chinese medicine.

In all 5 domains (engagement, functionality, aesthetics, information, and subjective quality), modern medicine apps outperformed TCM apps, and the differences were statistically significant (\( P < .001 \)). Functionality had the highest mean score in both TCM apps (3.5, SD 0.6) and modern medicine apps (4.0, SD 0.3), while engagement was the poorest in the objective quality for both kinds of apps (3.2, SD 0.5 in modern medicine; 2.3, SD 0.5 in TCM). The Cohen coefficient was 0.92, indicating excellent interrater reliability. Figure 5 presents the specific score distribution of the two categories of apps in each domain.

**Figure 5.** Violin plot of the Mobile Application Rating Scale section item scores. The 3 black lines in each plot present the first quartile, the median, and the third quartile (from bottom to top). TCM: traditional Chinese medicine.
Privacy and Security of Top Apps

The privacy policy was available for 68% (28/41) of TCM apps and 95% (38/40) of modern medicine apps ($P=.02$). In comparison with TCM apps, more modern medicine apps (17/40, 43% vs 6/41, 15%; $P=.008$) had a short-form privacy and security notice that highlighted key data practices. More modern medicine apps collected personally identifiable information and shared the data with third parties. Additionally, modern medicine apps performed better in data safety protection. A total of 95% (38/40) of the modern medicine apps described how the personal data were protected, but only 44% (18/41) of TCM apps described this information ($P<.001$) (Table 4).

Table 4. Assessment of privacy and security in regard to data gathering, sharing, and security as described in the privacy policy.

<table>
<thead>
<tr>
<th>Privacy and security question</th>
<th>Total, n (%) (n=81)</th>
<th>TCM¹, n (%) (n=41)</th>
<th>Modern medicine, n (%) (n=40)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is the privacy policy available without the need to download the app?</td>
<td>No: 15 (18.5)</td>
<td>13 (31.7)</td>
<td>2 (5.0)</td>
<td>.02</td>
</tr>
<tr>
<td>Yes: 66 (81.5)</td>
<td>28 (68.3)</td>
<td>38 (95.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the privacy policy available within the app?</td>
<td>No: 24 (29.6)</td>
<td>18 (43.9)</td>
<td>6 (15.0)</td>
<td>.004</td>
</tr>
<tr>
<td>Yes: 57 (70.4)</td>
<td>23 (56.1)</td>
<td>34 (85.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is there a short-form notice highlighting key data practices?</td>
<td>No: 48 (59.3)</td>
<td>27 (65.9)</td>
<td>21 (52.5)</td>
<td>.008</td>
</tr>
<tr>
<td>Yes: 23 (28.4)</td>
<td>6 (14.6)</td>
<td>17 (42.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable: 10 (12.3)</td>
<td>8 (19.5)</td>
<td>2 (5.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the privacy policy available in any other language?</td>
<td>No: 78 (96.3)</td>
<td>41 (100)</td>
<td>37 (92.5)</td>
<td>.23</td>
</tr>
<tr>
<td>Yes: 3 (3.7)</td>
<td>0 (0)</td>
<td>3 (7.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does the app collect personally identifiable information?</td>
<td>No: 14 (17.3)</td>
<td>12 (29.3)</td>
<td>2 (5.0)</td>
<td>.004</td>
</tr>
<tr>
<td>Yes: 65 (80.2)</td>
<td>27 (65.9)</td>
<td>38 (95.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not specified: 2 (2.5)</td>
<td>2 (4.9)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does the app share users’ data with a third party?</td>
<td>No: 16 (19.8)</td>
<td>11 (26.8)</td>
<td>5 (12.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes: 44 (54.3)</td>
<td>12 (29.3)</td>
<td>32 (80.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not specified: 21 (25.9)</td>
<td>18 (43.9)</td>
<td>3 (7.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does the app say how the users’ data security is ensured (eg, encryption, authentication, firewall)?</td>
<td>No: 25 (30.9)</td>
<td>23 (56.1)</td>
<td>2 (5.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes: 56 (69.1)</td>
<td>18 (43.9)</td>
<td>38 (95.0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

¹TCM: traditional Chinese medicine.

Comparison of Hospital Apps

Among the top hospitals in China, 41 hospitals of modern medicine had their own apps, but the number sharply decreased to 11 for hospitals of TCM. As expected, all these apps provided the service of registration. Although significantly fewer hospitals of TCM developed apps for patients, regarding the procedure of appointment scheduling, all hospital apps, no matter if they were TCM or modern medicine apps, provided the services of department selection and doctor selection so that the patients could visit specific doctors according to the patients’ preferences and the doctors’ areas of expertise. Identity verification was also required in all apps via identity card or phone number. This could help stop scalpers making profits from scheduling fake appointments. Due to the rapid development of e-commerce in China, all TCM apps and 33 of 41 (81%) modern medicine apps allowed online payment via Alipay, Wechat, and debit card. A total of 78% (32/41) of modern medicine apps and 64% (7/11) of TCM apps provided appointment guidance, but the difference was not statistically significant ($P=.56$).
Discussion

Principal Findings

This study systematically compared the apps designed for TCM and modern medicine available in China. Considering that TCM is a traditional medicine system and mHealth is a newly developed information technology and taking into account the important role of TCM in Chinese culture and the Chinese medical system, TCM should not be overlooked or simply confused with modern medicine in the analysis of mHealth apps. Overall, our findings suggest that there are currently a considerable number of both TCM (n=261) and modern medicine (n=397) apps on the market, but TCM apps and modern medicine apps had distinct functionalities and combinations of functionalities. The TCM apps scored lower in all aspects (engagement, functionality, aesthetics, information quality, and subjective quality) of the multidimensional measure of app quality using the MARS app rating tool. Great progress has been made regarding the privacy and security of mHealth apps in China. We discuss our findings further below.

The Android app stores with the largest number of monthly active users in China are operated by Tencent, Oppo, and Huawei. Google Play is difficult to access and has been almost absent since 2010 [13,23]. Thus, we sampled apps from Tencent Myapp, Oppo App Store, Huawei App Store, and Apple iTunes App Store and applied keywords commonly used for TCM and modern medicine to ensure the representativeness of the apps we included. Our study displayed a current landscape of 261 TCM apps and 397 modern medicine apps. More than half of the modern medicine apps had been updated in the last year to improve performance, fix bugs, and update information to adapt to rapidly growing medical knowledge. TCM apps and modern medicine apps had similar overall ratings, but download counts of modern medicine apps were much higher. Nearly 10% of modern medicine apps had over 10 million downloads, and the top app, named Ping An Good Doctor, had more than 200 million downloads. In contrast, more than half of TCM apps did not reach the download volume of 100,000. This result indicates that although a certain number of TCM apps have been developed, the subsequent promotion, usage, and software maintenance remain problems. The majority of people are used to the traditional offline modality of TCM rather than the use of mHealth apps.

As displayed in the functionalities and combinations of functionalities, both TCM and modern medicine apps attached great importance to on-demand information services to clients. The differences in functionalities reflected the differences in medical theories and practices between TCM and modern medicine. The mechanism of modern medicine is based on anatomy, pathophysiology, molecular biology, and other basic medical and clinical medical knowledge, while the formation of TCM is on the basis of ancient Chinese philosophy. The diagnosis of a certain disease in Western medicine needs modern equipment and laboratory testing, while diagnosing a zheng in TCM relies more on the doctor’s experience and observation without drawing blood or doing radiological examinations [24]. A zheng (syndrome) is an outcome after analyzing all symptoms and signs. One disease in modern medicine may have several zheng and a zheng could be caused by different diseases [25]. Modern medicine primarily treats patients through medicine or surgery with additional information about precautions and side effects, while TCM treatment approaches include herbs, minerals, and guidelines on lifestyle [26]. Therefore, preliminary understanding of TCM is easier for the public, and the gap between HCPs and non-HCPs is smaller. As a result, modern medicine apps pay more attention to building connections between doctors and patients, while TCM apps tend to educate the patients more. In our study, 41.6% (165/397) of modern medicine apps were designed for HCPs, while 74.7% (195/261) of TCM apps’ target users included non-HCPs.

Similarly, more modern medicine apps provided telemedicine and appointment-making services. In China, patients can purchase Chinese patent drugs without strict restrictions, which is much easier than buying prescription drugs. This explains why medication management appeared more commonly in TCM apps. Because laboratory tests and imaging examinations are important parts of modern medicine, it was no surprise that laboratory and diagnostics imaging management services were more common in modern medicine apps.

We extracted top TCM and modern medicine apps for further analysis of quality and security. MARS is a systematic and validated questionnaire that is not too technical or specific to a particular health domain [18,27]. Our study showed a mean score of 2.7 and 3.6 for the overall quality of TCM apps and modern medicine apps, respectively. A rating of ≥3 points indicates overall acceptable quality [28]. All top modern medicine apps scored a value of ≥3 points, and 4 of 41 (10%) apps exceeded 4 points. However, half of TCM apps did not reach the acceptable level. The score of Western medicine apps was similar or even higher compared with the results of other studies. Davalbhakta et al [29] showed a rating of 3.7 in apps for the management of COVID-19. Kim et al [30] found the mean MARS score for the overall quality of apps to be 3.23 for potential drug-drug interaction checks. TCM apps scored much lower in both objective and subjective quality assessments. Differences between TCM apps and modern medicine apps were statistically significant for all dimensions of the MARS. The engagement domain scored poorest in both categories, which is consistent with previous studies of apps targeting genitourinary tumors and COVID-19 [29,31]. This could be explained by the primary purpose of mHealth apps. Because the main target users of mHealth apps are either doctors or patients, it is difficult to make them feel interested and relaxed when facing diseases. Apps focusing on behavior change might score higher on the engagement dimension because the engagement of users is a key factor of successful behavior change [32].

Privacy policies and data security are particularly important for mHealth apps because they usually collect personally identifiable information and data related to the users’ health conditions. It is disappointing that privacy policies were absent within and outside of the app (on the website or app store) in 9 of the top 41 (22%) TCM apps and that 23 of the 41 (56.1%) apps did not mention how they ensured the users’ data security at all. However, we believe this is a positive fact for two reasons.

[25]
First, according to Hsu et al [13], in December 2015, nearly all Chinese top mHealth apps, let alone the remaining apps, lacked information security. The Chinese government did not have a direct policy or documents on mHealth security then [13]. In June 2016, the general office of the People’s Republic of China State Council issued guidance on promoting and standardizing the development of health care applications. One of the major principles was keeping a balance between app development and its safety and protecting individual privacy and information security effectively [33]. It is encouraging that great progress has been made in recent years, starting from scratch. Second, we included various types of apps in our study. The main function of 6 of the 9 apps without privacy policies was health care information provision to clients, and they did not collect personally identifiable information. Likewise, Sunyaev et al [34] found a surprising result in that only 31% of medical or health and fitness apps had privacy policies. Privacy policies might be less frequently provided in apps handling less sensitive information about patients. In terms of modern medicine apps, all of them incorporated or linked to a privacy policy, which is even better than the findings of Huckvale et al [35], who studied top-ranked apps for depression and smoking cessation on Android and iOS platforms. They assessed privacy policies in a more detailed way according to a schema of privacy policy quality criteria [36]. In this study, we managed to provide a comprehensive comparison between TCM apps and modern medicine apps instead of deeply investigating their privacy policies.

Future Perspectives

There exist many opportunities for further development of both TCM and modern medicine apps in China in the future. On the one hand, for TCM, mHealth is a perfect tool that has not been fully used. The basic diagnostic procedure of TCM is composed of 4 techniques: looking, listening and smelling, questioning, and feeling the pulse. The first 3 methods can be easily realized using photos and videos via remote communication technologies on mHealth apps. Moreover, Tang et al [37] reported an electronic TCM pulse diagnostic system developed with an artificial neural network. Considering that herbs and Chinese patent drugs are not strictly restricted and there is a well-developed express industry in China, diagnosing and treating without seeing patients face to face is more realizable for TCM. TCM hospitals should have made more efforts to develop online services, but in our study, only 11 of the top 100 TCM hospitals had their own apps in service. In addition, in order to make TCM information more evidence based and accepted both domestically and internationally, the Chinese government and TCM experts should keep investing in programs devoted to the modernization and standardization of TCM. On the other hand, for modern medicine, the online-to-offline approach (an integration of offline businesses into online commerce) has been relatively mature [38]. In the future, internet hospitals should be further developed to break the reliance on traditional health care providers [39].

Limitations

There are limitations to this study. First, we did not access Google Play for the Android apps, which could cause selection bias. Google Play is widely used worldwide. However, the general public in mainland China could not download or purchase apps on Google Play at all. Therefore, we selected the 3 largest Android app stores in China to reflect the real-world conditions [15]. Second, sometimes it was difficult to put an app into the category of TCM or modern medicine because the apps (less than 10 in our study) provided both kinds of services simultaneously. We fully assessed all the functions and discussed to determine the main focus of these apps. If disagreement existed, a third experienced investigator was invited. Third, we excluded general health apps to achieve a more homogeneous analysis because we could not define whether general health apps belonged to TCM or modern medicine. Finally, under the category of both TCM and modern medicine, we presented broad coverage and apps for various initiatives were included. It is worth mentioning that the main purpose of this study was to provide a global analysis of the distribution of and differences between TCM apps and modern medicine apps rather than apps for a single disease or service.

Conclusions

We identified the number and functions and evaluated the quality and privacy of TCM apps and modern medicine apps currently available on the Chinese market. mHealth in China is already a large market for both TCM and modern medicine, but there is still great potential for development. Different functionalities reflected the distinct innate characteristics of these two medical systems. Apps for modern medicine outperformed TCM apps in all aspects of quality assessment using MARS. TCM apps need quality improvement for further penetration into the market. It is gratifying that the developers, data controllers, and government paid attention to the privacy and security of mHealth apps. This work can inform the future development of mHealth apps for developers and provide an important reference for researchers and customers to search, review, and compare the TCM and modern medicine apps in China.
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Abstract

Background: Much effort has been made to optimize the results of total hip arthroplasty and total knee arthroplasty. With the rapid growth of social media use, mobile apps, such as WeChat, have been considered for improving outcomes and patient satisfaction after total hip arthroplasty and total knee arthroplasty.

Objective: We aimed to evaluate the effectiveness of a WeChat-based community as an intervention for overall patient satisfaction.

Methods: The study was conducted among discharged in-hospital patients who received hip or knee procedures in the First Affiliated Hospital of the University of Science and Technology of China from April 2019 to January 2020. An educational online social community was constructed with the WeChat app. Participants willing to join the community were enrolled in a WeChat group and received 3 months of intervention and follow-up. Those who were not willing to use the account were included in a control group and received routine publicity via telephone, mail, and brochures. The Danish Health and Medicine Authority patient satisfaction questionnaire was used to score perioperative patient education and overall satisfaction. The contents in the group chat were analyzed using natural language processing tools.

Results: A total of 3428 patients were enrolled in the study, including 2292 in the WeChat group and 1236 in the control group. Participants in the WeChat group had higher overall satisfaction scores than those in the control group (mean 8.48, SD 1.12 vs mean 6.66, SD 1.80, \(P<.001\)). The difference between the two groups was significant for primary surgery based on subgroup stratification. To control confounding factors and explore the effects of WeChat participation as a mediating variable between perioperative patient education and overall satisfaction, hierarchical regression was utilized. An interpatient interaction model was found in the community group chat, and it contributed to overall satisfaction. Patients in the group with more interpatient interactions were more likely to have better overall satisfaction.

Conclusions: The social media–promoted educational community using WeChat was effective among joint replacement patients. Provision of more perioperative education is associated with more active patient participation in the community and therefore more patient satisfaction in terms of the overall joint procedure. Community group chat could facilitate interactions among patients and contribute to overall satisfaction.

(JMIR Mhealth Uhealth 2021;9(3):e18763) doi:10.2196/18763
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Introduction

Joint diseases of the lower limb extremities influence the quality of life of elderly people and are becoming increasingly frequent owing to the rising average life expectancy. To date, total hip arthroplasty and total knee arthroplasty have been the most successful surgical treatments for end-stage arthritis. Considerable progress has been made to optimize the end-to-end process by improving the surgical technique, rehabilitation, and perioperative care. Although the length of hospital stay has been shortened in recent years [1], rehabilitation remains a long-term procedure and a physiopsychological challenge for patients who have undergone arthroplasty. Continuous rehabilitation guidance has proved its efficacy during long-term follow-up [2–4]. However, most of the rehabilitation advice in China is given during hospital stay rather than in a community center. Since patients often have limited awareness and poor compliance after discharge, educational follow-up needs to be strengthened further.

Perioperative education increases patient satisfaction [5,6], but routine guidance via telephone and mail can be laborious and challenging for elderly patients owing to age, educational level, and cognitive ability, among other implementation issues like the time management of physicians’ firms. Novel mobile health (mHealth) platforms allow patients to communicate remotely with their health care providers. Some systems facilitate online sharing of smartphone photographs in a secure and Health Insurance Portability and Accountability Act compliant manner [7], potentially allowing for simple and rapid postoperative rehabilitation monitoring. However, building a professional mHealth platform is resource consuming and typically inefficient because patient engagement is persistently low, especially in large user groups [8].

Nevertheless, with so many people using social media every day, there is a great opportunity for mHealth initiatives to positively influence health attitudes and behaviors among large groups of people [9]. Interventions involving various media, such as radio, television, and the internet [10], have already been utilized for mass outreach health campaigns [11]. Because online social networks have several advantages, such as a large audience, increased user engagement, and high retention of contacts [12], they can strongly promote healthy behavioral changes [13]. In fact, social media approaches have already been pilot tested with promising outcomes [14,15]. Yet, studies on larger population data are pending.

WeChat (the Chinese version is Weixin) is the most popular instant-messaging app in China, which has been created by China’s largest internet company, Tencent [16]. It is used in more than 200 countries [17], with approximately 1 billion active accounts in the first quarter of last year [18]. WeChat is a messaging and social media app where people of all ages and professions can either collaborate or just share information and messages [16]. WeChat was previously used with success in a health education program to improve malaria health literacy among Chinese expatriates and was proven to be effective, sustainable, feasible, and well accepted [17]. Similar time and cost-effectiveness were observed during the WeChat follow-up [19]. In a second example, WeChat interventions improved patient compliance and reduced the treatment duration of orthodontic treatment [2]. In this study, we scrutinized the hypothesis that social media can enhance the educational interaction between patients with joint replacement and physicians.

Methods

Study Design and Sample Selection

We performed a nonrandomized controlled study in a single-institute in-hospital population from April 2019 to January 2020. Patients receiving joint replacement surgeries in the First Affiliated Hospital of the University of Science and Technology of China were recommended to join the WeChat campaign on admission. The participants who enrolled (1) received elective lower extremity arthroplasty surgery in our joint center, (2) were willing to receive relative health and rehabilitative education, and (3) had WeChat app–compatible smartphones. Patients excluded from the study were either unwilling to participate or received emergency surgery. Participants who joined our WeChat campaign were added to a WeChat group, received at least 3 months of online follow-up, and filled a satisfaction survey. Patients not willing to join were informed about the study and were included in a control group.

These patients received routine follow-up through telephone calls, phone messages, and face-to-face appointments at the clinics. They were also asked to fill a written questionnaire form on re-examination.

WeChat Campaign Construction

The group chat was created using the built-in function of the WeChat app (Figure 1A). The app allows individuals to create multiple user dialogues among their contacts. The initial group chat was built among orthopedic surgeons (n=6), ward and clinic nurses (n=3), and physical therapists (n=3). A QR code was generated for each group automatically (Figure 1B). Thereafter, the QR codes were shared with the patients in order to join the group before leaving the hospital. The maximum number of group members is 500. Therefore, a new chat group was created monthly to facilitate maintenance. The medical staff participating in the group used their real names. Patients were encouraged to use real names, although they were reassigned in-hospital IDs by the group administrator (CZ). Health advice, including clinical and hospital instructions, rehabilitation guides, and general health education, were released weekly by the doctors, nurses, and therapists. Patients raised point-to-point questions to doctors using the @ function (Figure 1C). They were also encouraged to complain or share their surgery and rehabilitation experiences (Figure 1D).
Interventions and Measures

Demographic data, such as gender, age, and educational level, were collected upon hospital admission. The patients in both groups received the same protocol treatment, rehabilitation, and education during hospital stay. After discharge, the interventions were provided through the WeChat app and routine publicities, including verbal publicity, telephone interviews, and a two-page take-home brochure. The patients were asked to fill a perioperative education and satisfaction questionnaire online or on re-examination. The questionnaire was originally developed and pilot tested by the Danish Health and Medicine Authority (Danish Health and Medicine Authority 2006) (Multimedia Appendix 1) [1]. Outcomes, including information given and overall satisfaction, were measured on a numerical rating scale from 0 (not satisfied at all) to 10 (best possible satisfaction).

WeChat Dialogue Analysis

The group chat dialogues were recorded and encrypted in the WeChat app (WeChat 7.0.10 for iOS, Tencent Co, Ltd). The records were exported in CSV format to a database using Sync tools (iAssistant, v7.98.12, Shenzhen Waip Information Technology Co, Ltd). Information regarding group number, message timestamp, user ID (identifier), message type, and content was read from the database. The users were marked as P (patient) and D (doctor) according to the user IDs. Patients who had more than 10 single messages or three conversations were characterized as “active participants.” The message contents were recorded in plain text, figures, and videos. Voice messages were converted to text via the WeChat built-in speech recognition function. External weblinks and system messages were dropped. Text processing and analysis was performed using Python v3.7.0 (Python Software Foundation). For English content, a blank character was used as a mandatory tokenizer. For Chinese content, we imported the external library Jieba [20] for word segmentation. The word frequency was calculated among the dialogues, and the conversation contents were clustered into different groups. A word cloud was drawn using the external library wordcloud 1.3.3 [21], and the additional Python libraries xldr, xlwt, math, and matplotlib were used for the analysis and the corresponding plots. The drawing source code is provided in Multimedia Appendix 2.

Communication between patients was analyzed using a patient interaction score. Specifically, the first message in every group chat was assigned an interaction score value of zero, and the score of the next message was increased by one if it originated from a different patient user. However, the score was forced to zero if the message was sent from medical staff. This parameter describes how intensive the communication is among different patients under the supervision and guidance of a doctor. The group activity was determined by activeness rates defined as the total score divided by the total number of messages. The flowchart of the process is given in Multimedia Appendix 3.

Ethics Statement

The study was approved by the hospital institutional review board. All followed procedures were in accordance with the ethical standards of the institutional and national research committee and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards. All participants gave verbal consent to participate in the study, and they were entitled to withdraw from the study whenever they wished and for whatever reason. Private data, such as telephone numbers and identification numbers, were deleted during data analysis.
Statistical Analysis

Statistical analysis was carried out using SPSS Statistics version 22.0 (2013, SPSS Inc). For continuous variables, analysis of variance (ANOVA) and post-hoc analysis by Fisher least significant difference were applied to compare the means among the study groups. For categorical variables, logistic regression analysis and contingency tables were used. Spearman and Pearson analyses were performed to investigate monotonic and linear relationships, respectively. To control for confounding factors, propensity score methods with a multinominal logistic regression were utilized. The propensity score replaced all single covariates to adjust the effectiveness on patient satisfaction. A hierarchical regression model was used to test potential mediating or moderating effects. Data were expressed as mean (SD) for continuous variables or percentage of the total for categorical variables. A P value <.05 was considered statistically significant.

Results

Participant Characteristics and WeChat Activeness

A total of 3428 patients were invited to participate in the study, including 2292 in the WeChat group and 1236 in the control group. Data were collected from 2930 participants (2195 in the WeChat group and 735 in the control group). After 3 months of intervention and follow-up, information was obtained and analyzed (Figure 2). The mean age of the enrolled participants was 62.19 years (SD 12.67 years). In total, 1973 (67.34%) females and 957 (32.66%) males were included in this survey. Additionally, 2327 (79.42%) individuals had basic education, 250 (8.53%) had medial education, and 353 (12.05%) had high education. A total of 1034 (35.29%) patients underwent total hip arthroplasty, 73 (2.49%) underwent hemiarthroplasty, 96 (3.28%) underwent total hip revision, 1589 (54.23%) underwent total knee arthroplasty, 91 (3.16%) underwent unicompartmental knee arthroplasty, and 47 (1.60%) underwent total knee revision. The baseline demographics (age, gender, and educational level) were not balanced between the two groups (Table 1). Patients who had more than 10 single messages or three conversations formed the group of “active participants.” We found 738 out of 2195 (33.62%) patients active in the WeChat group (ie, the majority were inactive in the group chats). Active patients were typically males, young, and educated. The differences between the control group and WeChat group in terms of demographics were all statistically significant (Table 1).

Figure 2. Flowchart of participation.
Table 1. Demographic characteristics of the control group and WeChat group (N=2930).

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Control group (n=735), n (%)</th>
<th>WeChat group (n=2195), n (%)</th>
<th>Chi-square (df)(^a)</th>
<th>P value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inactive (n=1457)</td>
<td>Active (n=738)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>223 (30.34)</td>
<td>422 (28.96)</td>
<td>41.88 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>512 (69.66)</td>
<td>1035 (71.04)</td>
<td>400.194 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;65</td>
<td>339 (46.12)</td>
<td>543 (37.27)</td>
<td>482.017 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥65</td>
<td>396 (53.88)</td>
<td>914 (62.73)</td>
<td>1730 (78.82)</td>
<td></td>
</tr>
<tr>
<td>Education level(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>597 (81.22)</td>
<td>1286 (88.26)</td>
<td>379.55 (10)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medial</td>
<td>87 (11.84)</td>
<td>132 (8.44)</td>
<td>163 (7.43)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>51 (6.94)</td>
<td>48 (3.29)</td>
<td>302 (13.76)</td>
<td></td>
</tr>
<tr>
<td>Surgery type</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>THA(^c)</td>
<td>162 (22.04)</td>
<td>410 (28.14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HA(^d)</td>
<td>23 (3.13)</td>
<td>43 (2.95)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>THR(^e)</td>
<td>9 (1.22)</td>
<td>59 (4.05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TKA(^f)</td>
<td>488 (66.39)</td>
<td>886 (60.81)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UKA(^g)</td>
<td>41 (5.58)</td>
<td>29 (1.99)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TKR(^h)</td>
<td>12 (1.63)</td>
<td>30 (2.06)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Chi-square and P values indicate differences between the control group, inactive group, and active group.
\(^b\)Education level: low, compulsory education; medial, high school or equivalent; high, university/college or above.
\(^c\)THA: total hip arthroplasty.
\(^d\)HA: hemiarthroplasty.
\(^e\)THR: total hip revision.
\(^f\)TKA: total knee arthroplasty.
\(^g\)UKA: unicompartmental knee arthroplasty.
\(^h\)TKR: total knee revision.

Overall Satisfaction Scores Between the Control Group and WeChat Group

In general, patients in the WeChat group provided higher overall satisfaction scores than those in the control group (mean 8.48, SD 1.12 vs mean 6.66, SD 1.80; \(P<.001\)). Subgroup analysis supported this finding in both active (mean 8.47, SD 1.11 vs mean 6.66, SD 1.80; \(P<.001\)) and inactive patients (mean 8.49, SD 1.13 vs mean 6.66, SD 1.80; \(P<.001\)) (Figure 3A). Since the baseline demographics were not balanced, the correlations between overall satisfaction and gender, age, education, and surgery type were tested. It was found that overall satisfaction was not related to gender (\(P=.07\)), age (\(P=.21\)), and education level (\(P=.63\)), but was significantly related to surgery type (\(P<.001\)). Therefore, a stratified analysis was performed in order to eliminate confounding bias (Table 2). It was found that patients receiving primary lower extremity arthroplasty reported significantly higher overall satisfaction scores in the WeChat group than those in the control group. The difference between groups was not significant in patients receiving revision surgery.
Figure 3. Data analysis from the Danish Health and Medicine Authority 2006 questionnaire. (A) Histogram shows higher overall satisfaction in active patients and inactive patients in the WeChat group than in the control group. (B) Linear regression between overall satisfaction and information given. (C) The mediated effect model among information given, WeChat participation, and overall participation.
<table>
<thead>
<tr>
<th>Surgery type and group</th>
<th>Value, n</th>
<th>Score, mean (SD)</th>
<th>t (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>THA</strong>(^a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>162</td>
<td>6.51 (1.94)</td>
<td>−12.525 (181.914)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>WeChat</td>
<td>872</td>
<td>8.47 (1.13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HA</strong>(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>23</td>
<td>6.52 (1.95)</td>
<td>−4.805 (28.914)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>WeChat</td>
<td>50</td>
<td>8.62 (1.12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>THR</strong>(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>9</td>
<td>7.78 (1.39)</td>
<td>−1.514 (9.161)</td>
<td>.16</td>
</tr>
<tr>
<td>WeChat</td>
<td>87</td>
<td>8.51 (1.15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TKA</strong>(^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>488</td>
<td>6.65 (1.74)</td>
<td>−21.444 (667.963)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>WeChat</td>
<td>1101</td>
<td>8.49 (1.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>UKA</strong>(^e)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>41</td>
<td>7.02 (1.65)</td>
<td>−4.337 (70.902)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>WeChat</td>
<td>50</td>
<td>8.36 (1.19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TKR</strong>(^f)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>12</td>
<td>7.17 (2.21)</td>
<td>−2.061 (13.186)</td>
<td>.06</td>
</tr>
<tr>
<td>WeChat</td>
<td>35</td>
<td>8.54 (1.17)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)THA: total hip arthroplasty.  
\(^b\)HA: hemiarthroplasty.  
\(^c\)THR: total hip revision.  
\(^d\)TKA: total knee arthroplasty.  
\(^e\)UKA: unicompartmental knee arthroplasty.  
\(^f\)TKR: total knee revision.

### Analysis of Perioperative Education and Overall Satisfaction in Patients Receiving Arthroplasty

Perioperative education was measured using information given scores acquired from the Danish Health and Medicine Authority satisfaction questionnaire. A significant linear correlation was found between information given and overall satisfaction scores (adjusted \(R^2=0.021, F_1=64.063, P<.001\)) (Figure 3B). Owing to the small effect size (\(\beta=0.08\)), we constructed and tested a causal mediation effect model to illustrate the relationship among perioperative education, WeChat campaign participation, and overall patient satisfaction. The percentage of the mediated effect of WeChat participation between perioperative education and overall patient satisfaction was 10.75% (Figure 3C).

### WeChat Group Conversation Analysis

From April 2019 to March 2020, a total of 23,088 messages were recorded in eight group chats. There were 7422 (32.15%) messages from doctors and 15,666 (67.85%) messages from patients. The types of messages were as follows: text, 18,231 (78.96%); emoticons, 2226 (9.64%); figures, 2298 (9.95%); voice messages, 240 (1.04%); and videos, 93 (0.40%). The purposes of messages were as follows: medication consultation, 867 (4.69%); rehabilitation scheme, 1425 (7.72%); subsequent therapy, 3782 (20.48%); re-examination, 3769 (20.41%); reflect therapeutic effects, 3249 (17.59%); report recovery progress, 1970 (10.67%); inquire about operation related complications, 816 (4.42%); complaints, 249 (1.35%); and nonmedical information, 2344 (12.69%) (Figure 4A). The content of messages was transformed into plain text, and the resulting unstructured text of 315,900 Chinese characters was tokenized using the Python library Jieba. The top 100 words were extracted for further analysis. Nonmedical words were screened out manually in this step. The top watched words included operation, re-examination, discharge, take out stitches, and hospital. The top 30 words with the highest frequency are shown in the form of a word cloud in Figure 4B and 4C. A positive side-effect of our approach was that six hip joint dislocations and 11 surgical-site infections were detected and reported early in the WeChat patient cohort.

Apart from one-to-one conversations between doctors and patients, conversations between patients were analyzed with interaction scores and activity rates (Figure 5). The interaction intensity is shown in a heatmap in Figure 6A. Among the eight temporally continuous group chats, the highest interaction score (35 points) was found in Group 3. We also found that patients...
in groups with higher activeness rates (Group 1 and Group 3) had better overall satisfaction (Figure 6B). Linear regression of overall satisfaction over the activeness rate was attempted, but it resulted in nonsignificance (adjusted $R^2=0.28$, $F_1=3.36$, $P=0.13$).

Figure 4. Text analysis of group chat records. (A) Source, classification, and purpose of the messages. (B) Word cloud of the most frequently mentioned words in the group chats. (C) Top 30 medical words that appeared in the group chats.
Figure 5. Doctor-patient communication and health educational model. (A) Left: doctor-patient conversation; right: patient-patient conversation in the group chat. (B) Different interaction models between doctors and patients. Left: one-to-one interactions between doctors and patients; middle: unilateral publicity from doctors to patients; right: social media–promoted multidirectional educational community among doctors and patients.
Discussion

Principal Findings

In addition to surgical success, long-term postoperative rehabilitation is essential for better outcomes after joint replacement surgery. Inadequate patient compliance may result in unsatisfactory joint function and poor quality of life in the course of home-based rehabilitation. Persistent medical intervention after discharge is important for joint function recovery and patient satisfaction [2,22]. Standard care for the rehabilitation of knee conditions involves exercise programs and information provision. Current methods of rehabilitation struggle to keep up with the large volumes of patients and the lengthy treatment required for recovery. Herein, we described a novel smartphone-based community approach for rehabilitation guidance and medical support in postoperative patients. This nonrandomized study showed that a social media–enhanced educational community is an effective
approach to promote patients’ satisfaction with primary arthroplasty.

Social media can influence lifestyle, including health behavior [23], especially for large groups of people [24]. In our study, 2292 out of 3428 (66.86%) patients who underwent joint replacement surgery were willing to participate in the WeChat-based community to evaluate the quality and the effect of postoperative care via the internet. Compared with professional mHealth platforms, the social media WeChat-based community has far more active users. It is estimated that online social networks account for approximately 27.18% of all the time people spend online [3], and 55.2% of WeChat users check the WeChat status over 10 times per day, while 25.0% of users check the status over 30 times per day [25]. Therefore, we hypothesized that medical information can be delivered more efficiently in this way.

In general, participants in the WeChat group had higher overall satisfaction scores (mean 8.48, SD 1.12) than those in the control group (mean 6.66, SD 1.80), which is consistent with previous studies [3,4,19]. The smartphone WeChat app has been found to be a viable option for follow-up in discharged patients with head and neck tumors [19]. Therefore, the doctor-led follow-up model has the potential to establish a good physician-patient relationship by enhancing dynamic communication and providing individual health instructions. Therapeutic guidance and intervention via WeChat also improved rehabilitation after total hip arthroplasty and promoted the recovery of joint function in patients [3]. The platform helps patients to comprehend disease knowledge and rehabilitation exercise methods, promoting recovery [4]. Using stratified analysis, we observed the significant satisfaction advantages of WeChat in patients receiving primary lower limb extremity arthroplasty, while the effect was less notable in patients receiving revision surgeries. Despite the fact that the long-term quality of life is poorer after revision surgery than after primary surgery [26], the patient satisfaction scores were relatively high in the WeChat and control groups during hospitalization, probably because patients who had a previous operation history were better informed and less anxious.

Perioperative patient education is widely used to inform patients and relatives about various aspects of the upcoming operation and to motivate patients to be active participants [6]. However, the effects of perioperative patient education on surgical outcomes remain to be considered. Louw et al found that adding a brief 30-minute pain neuroscience education session to a traditional preoperative total knee arthroplasty education program did not result in any significant improvements, except for patient satisfaction [6]. Perioperative patient education might increase patient satisfaction by communicating realistic expectations to the patients [5]. In this study, a linear regression between overall patient satisfaction and information given was observed as an indicator for perioperative patient education levels. Although statistically significant ($P<.001$), the effect size of perioperative patient education on overall satisfaction was small ($\beta=.08$). It is most likely that WeChat participation mediates a perioperative patient education effect on patient satisfaction (ie, the more information given, the more participation is expected in the community interaction).

An important question is “how does WeChat participation and activeness influence patient satisfaction?” This study showed that although patients in the WeChat group had higher overall satisfaction scores than those in the control group, the scores between active and inactive patients were indifferent (Figure 3A). It was doubted whether this difference came from the selection bias due to the nonrandomized study design. However, on testing the baseline demographics, the difference remained insignificant between the control and WeChat groups. Instead, young and highly educated participants were among WeChat active users in contrast to inactive users. We believe that inactive users, although not participating in the group chat, still received information and social support from the experience shared by other active users. A series of reports has proven the positive effect of social support on the outcomes of lower limb extremity arthroplasty [27-30]. In studies of patients with hip fractures, a significant relationship was also identified between social support and lower limb functional activity [31]. Sveikata et al demonstrated better postoperative functional results 12 months after total knee arthroplasty in patients who had better social support [32]. Added social support stems from the interpersonal interaction in the group chats. In addition to the traditional doctor-led follow-up models, medical doctors typically communicate with a single patient or address the public unilaterally. However, this new social media approach enables patients to play an active role in the network (Figure 6). Our study showed that patients in groups with more interpatient interaction were more satisfied with their overall treatment. The structural support may provide individuals with self-respect and motivation [28] for more appropriate health decisions [33]. Having a large amount of structural support from group chat members may also mean greater access to sources of information, which can increase the likelihood of having access to accurate and relevant information sources [28]. Functional support, on the other hand, may have a positive effect on health decision-making during periods of distress [30]. When an individual perceives high levels of social support, he or she may reassess a stressful event as less worrisome and become more capable to face a disease [11]. Therefore, it is important to know about the rehabilitation experience and to receive suggestions from other patients during recovery.

The effectiveness of medical interventions involving smartphone apps compared with those involving the internet has been debated, and the latter approaches have been suggested as being more accessible and convenient for patients [34], although a more recent report found smartphone apps to be more efficient and effective for online health care services [35], possibly due to the tremendous growth of smartphone usage. In the context of physical activity, it was found that over half of the controlled trials of web-based interventions reported positive behavioral outcomes [36]. Furthermore, a web-based intervention was found to be useful in delivering standard care for the rehabilitation of knee conditions [15]. However, poor adherence is a common problem with web-based approaches [15,37]. On the other hand, the most effective interventions are interactive and flexible, thereby allowing patients to select information that is relevant to their medical conditions and suitable at a particular
point in time [37]. Facebook has been already used as a tool to promote public health and educational health services [38,39], while Twitter has been, to some extent, a possible alternative [40].

To date, social media usage is still controversial owing to privacy, security, confidentiality, and liability issues [15]. According to laws and regulations, communication between health care providers and patients must comply with current data security and privacy legislation. The presented social media community approach has the legal risk of leaking private patient information in an open group chat. Health care–centric discussions must ensure trusted moderation and storage facilities. We have to also pay attention to avoiding the possibility of spreading fake news and wrong interventions [41]. The medical staff members in the group therefore have the responsibility of community supervision.

This study has some limitations. First, it was a single-institute nonrandomized controlled study. Although propensity score methods were used and stratified analysis was performed, the conclusions were still limited to a small data set. Second, it was a retrospective study, and the baseline data (eg, education level) of the patients were not consistent between the different groups. Some patients may refuse to join the social media campaign simply because of electronic illiteracy. Additionally, a difference in satisfaction would be unsurprising. Further prospective balance-armed studies should be conducted to eliminate this issue. Third, patient satisfaction is a complex variable affected by multiple noncontrollable factors that were not evaluated (probably cannot be evaluated). Although this study is very preliminary, it is one of the few studies to analyze the interactions among patients for social media education after lower extremity joint replacement. Further investigations and clinical trials will bring more value to this field.

Conclusions

The present social media–promoted educational community based on WeChat can improve overall satisfaction among hip and knee joint replacement patients. This new model of physician-patient community interaction can facilitate better postoperative rehabilitation.
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Abstract

Background: Video is a versatile and popular medium for digital health interventions. As mobile device and app technology advances, it is likely that video-based interventions will become increasingly common. Although clinic waiting rooms are complex and busy environments, they offer the opportunity to facilitate engagement with video-based digital interventions as patients wait to see their providers. However, to increase efficiency in public health, leverage the scalability and low cost of implementing digital interventions, and keep up with rapidly advancing technology and user needs, more design and development guidance is needed for video-based tailored interventions.

Objective: We provide a tutorial for digital intervention researchers and developers to efficiently design and develop video-based tailored digital health interventions. We describe the challenges and solutions encountered with Positive Health Check (PHC), a hybrid app used to deliver a brief, interactive, individually tailored video-based HIV behavioral counseling intervention. PHC uses video clips and multimedia digital assets to deliver intervention content, including interactive tailored messages and graphics, a repurposed animated video, and patient and provider handouts generated in real time by PHC.

Methods: We chronicle multiple challenges and solutions for the following: (1) using video as a medium to enhance user engagement, (2) navigating the complexity of linking a database of video clips with other digital assets, and (3) identifying the main steps involved in building an app that will seamlessly deliver to users individually tailored messages, graphics, and handouts.

Results: We leveraged video to enhance user engagement by featuring “video doctors,” full-screen video, storyboards, and streamlined scripts. We developed an approach to link the database of video clips with other digital assets through script coding and flow diagrams of algorithms to deliver a tailored user experience. We identified the steps to app development by using keyframes to design the integration of video and digital assets, using agile development methods to gather iterative feedback from multidisciplinary teams, and creating an intelligent data-driven back-end solution to tailor message delivery to individual users.

Conclusions: Video-based digital health interventions will continue to play an important role in the future of HIV prevention and treatment, as well as other clinical health practices. However, facilitating the adoption of an HIV video intervention in HIV clinical settings is a work in progress. Our experience in designing and developing PHC presented unique challenges due to the extensive use of a large database of videos tailored individually to each user. Although PHC focuses on promoting the health and
well-being of persons with HIV, the challenges and solutions presented in this tutorial are transferable to the design and development of video-based digital health interventions focused on other areas of health.

**INTRODUCTION**

In this article, we present a tutorial on the challenges and solutions for designing and developing Positive Health Check (PHC), a brief and interactive digital video counseling intervention that can be used on computers or mobile devices (tablets, laptops) for persons with HIV who are engaged in clinical care. To improve health outcomes, the US public health community is leveraging the nation’s ubiquitous use of digital media [1]. Health interventions delivered through tablets, smartphones, and computers—including telehealth and wearable and remote monitoring devices—have been shown to improve health outcomes in multiple areas, including cancer prevention and control [2], alcohol intake and physical activity [3], sedentary behavior [4], and diabetes [5]. Given the ease of broad dissemination, digital interventions offer scalability and therefore the potential for greater population health impact. Scalability is a recent focus of HIV prevention efforts by the Centers for Disease Control and Prevention (CDC) through high-impact prevention [6], a strategy calling for effective, low-cost, and scalable HIV interventions, including those that can be disseminated via the internet [7].

The well-documented surge in the development of digital interventions for HIV prevention and care [8,9] aims to prevent the transmission of HIV and enhance the health of people with HIV through secondary prevention and management [10]. HIV digital interventions are appealing because of their ability to reach specific populations and social networks at high risk for HIV transmission [11-14], often through SMS text messaging [15] and social media [16]. Additionally, educational videos have been proven to improve knowledge, attitudes, and long-term behavior change in diverse populations [17], as seen in the precedent for implementing video interventions in sexually transmitted disease (STD) clinic environments [17-20] and other health care settings [2]. Through the implementation of video-based digital interventions in the waiting room or examination room, the clinic waiting time for patients with HIV can be used as a “teachable moment” [21].

Consequently, guidance is needed to help researchers and developers design, develop, and disseminate video-based digital interventions for HIV and other fields [2,22]. This tutorial addresses technical questions around the multiple challenges and solutions for the following: (1) using video as a medium to enhance user engagement with behavioral counseling interventions, (2) navigating the complexity of linking video with other digital assets through script coding and flow diagrams of tailoring algorithms, and (3) identifying main steps to building an app that will seamlessly deliver individually tailored messages, graphics, and handouts to users.

**OVERVIEW OF PHC**

**Theory and Rationale Underlying PHC**

PHC’s primary aim is to enhance HIV viral suppression by providing individually tailored video messages on relevant topics, which are delivered by virtual doctors (played by actors) and mimic a clinical encounter. PHC’s secondary aims are to engage people with HIV in clinical care more regularly and to reduce HIV transmission risk. The theoretical foundations of PHC include the Information-Behavior-Motivation model [23], motivational interviewing [24], and the Transtheoretical model [25]. The PHC intervention design is based on similar video-based interventions that demonstrated efficacy for self-reported antiretroviral therapy (ART) adherence [26,27], reducing sex risk [28], and reducing viral load [27]. However, the scope of PHC goes beyond previous HIV video-based interventions in that it covers the above topics and also includes modules on treatment initiation, retention in medical care, safe injection drug use, and preventing mother-to-child transmission. The formative work that guided the development of PHC is described elsewhere [29].

PHC is also designed to strengthen patient-provider communication and empower patients to voice their concerns and ask questions in medical appointments. This supports current trends in patient education, where the patient and provider collaborate to make treatment decisions [30]. The video modules (such as adherence to medication) deliver tailored motivational messages, then users select questions to ask their provider and behavior change strategies. Behavior change strategies include, for example, creating reminders to take medications or getting tested for hepatitis C. These personal choices can make the intervention more motivating and increase engagement [31]. At the end of the intervention, the user receives a personalized handout documenting their selected questions and behavior change strategies. The handouts aim to strengthen the patient-provider relationship by encouraging providers to respond to the patient’s questions, which aligns with research that shows that patients may have better health outcomes when they feel their provider cares about them [32]. The behavior change strategies are for the patient to practice before the next clinic visit. In addition, the behavior change strategies are to be used as talking points to discuss with the provider, which gives the provider the opportunity to encourage positive behavior change, provide accountability, and give emotional support. Research shows that patients are more likely to sustain long-term behavior change if the patient makes an active commitment to do so [33]. Additionally, follow-up by the patient’s provider may signal trust in the intervention [31]. The rationale for this intervention structure is to provide a level of personal
engagement with the tool that could lead patients from one stage of change to another (eg, from contemplating behavior change to taking action to change behavior).

**Rationale for a Video and Digital Platform**

Multiple design considerations aimed to maximize PHC’s digital platform. First, we chose video for its visually engaging qualities and the ability to create a personal experience by tailoring the delivery of video clips to each individual user. The PHC video modules share information through visual, verbal, and written cues (on graphic overlays) and closed captioning. Second, the digital platform facilitates easy updates to PHC video clips and content in the supplemental resources. Third, video clips can be repurposed. For example, the animated condom video [34] featured in PHC that teaches how to use condoms correctly was repurposed from the video Safe in the City [20], an STD prevention intervention. Similarly, with permission, PHC video clips and the optional Extra Info microsite content featured at the end of the tool can be embedded in other interventions or used for discussion in face-to-face interventions (Multimedia Appendices 1-3). Fourth, the digital platform facilitated the use of a variety of digital assets, including tailored messages delivered via interactive video or graphics, the animated Safe in the City video, closed captioning, and user-generated patient/provider handouts. Fifth, we chose video in anticipation of meeting the demands of future users [2], as forecasts project that by 2022—along with accelerated use of Wi-Fi hotspots and increasing broadband speed—video will occupy about 84% of internet traffic [35].

**How PHC Architecture Works**

PHC was designed to be used in the clinic setting, where staff provide earbuds and assign a tablet with a privacy screen to the patient. To use the intervention, patients log on to a device, answer four demographic tailoring questions, and then answer risk behavior assessment questions at the start of each intervention module. Based on this information, PHC generates tailored messages. A clip of the intervention that depicts an excerpt from the adherence module is available online [36].

PHC is interactive and allows the patient to choose their “video doctor” by race and gender; if desired, they can switch doctors at every use. In each session, the patient can select intervention content and drill down into the topics they wish to learn about. For example, under the broad topic of adherence, the patient can choose to learn about side effects of medication or taking ART and drinking alcohol. PHC delivers tailored messages to each patient, drawing from a database of 700 unique video clips. Additionally, the patient engages with interactive graphics to select from a menu of behavior change tips. To reach people with disabilities, the tool features closed captioning and keyboard navigation capabilities instead of a mouse or touchscreen. Extra Info, offered at the end of the tool, features peer-delivered educational videos and other resources.

Toward the end of the virtual clinic visit, PHC instantly generates two individually tailored handouts, a patient handout (Multimedia Appendices 4-5) and a summary handout for the provider, which the patient can elect to share or not. The patient can refer to the patient handout during the appointment and opt to send a PDF of it to their personal email account. As noted above, the handouts feature the patient’s self-selected behavior change strategies and questions for their provider.

**Challenges and Solutions to Designing and Developing PHC**

**Overview**

This section of the tutorial describes guidance on key solutions and challenges we faced in developing PHC around three topical areas related to user engagement, integration of intervention assets, and building the app to deliver complex tailored content (Table 1).
Table 1. Overview of challenges to and solutions for designing and developing Positive Health Check.

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topic 1. Enhancing user engagement through video design and production</strong></td>
<td></td>
</tr>
</tbody>
</table>
| Leverage the medium of video to maximize user engagement | • Limit distractions and make it look real  
| | • Use entire video screen as a window into a virtual experience  
| | • Streamline the scripts |
| Plan for filming by visualizing the flow of scenes for the entire intervention | Develop storyboards that depict a series of images portraying actors’ positions on the screen along with their dialogue |
| **Topic 2. Linking videos and other digital assets through script coding and flow diagrams** |  
| Linking the 700 videos to intervention scenarios while filming to ensure users’ tailored experience | Coding the shooting script to link to video clips |
| Create a tool to monitor filming on the set | Create a master flow diagram of algorithms for each possible Positive Health Check user experience |
| **Topic 3. Building the Positive Health Check app** |  
| Programming the intervention tool |  
| How to plan to program the integration of video with multiple digital assets | Use keyframes to design the video screen by integrating video and other digital assets |
| Test the integrity of the functional requirements used to design Positive Health Check | Use agile methods to gather rapid iterative feedback from a multidisciplinary team |
| Deliver and display on-screen tailored content in real time as user inputs data | Build intelligent back-end design to support the delivery and display of users’ tailored content |
| **Building a tool that performs efficiently on multiple devices** |  
| Deliver a video-based intervention on mobile devices with limited resources, such as processor and memory (random access memory) | Use a single-page app that preloads common media/JavaScript files and avoid multiple page refreshes |
| Use autoplaying of video clips and audio prompts on mobile devices | Develop hybrid apps that use device-specific settings to autoplay video |
| **Finding a streaming video solution** |  
| Selection of platform to ensure seamless delivery of sharp video with indiscernible buffering | Use streaming video from the Centers for Disease Control and Prevention web server |
| **Planning for dissemination** |  
| Ensure eventual dissemination and national-level scale-up to HIV clinics | Use of open web platform |

**Topic 1: Enhancing User Engagement Through Video Design and Production**

**Overview**

We recognized that several key components were needed to create a video tool that would bring about user engagement and lead patients to become more active in their own health. In this context, user engagement refers to “the micro-level of moment-to-moment engagement with the intervention” designed to promote behavior change to improve health outcomes [31].

**Challenge: Leverage the Medium of Video to Maximize User Engagement**

User engagement is a critical process to improve intervention effectiveness and behavior change [31]. Our challenge was to increase users’ engagement by limiting distractions, an important factor that informed creative decisions when designing PHC. Consequently, the visuals, location, acting style, wardrobe, dialogue, and camera movement all had to look real, be inviting, and impart confidence in the messages being received, without being distracting to the user.

**Solution: Limit Distractions and Make It Look Real**

We approached this challenge to limit distractions by enhancing the “realness” of the virtual doctor visit. Although we considered using real-life doctors for the PHC, we ultimately decided to use actors because they are trained to deliver scripts verbatim from teleprompters in front of stage lights and crew. This ensured consistency of the message and delivery across the four virtual doctors embedded in the intervention. Actors appeared in clothing, hair, and makeup that would not reflect a specific decade and soon appear outdated. To mimic what a conversation might be like in a real doctor visit, instead of presenting all of the risk behavior assessment tailoring questions at the beginning of the tool, we embedded these questions throughout the experience.
Solution: Use Entire Video Screen as a Window Into a Virtual Experience

We used a “corner to corner” 16 × 9 video screen that most closely approximates human natural visual perception, thus using the entire screen of the devices that would deliver the intervention. We used a video game structure to model high levels of engagement and immersion, treating each PHC screen depicted in the intervention as a “window” into a virtual experience. Finally, we overlaid graphics on top of the video so the user could still see the video image. This allows users to process the onscreen information but remain engaged and be rooted in the virtual doctor visit.

We also limited visual distractions by ensuring that the users’ focus stayed on the actor/doctor and their health messages, rather than on something in the background of the set. We accomplished this by filming in full high definition (1920 × 1080) on a Sony FS700 because the camera’s sensor size was large enough to provide a shallower depth of field, which would allow the background to be slightly blurred.

Solution: Streamline the Scripts

Although the original scripts were developed collaboratively with end users and HIV providers [29], the creative director continued to translate these information-dense scripts into lines the actors could easily convey to PHC users and imbued them with more natural, conversational language. This resulted in a streamlined script to ensure end users would be more engaged and attentive.

Challenge: Plan for Filming by Visualizing the Flow of Scenes for the Entire Intervention

User inputs resulted in the delivery of tailored video clips and layered multimedia digital assets. Achieving these tailored responses required filming 168 separate video scenes for each of the four actors playing virtual doctors, which eventually would be programmed to play in multiple combinations. The challenge was to correctly plan for filming by visualizing the flow of scenes for each patient as if they were all one seamless interaction.

Solution: Develop Storyboards That Depict a Series of Images Portraying the Actors’ Position on the Screen Along With Their Dialogue

To break down the complexity of PHC, we used storyboards to help visualize the look, feel, and flow of the tool. We created storyboards for every major PHC scenario. The storyboards were created by shooting still images of the location, then overlaying representations of the actor and graphics that would appear on screen. Those images were then paired with the relevant scripting (Multimedia Appendices 6-7).

Topic 2: Linking Videos and Other Digital Assets Through Script Coding and Flow Diagrams

Overview

Video is the basic medium of PHC, along with the other digital assets described above: interactive and tailored graphics, the repurposed Safe in the City animated video, closed captions, and user-generated handout templates. To make the intervention highly tailored and responsive to user input, we needed to connect scripted messages to a database of videos and digital assets so that when prompted by user input, the tool would correctly display these digital assets in congruity (or in sync) with the video.

Challenge: Linking the 700 Videos to Intervention Scenarios While Filming to Ensure Users’ Tailored Experience

PHC features 168 video clips for each of the four virtual doctors, and 28 clips common across doctors. It quickly became clear that all clips needed to be coded so we could efficiently coordinate the project. The challenge was to track the filming of all scenarios and ensure the correct use of all video clips according to programming algorithms. We needed a tool to coordinate the filming of all the clips and to ensure that when a user made selections while engaging with the intervention, PHC seamlessly delivered the appropriate video clip.

Solution: Coding the Shooting Script to Link to Video Clips

The shooting script links video clips with tailored messages and user inputs—such as when the user selects topics for behavior change tips—and provides direction to the video director on how to compose each shot. The shooting script also described any graphics that would appear on the screen. Coding the videos based on their respective PHC intervention modules and creating a video catalog (codebook) from the shooting script standardized a naming convention for the 700 video clips. Consequently, the shooting script became the ultimate tool to link PHC videos to all intervention scenarios and user inputs.

Challenge: Create a Tool to Monitor Filming on the Set

PHC was designed as a highly tailored intervention with hundreds of different possible user pathways depending on user input. The challenge was to create a tool to plan for and monitor filming so that the team could see the logic and interconnection between all of the scenes and understand how the composition of each frame would inform the composition of subsequent video frames.

Solution: Create a Master Flow Diagram of Algorithms for Each Possible PHC User Experience

The solution to this challenge was to create the PHC flow diagram to show all the different tailoring paths a patient could take through the intervention. The flow diagram was used by the creative team to monitor the filming of the intervention and by the intervention programmer to guide the development of the algorithms underlying the intervention structure. This ensured that each scene would flow smoothly and be perceived as a natural progression in a conversation between a doctor and a patient. Figure 1 shows an example flow diagram for the adherence module.
Topic 3: Building the PHC App

Overview
The PHC architecture achieves the following: (1) an intelligent, “back-end” design that refers to the underlying software framework (the app and the database) to provide tailored content based on user input, (2) a user-friendly interface that performs efficiently on multiple devices, such as computers, laptops, and tablets, and (3) a streaming video delivery solution that delivers high-quality video content.

The build-out started with the abovementioned coded shooting scripts and the tailoring flow diagram because these tools had applications for both filming and programming and were crucial linkage tools between the design and development teams at this stage. Building PHC involved finalizing technical functional requirements, prototyping, coding and programming, and performing internal quality testing (“sprints”). We also developed and tested each line of closed captioning that was paired with all script lines to ensure the captioning met Section 508 compliance requirements. Below, we describe the challenges and solutions encountered when building PHC, including programming the intervention tool, building a tool that performs efficiently on multiple devices, finding a streaming video solution, and planning for dissemination.

Programming the Intervention Tool

Challenge: How to Plan to Program the Integration of Video With Multiple Digital Assets
Each PHC module is constructed as a sequence of scenes appearing one after another, posing questions and imparting health messages. Each scene incorporates videos; input elements (such as check boxes) to collect user responses; display overlays to show topics and questions for patients to consider; and audio prompts to encourage patients to reengage during moments of inactivity, complete all questions, or avoid an early exit from the intervention. All the visual, HTML, and audio elements were choreographed in a scene to appear and animate on cue to provide the user with a visually rich and engaging experience.

The challenge was how to create a tool to plan for, visualize, and document the placement of all these elements so that the videographer would frame each shot to give programmers the needed space for each element on the screen.

Solution: Use Keyframes to Design the Video Screen by Integrating Video and Other Digital Assets
In film and video production, keyframes are pictures that define the timing and the starting and end points of transitions. Specifically, PHC keyframes in congruity with the scripts were the solution for defining the positioning and movement of the actors and displaying overlay images, check boxes, navigation buttons, and closed captioning. Keyframes proved to be a
Solution: Build Intelligent Back-end Design to Support the Delivery and Display of Users’ Tailored Content

As noted earlier, the PHC back-end design refers to the underlying software and app, as well as a database with data sets that define the relationship between the scenes and videos, audio prompts, questions, and tips used to tailor PHC content to each user. This back-end design supports the delivery of individually tailored health messages based on user input. To achieve this end, our solution was to build an intelligent intervention engine in the back end that connects all app assets defined in data sets for a given scene and is fully data driven (ie, responsive to user input). It was built on the Microsoft ASP.NET MVC platform and an SQL Server database. The individual modules (such as adherence or retention in care) and the related scenes with video messages and graphical overlays are depicted in various configuration tables that reside in the SQL Server database.

Building a Tool That Performs Efficiently on Multiple Devices

Challenge: Deliver a Video-Based Intervention on Mobile Devices With Limited Resources, Such As Processor and Memory (Random Access Memory)

PHC was required to perform efficiently on mobile devices despite the challenge presented by the fact that, unlike desktop or laptop computers, mobile devices have limited memory and processing capabilities. These limiting features accommodate the small size of mobile devices and prevent overheating in the absence of fans and ventilation. However, the drawback is that these devices tend to crash when loading webpages with multiple media and code files. This is especially true when multiple full-page refreshes are needed during typical use of a website. In these mobile devices, memory and processing power are limited but valuable resources that need to be used efficiently to make intervention pages load and perform optimally.

Solution: Use a Single-Page App That Preloads Common Media/JavaScript Files and Avoid Multiple Page Refresheres

To address this challenge, PHC was developed as a single-page app that loads a webpage only once, at the beginning of the session; after that, the webpage content is manipulated through JavaScript programming. Additionally, the loading of required content is accomplished through asynchronous data transfers. The single-page app allows PHC to preload the video and JavaScript files, which are used across all or most of the intervention scenes during the initial page load. This approach avoids full-page refreshes when transitioning from one scene to the next; instead, the scene-specific data, display overlays, and scripts are loaded asynchronously from the back end of the app based on the user inputs and intervention scenario into a screen area defined in the single-page app. The preloading of common videos and scripts into the tool significantly reduces load time for individual scenes. Additionally, the asynchronous loading of content into a single-page app decreases potential crashes by avoiding multiple-page refreshes involving videos, images, and JavaScript files.

Challenge: Test the Integrity of the Functional Requirements Used to Design PHC

The design of PHC had 200 functional requirements to guide the programming and delivery of 700 video clips to users. These functional requirements addressed the needs for specific intervention scenes, including the visual elements, data collected from or displayed to the patient, script to be conveyed through video, and all the possible user actions with corresponding responses from the system. Functional requirements also included rules to determine the next scene based on the user’s response to the current scene and/or all of the previous scenes. The challenge was to correctly develop, implement, and troubleshoot the functional requirements that would guide PHC programming and specify the interaction between user inputs and PHC outputs.

Solution: Use Agile Methods to Gather Rapid Iterative Feedback From the Multidisciplinary Team and End Users

To address the challenge to verify and test the 200 functional requirements, we conducted numerous rapid and iterative feedback sessions or “sprints” in the application of “agile” methodology via collaborative, cross-functional, multidisciplinary teams [37,38]. As noted earlier, we also consulted end users, including patients and clinicians, across all phases of development [29]. This also entailed user testing of the prototypes and features during development. The solution was to rapidly develop, evaluate, and improve the PHC intervention tool to optimize and ready it for piloting. For example, in two sprints sessions, we resolved video buffering issues. To avoid buffering, we aimed to reduce video file size without increasing graininess or otherwise impacting the quality of the videos. After viewing several different resolutions, we selected an ideal file size to stream over a standard internet connection that would maintain video quality and eliminate buffering.

Challenge: Deliver and Display On-Screen Tailored Content in Real Time as the User Inputs Data

The individually tailored content distinguishes PHC from other digital interventions such as those delivered through text messaging. As noted previously, user engagement is critical to intervention effectiveness and behavior change. The challenge was to figure out how to design PHC to deliver and display tailored messages in real time along with all other tailored content from a large database of videos and other digital assets.

reliable tool for the graphic designers to communicate the intended look and user interface details to the developer who programmed the intervention. Multiple keyframes were created for each scene to show how visual elements would appear in the video at a specific point in time along with the narrative delivered by a doctor or nurse. Multimedia Appendix 8 shows an example of a keyframe for the adherence module, showing an actor/doctor in relation to the potential user and the graphic depicting choices of behavioral strategies designed to support HIV medication adherence, as well as navigation buttons.
Challenge: Use Autoplaying of Video Clips and Audio Prompts on Mobile Devices

Another key requirement for PHC is to provide an engaging intervention user experience by transitioning from one scene to the next without the need for the user to manually start and stop videos. All videos need to play automatically. PHC also has audio prompts to keep the user focused by encouraging them to answer questions and alerting them to any periods of inactivity. These audio prompts are programmed to automatically play in sync with all the video questions and messages, which worked flawlessly in computer web browsers. However, a problem occurred with the autoplaying of videos on Apple and Android tablets. These mobile operating system vendors restrict video autoplay within their web browsers, such as Safari or Chrome. These restrictions prevent unexpected user data charges, which can be particularly expensive for cellular internet connections. Consequently, the challenge was to figure out how to play PHC videos on mobile devices.

Solution: Develop Hybrid Apps That Use Device-Specific Settings to Autoplay Video

To address this issue, we developed hybrid apps for Apple iPads and Android tablets. Hybrid apps are web apps wrapped inside native apps that are deployed in mobile app stores, such as Google Play or Apple Store. This hybrid approach allowed for the autoplay of PHC videos on these devices. In addition, the PHC hybrid app will allow for continual enhancements to PHC and modification of the user experience. Most importantly, by using this solution, we can deploy changes to PHC through the web without needing to update and deploy mobile apps each time there is an update to PHC.

Finding a Streaming Video Solution

Challenge: Selection of a Platform to Ensure Seamless Delivery of Sharp Video With Indiscernible Buffering

This challenge involved identifying a server that would efficiently deliver video content to PHC users. Cost, flexibility, data security, and streaming speed were important considerations for the final solution. YouTube provides a low-cost streaming option but offers little flexibility when it comes to controlling and displaying content. Videos hosted by YouTube, for example, cannot be played directly through the PHC app’s HTML5 player, but instead must use Google’s YouTube player. Additionally, the YouTube player always includes Google’s advertisements and usage tracking code. As an alternate streaming solution, we considered Akamai’s cloud delivery platform, which uses caching to rapidly stream content from servers globally. However, Akamai pricing was prohibitive.

Solution: Use Streaming Video From the CDC Web Server

After researching the above potential solutions to this challenge, we decided to implement a streaming video solution by hosting video content on a CDC internal web server. This decision was confirmed after evaluating video performance on delivering video content rapidly and securely using load testing with many concurrent users. The videos were fine-tuned to be of good quality yet lower file size to support delivery over standard internet connections. Although this approach is adequate for use within clinical settings, it may not scale well as the number of concurrent users increases. We recommend the use of cloud-based content delivery networks to stream videos for wider dissemination.

Planning for Dissemination

Challenge: Ensure Eventual Dissemination and National-Level Scale-up to HIV Clinics

We designed and developed PHC to create conditions for greater population impact, and decisions were made with the goal of disseminating PHC to HIV clinics, if it was found to be effective. We aimed to build an intervention that could be feasibly implemented in busy HIV clinic environments and would be relevant to clinic providers and patients with HIV engaged in clinical care. The challenge was to design an intervention tool that will be available and accessible on multiple commonly used devices.

Solution: Use of Open Web Platform

We achieved a solution for possible future compatibility by developing PHC using tools and technologies supporting the World Wide Web Consortium’s open web standards. Apps using the open web platform are scalable, cross-platform compliant, and supported by multiple browsers without sacrificing user experience [39]. Standards-based systems are nonproprietary and include, for example, HTML5 and JavaScript. The front end of PHC is built on these open web standards–based tools. All the graphical interfaces are developed using HTML enriched for an interactive mobile experience using well-designed graphical images. This is preferable to creating a solution using third-party commercial off-the-shelf tools, such as Adobe Flash (Adobe), and enables PHC to run on any standard web browser without the need to install additional software tools.

Conclusion

Video-based digital health interventions will continue to play an important role in the future of HIV care and other clinical health practices. This is, in part, due to the ever-increasing popularity of video as a way to consume information across all sectors of society and multiple disciplines, including medicine [40,41]. Notably, the condom use animated video clip from Safe in the City (now repurposed for PHC) has received 980,000 views on YouTube. However, facilitating the adoption of an HIV video intervention in HIV clinical settings is still a work in progress. It remains a challenge to build individually tailored interventions that engage users, keep interventions up to date, and implement and scale up interventions in busy clinic workflows. We chose to design a tailored video-based intervention with the hope that it could meet these challenges and benefit the health of patients with HIV engaged in clinical care and improve clinics’ performance metrics around viral suppression and retention in care. We believe that the return on investment of developing this highly interactive and tailored intervention can be considered beneficial if the intervention is shown to be effective and scaled up and implemented at a low cost by HIV clinics. We are currently conducting a pragmatic type 1 hybrid trial [42] to test the effectiveness of PHC in improving health outcomes for patients with HIV engaged in clinical care, as well as to test the feasibility of implementing...
PHC in HIV clinics. The study also includes collecting data on the costs associated with implementing PHC in clinical settings [43].

Our experience in designing and developing PHC presented unique challenges because of the extensive use of a large database of videos individually tailored to each user, and also revealed other challenges that are well known to investigators who seek to develop digital interventions [44]. We believe that researchers and practitioners who seek to support and change health behavior using digital technology can benefit from our learnings, because the speed by which digital health interventions capitalize on technological advances far outpaces the development, testing, and deployment of health behavior change interventions. The tutorial presented here on the complex challenges and solutions involved in designing and developing PHC aims to support researchers in HIV and beyond who wish to keep pace with approaches to and the technology behind video-based digital interventions [37,38].
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Abstract

Background: Accurate, continuous heart rate measurements are important for health assessment, physical activity, and sporting performance, and the integration of heart rate measurements into wearable devices has extended its accessibility. Although the use of photoplethysmography technology is not new, the available data relating to the validity of measurement are limited, and the range of activities being performed is often restricted to one exercise domain and/or limited intensities.

Objective: The primary objective of this study was to assess the validity of the Polar OH1 and Fitbit Charge 3 devices for measuring heart rate during rest, light, moderate, vigorous, and sprint-type exercise.

Methods: A total of 20 healthy adults (9 female; height: mean 1.73 [SD 0.1] m; body mass: mean 71.6 [SD 11.0] kg; and age: mean 40 [SD 10] years) volunteered and provided written informed consent to participate in the study consisting of 2 trials. Trial 1 was split into 3 components: 15-minute sedentary activities, 10-minute cycling on a bicycle ergometer, and incremental exercise test to exhaustion on a motorized treadmill (18-42 minutes). Trial 2 was split into 2 components: 4 × 15-second maximal sprints on a cycle ergometer and 4 × 30- to 50-m sprints on a nonmotorized resistance treadmill. Data from the 3 devices were time-aligned, and the validity of Polar OH1 and Fitbit Charge 3 was assessed against Polar H10 (criterion device). Validity was evaluated using the Bland and Altman analysis, Pearson moment correlation coefficient, and mean absolute percentage error.

Results: Overall, there was a very good correlation between the Polar OH1 and Polar H10 devices \((r=0.95)\), with a mean bias of \(-1\) beats·min\(^{-1}\) and limits of agreement of \(-20\) to 19 beats·min\(^{-1}\). The Fitbit Charge 3 device underestimated heart rate by 7 beats·min\(^{-1}\) compared with Polar H10, with a limit of agreement of \(-46\) to 33 beats·min\(^{-1}\) and poor correlation \((r=0.8)\). The mean absolute percentage error for both devices was deemed acceptable (<5%). Polar OH1 performed well across each phase of trial 1; however, validity was worse for trial 2 activities. Fitbit Charge 3 performed well only during rest and nonsprint-based treadmill activities.

Conclusions: Compared with our criterion device, Polar OH1 was accurate at assessing heart rate, but the accuracy of Fitbit Charge 3 was generally poor. Polar OH1 performed worse during trial 2 compared with the activities in trial 1, and the validity of the Fitbit Charge 3 device was particularly poor during our cycling exercises.

(JMIR Mhealth Uhealth 2021;9(3):e25313) doi:10.2196/25313
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Introduction

Background

Consumer wearables constitute an ever-evolving industry with applications across multiple sectors of society. One key demand for wearable technology is to monitor and use parameters associated with physical activity for sport performance, health, and well-being. For example, a recent systematic review and meta-analysis concluded that the utilization of a consumer-based wearable activity tracker, used either as the primary component of an intervention or as part of a broader physical activity intervention, has the potential to increase participation in physical activities [1].

The autonomic nervous system (ANS) is interlinked with many physiological systems, and heart rate (HR) measures are considered surrogate markers of ANS status [2,3]. Exercise training stimulates ANS status changes, and HR measures therefore reflect physiological responses related to training adaptations [4]. HR monitoring enables noninvasive, cost-effective, and continuous insights into exercise intensity [5]. This may be important for optimizing training responses and for safety considerations (eg, restricting exercise intensity because of contraindications associated with an elevated HR). Wrist-worn, optical HR sensors using photoplethysmography (PPG) technology are exciting, as they reduce the requirement for chest strap or electrocardiogram (ECG) device use. ECG devices are inconvenient, can cause discomfort, and may be time-consuming to use, potentially providing a barrier to participation and optimal training. Although the use of PPG technology is not new in devices, the range of activity types and intensities being performed in validation studies is often restricted. Despite the widely adopted use of PPG in wearable devices, the standards of accuracy and reliability outside of medical devices can be poor, technology frequently advances, and new products are continuously released. Furthermore, the algorithms adopted by companies to derive HR from raw PPG signals are constantly changing, thereby affecting the validity of wearable devices for measuring HR. It is therefore important that devices are continually subjected to scientific scrutiny for appropriate interpretation and advice to be provided.

Polar OH1 (Polar Electro Oy) and Fitbit Charge 3 (Fitbit Inc) are two of the latest available devices that use PPG technology. They differ in that the Fitbit device constitutes a watch worn on the wrist, whereas Polar OH1 may be worn on either the forearm or the temple and is a stand-alone optical HR sensor. It has previously been shown that Polar OH1 is accurate at measuring HR during moderate-intensity yoga compared with a Polar H7 chest strap (mean bias: −0.76 beats·min⁻¹; 95% limits of agreement [LoAs]: −3.83 to 5.35 beats·min⁻¹) [6] and during moderate-to-high-intensity treadmill and spin bike exercise compared with ECG (forearm sensor aggregated data mean bias: 0.27 beats·min⁻¹; LoAs: −4.68 to 5.22 beats·min⁻¹) [7]. Conversely, although the validity of Fitbit Charge 2 has previously been assessed [8,9], we are unaware of any study assessing the validity of Fitbit Charge 3. Fitbit Charge 3 was released in 2018 as an upgrade to the subsequently discontinued Fitbit Charge 2; however, despite Fitbit Charge 2 demonstrating poor HR measurement accuracy at higher workloads [8,10], and during cycling [9,11], HR monitoring technology appears unchanged. Furthermore, limited data are available for a range of exercise types and intensities. Specifically, there are currently no studies that have assessed PPG HR validity during sprint interval exercise (SIE), defined as exercise bouts performed in an all-out manner or at an absolute intensity that exceeds the workload required to elicit maximal oxygen uptake, with each bout separated by a recovery interval [12]. This may be particularly pertinent given the current popularity of SIE and high-intensity interval exercise (HIIE), which is commonly defined as relatively intense bouts of exercise that elicit ≥80% of maximal HR, interspersed with recovery periods [12]. Several studies examining the validity of commercial wearable devices have reported an increase in HR measurement error as exercise intensity increases [8,9,13,14]. This has been attributed to increased motion artifacts caused by rapid arm swinging during running [13], although it has been suggested that sustained isometric muscle contractions when gripping handlebars during cycling may reduce contact between a wrist-worn device and the skin [15]. In addition, during the initiation of exercise, HR can change rapidly with a limited increase in forearm or wrist blood flow to the skin [16]. Therefore, it is important to assess the validity of HR measurements during different activities and intensities. To our knowledge, no study has investigated the accuracy of Polar OH1 or Fitbit Charge 3 across a range of activity types and intensities.

Objectives

Therefore, the objective of this study was to assess the validity of Polar OH1 and Fitbit Charge 3 for measuring HR during rest, cycling, walking, and running activities. Validity during cycling, walking, and running activities was assessed across a range of intensities, including light, moderate, vigorous, and uniquely sprint-type exercise.

Methods

Participants

A total of 20 healthy adults (9 female; height: mean 1.73 [SD 0.1] m; body mass: mean 71.6 [SD 11.0] kg; fat mass: mean 17.0% [SD 7.8%]; age: mean 40 [SD 10] years; and International Physical Activity Questionnaire-Short Form [IPAQ-SF] [17] Physical Activity Category: high=20, moderate=0, and low=0) volunteered and provided written informed consent to participate in the study. Inclusion criteria were age between 18 and 60 years and categorized as having moderate-to-high levels of physical activity (as determined by the IPAQ-SF). Exclusion criteria were categorized as having low levels of physical activity (as determined by the IPAQ-SF), a noncommunicable disease (eg, cardiovascular disease, cancer, and respiratory disease), musculoskeletal injury in the past 2 months, and illness in the previous 6 weeks. One female participant withdrew from the...
study at visit 1 because of injury (n=19). All the remaining participants completed visit 1 (n=19); however, 1 female participant was unable to complete visit 2 because of illness (n=18), and 1 male participant was unable to complete the visit-2 treadmill sprints because of injury (treadmill sprints; n=17). Ethical approval was provided by the University Ethics Committee at the University of the Highlands and Islands (OL-ETH-SHE-1436). All procedures were conducted in accordance with the Declaration of Helsinki 1974 and its later amendments. Written informed consent was obtained from all volunteers before entering the study, and the participants could withdraw at any point.

Study Design

The study consisted of 2 visits to the Active Health Exercise Laboratory at the University of the Highlands and Islands, Inverness, which were conducted a minimum of 3 days apart. Participants were asked to refrain from intense physical activity (24 h), alcohol (12 h), caffeine (6 h), and food (3 h) before arrival at the laboratory for each visit. During visit 1, participants completed 15 minutes of sedentary activities, 10 minutes of cycling, and a treadmill protocol. For visit 2, each participant completed cycling and treadmill-based HIIE protocols. During each of the trials, participants’ HRs were continuously monitored by a Polar H10 heart rate monitor (Polar Electro Oy; criterion measure), Polar OH1, and Fitbit Charge 3.

Devices

**Polar H10 HR Monitor**

Polar H10 was used as the criterion device. The HR sensor was attached to a Polar Pro heart rate strap placed over the sternum. Polar H10 live data were transmitted to a spiroergometry system (METALYZER 3B, CORTEX Biophysik GmbH), which recorded HR data at 1-second intervals. Polar H10 has previously been found to be valid when compared with ECG, with a correlation of $r=0.997$ [18].

**Polar OH1**

Polar OH1 was attached to an arm band and strapped securely to the nondominant forearm, according to the manufacturer’s instructions. HR data were recorded at 1-second intervals using 6 light-emitting diode sensors and live transmitted via Bluetooth to a smartphone with the Polar Beat app (Polar Electro Oy). After completion of each visit, data were uploaded to the Polar Flow web service (Polar Electro Oy).

**Fitbit Charge 3**

Fitbit Charge 3 was attached to the nondominant wrist, 2-finger widths above the ulnar styloid process, following the manufacturer’s instructions. According to the manufacturer, Fitbit Charge 3 uses PurePulse wrist HR technology to measure HR. Data were synced to an anonymized Fitbit account, and subsequently, the intraday second-by-second data were exported for each session using the opensource software Pulse Watch [19].

Study Procedures

**Visit 1**

Upon arrival at the laboratory, participants were briefed on the protocol before anthropometric variables were measured. Height, body mass, and body composition were measured with participants wearing light exercise clothing. Height was measured to the nearest 0.1 cm using a portable stadiometer (Model 213, Seca), body mass was measured to the nearest 0.1 kg using a floor scale (Model 875, Seca), and body composition was assessed using bioelectrical impedance (MC780MA, Tanita Corporation). The HR measuring devices were subsequently attached as described above.

The trial was split into 3 components. Component 1 consisted of 15 minutes of sedentary activities. The participants remained seated in a chair for the duration of component 1 and were instructed to keep their movement to a minimum. During the first 5 minutes, participants sat quietly before watching 5 minutes of a nature documentary. All participants watched the same 5-minute section of the documentary. Finally, the participants completed a cognitive task where they were provided with a choice of either a word search, crossword, or sudoku puzzle and were instructed to complete as much as possible within the time frame. Before component 2, a target HR range was calculated to determine 60%–85% of HR reserve target intensity using the equation:

\[
\text{Target HR} = \frac{\text{Percentage target intensity} \times (\text{age-predicted max HR} - \text{resting HR}) + \text{resting HR}}{\text{age-predicted max HR} - 0.67 \times \text{age}}.
\]

Component 2 consisted of 10-minute cycling on a bicycle ergometer (Lode Corival). During the cycling tasks, each participant completed 5 minutes of light work at 50 W. After 5 minutes, the intensity was increased to substantially elevate HR to between 60% and 85% of the HR reserve. Between components 2 and 3, participants rested for a minimum of 10 minutes.

Component 3 consisted of an incremental exercise test on a motorized treadmill (Skillrun, Technogym). The treadmill test consisted of a range of intensities from light to high intensity, increasing at 3-minute intervals until volitional exhaustion. The initial phase of each test was continuous, beginning with walking at speeds of 4, 5, and 6 km·h⁻¹ and then running at speeds of 8 and 10 km·h⁻¹ at 1% gradient for 3 minutes. For those who were able to continue, a subsequent discontinuous phase of the test immediately followed the continuous phase. The discontinuous phase consisted of running for 3 minutes at 12, 14, 16, and 18 km·h⁻¹ (or until volitional exhaustion), with each stage separated by 3 minutes of active recovery (walking at 4 km·h⁻¹). The discontinuous phase was used to allow the participants to complete as many stages as possible. Participants were not required to complete all stages to be included in the analysis.
Visit 2
Upon arrival at visit 2, the devices were attached to the participants, as described in visit 1. Visit 2 was split into 2 components. Component 1 consisted of a 3-minute warm-up followed by 4 maximal sprints, each lasting 15 seconds and interspersed with 3-minute active recovery on a cycle ergometer (Wattbike Pro, Wattbike). The airbrake resistance was set at 1 during the warm-up and active recovery phases and was increased based on body mass, as per the manufacturer’s guidelines (Multimedia Appendix 1), immediately before each sprint. Following the completion of a 3-minute active cooldown, participants were instructed to rest for 30 minutes before commencing component 2.

Component 2 was performed using the Technogym Skillrun treadmill’s parachute training mode, which is a nonmotorized program and whose objectives are based on distance, not duration. In addition, treadmill belt resistance is adjusted by changing the parachute size, which ranges from extra small (lowest resistance setting) to extra large (highest resistance setting); however, the resistance that each parachute size pertains to has not been quantified by Technogym. For the purposes of this study, the distance to be covered was selected based on the final velocity of the incremental treadmill test at visit 1 (Multimedia Appendix 2), and the treadmill belt resistance was set based on body mass (Multimedia Appendix 3). Participants self-propelled the treadmill belt and were secured to the treadmill using a harness worn around their waist. Before starting the repeated sprint protocol, participants completed 400 m on the treadmill at a self-selected pace, with belt resistance at the lowest setting, to act as a familiarization and warm-up. They were then given the opportunity to perform the stretching exercises. The sprints consisted of 4 repetitions, each lasting approximately 15 seconds (range 13-18 s). It was anticipated that the duration of each sprint would last approximately 15 seconds to match the sprint cycling trial, as it is not possible to complete a parachute test on the treadmill in a time setting. Following each sprint, the treadmill was set to a motorized setting of 4 km h\(^{-1}\) and 1% gradient for 3 minutes of active recovery.

Data Analysis
Data from the 3 devices were time-aligned and split into the following parts:
- Visit 1: rest, light cycling, vigorous cycling, and treadmill
- Visit 2: sprint cycling and sprint running

The validity of Polar OH1 and Fitbit Charge 3 was compared with the validity of Polar H10 (criterion device) for all data points and as an average HR for each segment. Data alignment and filtering were performed in R Studio using the packages dplyr and tidr. Before analysis, the normality of data was assessed using histograms and quantile-quantile plots. Validity was subsequently evaluated using the Bland and Altman [21] analysis. Secondary measures, including the Pearson moment correlation coefficient and mean absolute percentage error (MAPE), are also provided. The Bland and Altman [21] analysis was used to express agreement between the measured and predicted beats per minute, where 95% LoA was calculated as mean bias (1.96SD). We deemed a MAPE of 0%-5% to be within the acceptable limits, a commonly adopted approach [9,22]. Correlation coefficients were interpreted as very poor (\(r<0.69\)), poor (\(r=0.70-0.84\)), good (\(r=0.85-0.94\)), very good (\(r=0.95-0.994\)), and excellent (\(r>0.995\)). The MAPE was calculated using the following equation, which provided a general measurement error for the monitors:

\[
\text{MAPE} = \frac{((\text{monitor} - \text{criterion})/\text{criterion}) \times 100}{100}
\]

Results
Validity of HR Across All Data
Combined data across all activity types showed that Polar OH1 underestimated HR by 1 beat·min\(^{-1}\) (LoA: −20 to 19 beats·min\(^{-1}\)) versus the Polar H10 device, and there was a very good correlation between the devices (\(r=0.957\); Table 1). The Fitbit device underestimated the HR by 7 beats·min\(^{-1}\) (LoA: −46 to 33 beats·min\(^{-1}\); Table 1). Overall, there was a good correlation between Fitbit Charge 3 and Polar H10 (\(r=0.807\)), and the MAPE for both devices was deemed acceptable (Table 1). In addition, aggregated HR data for each activity domain revealed results similar to those of the unaveraged data analysis (Table 2).
Table 1. Validity of measuring heart rate with the Polar OH1 and Fitbit Charge 3 devices. Data are unaveraged across all data points (overall) and within each of the activity domains.

<table>
<thead>
<tr>
<th>Device</th>
<th>Overall (n=35,639)</th>
<th>Rest (n=5,448)</th>
<th>Cycling light (n=19,033)</th>
<th>Cycling hard (n=19,283)</th>
<th>Treadmill (n=14,489)</th>
<th>Sprint cycling (n=5,516)</th>
<th>Sprint running (n=6,355)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart rate (beats·min⁻¹), mean (SD)</td>
<td>Polar H10</td>
<td>114 (33)</td>
<td>63 (10)</td>
<td>89 (12)</td>
<td>119 (16)</td>
<td>124 (31)</td>
<td>131 (25)</td>
</tr>
<tr>
<td>Heart rate (beats·min⁻¹), mean (SD)</td>
<td>Polar OH1</td>
<td>113 (33)</td>
<td>63 (10)</td>
<td>89 (12)</td>
<td>118 (17)</td>
<td>124 (30)</td>
<td>125 (26)</td>
</tr>
<tr>
<td>Mean bias (beats·min⁻¹)</td>
<td>−1</td>
<td>0</td>
<td>1</td>
<td>−1</td>
<td>0</td>
<td>−6</td>
<td>2</td>
</tr>
<tr>
<td>Limits of agreement (beats·min⁻¹)</td>
<td>−20 to 19</td>
<td>−4 to 4</td>
<td>−5 to 7</td>
<td>−7 to 5</td>
<td>−9 to 8</td>
<td>−38 to 27</td>
<td>−27 to 31</td>
</tr>
<tr>
<td>MAPE b (%)</td>
<td>0.4</td>
<td>0.2</td>
<td>−0.8</td>
<td>0.6</td>
<td>0.2</td>
<td>3.9</td>
<td>−1.9</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>Polar H10</td>
<td>0.957</td>
<td>0.974</td>
<td>0.983</td>
<td>0.985</td>
<td>0.990</td>
<td>0.794</td>
</tr>
<tr>
<td>95% CI of correlation coefficient</td>
<td>0.956 to 0.958</td>
<td>0.973 to 0.975</td>
<td>0.981 to 0.984</td>
<td>0.983 to 0.987</td>
<td>0.990 to 0.991</td>
<td>0.784 to 0.803</td>
<td>0.710 to 0.734</td>
</tr>
<tr>
<td>Heart rate (beats·min⁻¹), mean (SD)</td>
<td>Fitbit Charge 3</td>
<td>107 (31)</td>
<td>62 (9)</td>
<td>81 (12)</td>
<td>98 (24)</td>
<td>123 (27)</td>
<td>111 (30)</td>
</tr>
<tr>
<td>Mean bias (beats·min⁻¹)</td>
<td>−7</td>
<td>−1</td>
<td>−7</td>
<td>−21</td>
<td>−1</td>
<td>−20</td>
<td>−10</td>
</tr>
<tr>
<td>Limits of agreement (beats·min⁻¹)</td>
<td>−46 to 33</td>
<td>−7 to 5</td>
<td>−38 to 23</td>
<td>−70 to 29</td>
<td>−30 to 28</td>
<td>−79 to 40</td>
<td>−49 to 30</td>
</tr>
<tr>
<td>MAPE (%)</td>
<td>−4.4</td>
<td>−1.4</td>
<td>−7.1</td>
<td>−16.4</td>
<td>0.7</td>
<td>−13.5</td>
<td>−6.3</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>0.807</td>
<td>0.946</td>
<td>0.272</td>
<td>0.183</td>
<td>0.879</td>
<td>0.390</td>
<td>0.348</td>
</tr>
<tr>
<td>95% CI of correlation coefficient</td>
<td>0.804 to 0.811</td>
<td>0.943 to 0.949</td>
<td>0.230 to 0.328</td>
<td>0.127 to 0.238</td>
<td>0.875 to 0.882</td>
<td>0.368 to 0.412</td>
<td>0.326 to 0.369</td>
</tr>
</tbody>
</table>

a: number of data points analyzed for each domain.  
b: MAPE: mean absolute percentage error.
Table 2. Validity of measuring heart rate with Polar OH1 and Fitbit Charge 3 devices. Data are aggregated to a single data point for each of the activity domains. Data are analyzed for all data points (column “Overall”) and for each of the activity domains.

<table>
<thead>
<tr>
<th>Device</th>
<th>Overall (n=111&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>Rest (n=19&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>Cycling light (n=19&lt;sup&gt;b&lt;/sup&gt;)</th>
<th>Cycling hard (n=19&lt;sup&gt;b&lt;/sup&gt;)</th>
<th>Treadmill (n=19&lt;sup&gt;b&lt;/sup&gt;)</th>
<th>Sprint cycling (n=18&lt;sup&gt;b&lt;/sup&gt;)</th>
<th>Sprint running (n=17&lt;sup&gt;b&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Polar H10</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart rate (beats·min&lt;sup&gt;-1&lt;/sup&gt;), mean (SD)</td>
<td>106 (27)</td>
<td>62 (9)</td>
<td>89 (11)</td>
<td>119 (12)</td>
<td>124 (14)</td>
<td>128 (17)</td>
<td>120 (12)</td>
</tr>
<tr>
<td>Mean bias (beats·min&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Limits of agreement (beats·min&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>−8 to 10</td>
<td>0 to 1</td>
<td>−3 to 2</td>
<td>−2 to 4</td>
<td>−1 to 2</td>
<td>−8 to 18</td>
<td>−16 to 15</td>
</tr>
<tr>
<td>MAPE&lt;sup&gt;b&lt;/sup&gt; (%)</td>
<td>0.6</td>
<td>0.2</td>
<td>0.7</td>
<td>−0.8</td>
<td>0.2</td>
<td>−4.1</td>
<td>0.5</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>0.954</td>
<td>0.983</td>
<td>0.974</td>
<td>0.985</td>
<td>0.992</td>
<td>0.807</td>
<td>0.67</td>
</tr>
<tr>
<td>95% CI of correlation coefficient</td>
<td>0.953 to 0.955</td>
<td>0.982 to 0.984</td>
<td>0.971 to 0.977</td>
<td>0.983 to 0.987</td>
<td>0.992 to 0.993</td>
<td>0.795 to 0.819</td>
<td>0.651 to 0.687</td>
</tr>
<tr>
<td><strong>Polar OH1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart rate (beats·min&lt;sup&gt;-1&lt;/sup&gt;), mean (SD)</td>
<td>105 (27)</td>
<td>62 (9)</td>
<td>89 (10)</td>
<td>118 (12)</td>
<td>124 (14)</td>
<td>122 (17)</td>
<td>121 (15)</td>
</tr>
<tr>
<td>Mean bias (beats·min&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Limits of agreement (beats·min&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>−8 to 10</td>
<td>0 to 1</td>
<td>−3 to 2</td>
<td>−2 to 4</td>
<td>−1 to 2</td>
<td>−8 to 18</td>
<td>−16 to 15</td>
</tr>
<tr>
<td>MAPE&lt;sup&gt;b&lt;/sup&gt; (%)</td>
<td>0.6</td>
<td>0.2</td>
<td>0.7</td>
<td>−0.8</td>
<td>0.2</td>
<td>−4.1</td>
<td>0.5</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>0.954</td>
<td>0.983</td>
<td>0.974</td>
<td>0.985</td>
<td>0.992</td>
<td>0.807</td>
<td>0.67</td>
</tr>
<tr>
<td>95% CI of correlation coefficient</td>
<td>0.953 to 0.955</td>
<td>0.982 to 0.984</td>
<td>0.971 to 0.977</td>
<td>0.983 to 0.987</td>
<td>0.992 to 0.993</td>
<td>0.795 to 0.819</td>
<td>0.651 to 0.687</td>
</tr>
<tr>
<td><strong>Fitbit Charge 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart rate (beats·min&lt;sup&gt;-1&lt;/sup&gt;), mean (SD)</td>
<td>97 (26)</td>
<td>61 (9)</td>
<td>81 (10)</td>
<td>100 (21)</td>
<td>123 (10)</td>
<td>109 (23)</td>
<td>112 (11)</td>
</tr>
<tr>
<td>Mean bias (beats·min&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>−9</td>
<td>−1</td>
<td>−7</td>
<td>−19</td>
<td>−2</td>
<td>−18</td>
<td>−8</td>
</tr>
<tr>
<td>Limits of agreement (beats·min&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>−41 to 23</td>
<td>−2 to 0</td>
<td>−36 to 22</td>
<td>−63 to 26</td>
<td>−13 to 10</td>
<td>−63 to 26</td>
<td>−28 to 12</td>
</tr>
<tr>
<td>MAPE (%)</td>
<td>7.37</td>
<td>−1.5</td>
<td>−7</td>
<td>−15</td>
<td>−1</td>
<td>−13.9</td>
<td>−6</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>0.888</td>
<td>0.884</td>
<td>−0.056</td>
<td>0.183</td>
<td>0.924</td>
<td>0.771</td>
<td>0.496</td>
</tr>
<tr>
<td>95% CI of correlation coefficient</td>
<td>0.885 to 0.895</td>
<td>0.876 to 0.891</td>
<td>−0.113 to 0.002</td>
<td>0.127 to 0.238</td>
<td>0.921 to 0.927</td>
<td>0.756 to 0.784</td>
<td>0.471 to 0.520</td>
</tr>
</tbody>
</table>

<sup>a</sup>n: number of data points analyzed for each domain.
<sup>b</sup>MAPE: mean absolute percentage error.

Validity of HR for Each Activity Type

The mean bias and LoA for Polar OH1 and the criterion device were consistent for visit 1 activities; however, the LoA was much wider during HIIE exercise (Figure 1). Similarly, Polar OH1 performed consistently across each segment of visit 1, with very low MAPE and a very good correlation (Table 1). The MAPE and correlation coefficients were worse during HIIE activities (Table 1; Figure 1). Fitbit Charge 3 performed well with a low MAPE (<5%) and had a good correlation during the rest and treadmill activities. Although the MAPE was low for sprint cycling and sprint running, the correlation was poor (Table 1). Validity was poor during light cycle exercise (r=0.272; MAPE=−7.1%) and was very poor during vigorous cycling (r=0.183; MAPE=−16.4%). The mean bias ranged from −21 to −1 beats·min<sup>-1</sup> and, together with the LoA, are depicted in Figure 1. Validity across participants was consistent for OH1, where the MAPE was <5% for each participant (Table 3). The MAPE for each participant for Fitbit Charge 3 exceeded 5% in 7 of 19 participants (Table 3). Individual traces for each of the 3 devices during sprint cycling are shown in Figure 2.
Figure 1. Bland and Altman plots for unaveraged data across each activity domain. Subpart A shows data from Polar OH1, and subpart B shows data from Fitbit Charge 3. Solid blue line represents the mean bias, and blue dashed lines represent the limits of agreement.
Table 3. The mean absolute percentage error for each participant for Polar OH1 and Fitbit Charge 3 across all available data points.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Polar OH1 (%)</th>
<th>Fitbit Charge 3 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.22</td>
<td>6.34&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>−3.92</td>
<td>5.30&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>3</td>
<td>1.37</td>
<td>2.80</td>
</tr>
<tr>
<td>4</td>
<td>0.06</td>
<td>2.06</td>
</tr>
<tr>
<td>5</td>
<td>0.31</td>
<td>4.01</td>
</tr>
<tr>
<td>6</td>
<td>1.70</td>
<td>1.53</td>
</tr>
<tr>
<td>7</td>
<td>0.22</td>
<td>2.35</td>
</tr>
<tr>
<td>8</td>
<td>−0.44</td>
<td>2.59</td>
</tr>
<tr>
<td>9</td>
<td>0.71</td>
<td>3.14</td>
</tr>
<tr>
<td>10</td>
<td>−0.09</td>
<td>2.83</td>
</tr>
<tr>
<td>11</td>
<td>0.59</td>
<td>−3.25</td>
</tr>
<tr>
<td>12</td>
<td>1.81</td>
<td>4.00</td>
</tr>
<tr>
<td>13</td>
<td>−0.10</td>
<td>3.91</td>
</tr>
<tr>
<td>14</td>
<td>−0.09</td>
<td>−5.43&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>15</td>
<td>0.69</td>
<td>14.90&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>16</td>
<td>0.87</td>
<td>5.97&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>17</td>
<td>0.19</td>
<td>2.75</td>
</tr>
<tr>
<td>18</td>
<td>1.18</td>
<td>11.40&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>19</td>
<td>2.58</td>
<td>15.80&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Overall</td>
<td>0.41</td>
<td>4.37</td>
</tr>
</tbody>
</table>

<sup>a</sup>Exceeds 5% mean absolute percentage error threshold.
Discussion

Principal Findings

To our knowledge, this is the first study to assess the validity of Fitbit Charge 3 and Polar OH1 across a range of activity types, including HIIE or SIE. The main findings were that Polar OH1 showed good agreement in assessing HR versus the criterion measure (Polar H10) across activity domains or types in trial 1, whereas the validity of Fitbit Charge 3 was only acceptable during rest and treadmill activities. Fitbit Charge 3 performed particularly poorly during cycling exercise, where the mean bias ranged from $-7$ to $-21$ beats·min$^{-1}$, and LoA were very wide compared with other activity types. Finally, our data suggest that both Polar OH1 and Fitbit Charge 3 devices performed poorly during the visit 2 sprint cycling and sprint running protocols compared with the visit 1 activities.

The findings in this study suggest that Polar OH1 performs within acceptable tolerance limits for measuring HR during a range of activity types and intensities (i.e., MAPE range 0%-4%). These findings are consistent with those of previous work [7]. Despite this, our data suggest that OH1 may be less capable of accurately measuring HR during sprint-based exercise.

Figure 2 shows the individual responses to sprint cycling for each of the 3 devices. Polar OH1 followed a similar trend to Polar H10 in 13 of the 18 available data sets. In contrast, Fitbit Charge 3 only followed a similar profile to Polar H10 in 5 of the 18 participant data sets. A typical observation across participants was a lower peak HR versus the criterion device and a slower response in HR change following the onset of sprint work. Given the popularity of HIIE and SIE training, these limitations may be crucial for assessing intensity accurately, and further development of the technology is required before it can be used accurately instead of ECG-type devices across all activity types. For everyday activities and for measuring HR in a range of activities, PPG-type devices may therefore be a more practical solution for estimating the intensity of activities. This may be particularly relevant in older, overweight or obese, or clinical populations, where wearing a chest strap may be off-putting or impractical.

This is the first published study to examine the validity of Fitbit Charge 3, although several studies have investigated the validity of its predecessors, Fitbit Charge HR (released 2015) and Fitbit Charge 2 (released 2016). We observed HR measurements that were within an acceptable percentage error range (0%-5%) during rest and the incremental treadmill test. However, Fitbit Charge 3 exhibited MAPE >5% during sprint running and during light, hard, and sprint cycling, with particularly large MAPE and mean bias observed during hard and sprint cycling. Previous studies have reported that Fitbit Charge HR and Fitbit Charge 2 underestimate HR in comparison with criterion devices during cycle-based activities [8,9,11,14]. In addition, increasing exercise intensity appears to increase Fitbit Charge HR and Charge 2 measurement errors [8-10,14,23-25]. Furthermore, Reddy et al [9] reported that Fitbit Charge 2 criterion-related validity was poor during cycling when transitioning swiftly from low to high intensity, which is in agreement with our cycling SIE findings, suggesting that Fitbit Charge model exhibits a measurement lag when HR increases rapidly. Therefore, under the conditions of this study, Fitbit Charge 3
performs as poorly as its predecessors when measuring HR during cycling activities and high-intensity exercise.

We can only speculate as to why Fitbit Charge 3 performed worse than Polar OH1 during cycling and high-intensity exercise in this study. Olstad and Zinner [26] previously suggested that wrist-based devices may be less sensitive to sudden changes in exercise intensity, such as when transitioning from low to high intensity, as experienced in SIE, because peripheral resistance is lower at the wrist, reducing changes in pulse pressure and disrupting blood pulse detection [16]. Therefore, the positioning of Polar OH1 may partially mitigate the poor signal detected at the wrist location. Furthermore, greater movement at the wrist may contribute to poor measurement accuracy [8,9,27], particularly during activities involving sustained hand and forearm muscle contractions [15], as may be experienced when gripping the handlebars during intense cycling. It is possible that Polar OH1 is less prone to movement artifacts because of a more robust strap design, which Spierer et al [15] previously identified as a potential contributor to differences in HR measurements among devices. In addition, Thomson et al [10] stated that hardware differences may affect the signal-to-noise ratio of the device. PurePulse technology of Fitbit Charge 3 may be more sensitive to interference than the technology of Polar OH1, which could have resulted in the less accurate HR measurements obtained in this study. Further advancements in technology are inevitable and will require further work from the scientific community to scrutinize devices and software advancements. Nevertheless, PPG-based devices provide an exciting opportunity to improve physical activity levels, promote adherence to exercise interventions, and drive behavior change.

This study included a variety of exercise intensities and both cycling and treadmill activities. In addition, few studies have examined the validity of consumer wearables in measuring HR during SIE, an increasingly prevalent exercise modality. However, despite providing novel insights into the accuracy of Fitbit Charge 3 and Polar OH1 in the detection of HR, this study has limitations. The sample size of this study, which is consistent with other similar studies [6,7,13,26,28-30], is small; therefore, the elements of the study are likely underpowered. This is particularly true for the HIIE type exercise, where a large variation in HR is observed, which is far from zero. As a result, it is inevitable that the associated LoAs are large and that a larger sample size is required to reduce the variation in the measurement. We refer readers to a new consensus statement by Mühlén et al [31] for further reading regarding sample size estimation for validation studies and for the design of validation studies in general. Furthermore, given the significant effort and time required to perform these types of studies, adequate funding is required from manufacturers to appropriately address the issue of sample size in validation studies. Other limitations include that the exercise tasks were conducted in a controlled laboratory environment, and the performance of these devices may differ when investigated under free-living conditions. This study, similar to many activity tracker validation studies, elected to recruit a cohort of individuals who were healthy and young to middle aged (25-56 years). Therefore, our findings cannot be generalized to clinical populations or different age groups. Furthermore, although not always the case [32], skin tone has been found to affect PPG signals [33] but was not accounted for in this study. Finally, our study design did not assess device acceptability, which should be considered if these devices were to be used in community-based interventions.

Conclusions

In conclusion, our data suggest that Polar OH1 is a suitable method for measuring HR during cycling, walking, and running activities within a healthy population. In contrast, data pertaining to Fitbit Charge 3 should be interpreted with caution, particularly during cycling activities. This may have significant implications for exercise training or rehabilitation purposes, where attainment of exercise intensity is a key aspect for cardiorespiratory fitness progression or where safety considerations exist. Furthermore, both PPG sensors evaluated in this study performed worse during the SIE activities. Given the rise in popularity of HIIE or SIE, we recommend that more traditional ECG/HR monitors are used when performing these activities. For the general population and scientific community to appropriately interpret PPG data, researchers should continue to assess the validity of new and existing devices among various populations and settings.
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Abstract

Consumer-based physical activity (PA) trackers, also known as wearables, are increasingly being used in research studies as intervention or measurement tools. One of the most popular and widely used brands of PA trackers is Fitbit. Since the release of the first Fitbit in 2009, hundreds of experimental studies have used Fitbit devices to facilitate PA self-monitoring and behavior change via goal setting and feedback tools. Fitbit’s ability to capture large volumes of PA and physiological data in real time creates enormous opportunities for researchers. At the same time, however, it introduces a number of challenges (eg, technological, operational, logistical), most of which are not sufficiently described in study publications. Currently, there are no technical reports, guidelines, nor other types of publications discussing some of these challenges and offering guidance to researchers on how to best incorporate Fitbit devices in their study design and intervention to achieve their research goals. As a result, researchers are often left alone to discover and address some of these issues during the study through “trial and error.” This paper aims to address this gap. Drawing on our cumulative experience of conducting multiple studies with various Fitbit PA trackers over the years, we present and discuss various key challenges associated with the use of Fitbit PA trackers in research studies. Difficulties with the use of Fitbit PA trackers are encountered throughout the entire research process. Challenges and solutions are categorized in 4 main categories: study preparation, intervention delivery, data collection and analysis, and study closeout. Subsequently, we describe a number of empirically tested strategies used in 4 of our interventional studies involving participants from a broad range of demographic characteristics, racial/ethnic backgrounds, and literacy levels. Researchers should be prepared to address challenges and issues in a timely fashion to ensure that the Fitbit effectively assists participants and researchers in achieving research and outcome goals.

(JMIR Mhealth Uhealth 2021;9(3):e25289) doi:10.2196/25289
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Background

The 2018 Physical Activity Guidelines for Americans Scientific Advisory Committee report shows strong evidence of the role of physical activity (PA) in reducing the risk of chronic diseases [1]. PA guidelines recommend that adults should engage in 150 to 300 minutes of moderate-intensity, or 75 to 150 minutes of vigorous-intensity, aerobic PA each week. However, only 53.3% of adults in the United States meet this guideline [1,2], while globally, 27.5% of adults are insufficiently active [3].

In 2019, fitness trackers and smartwatches (eg, Fitbit, Apple watch, Garmin), hereby termed PA trackers, were the number one fitness trend, with 19% of Americans owning at least one [4]. PA trackers measure a variety of variables including daily steps, intensity-specific minutes of PA, heart rate, calorie expenditure, stairs climbed, sedentary behavior, sleep duration, and sleep performance [5,6]. These devices are worn at various body locations, with hip, wrist, and thigh being the most common placements [6]. These commercially available PA trackers have been used in research studies to promote and monitor PA and in clinical practice for patients with chronic illness(es) where PA has shown to have a positive impact [7].

Among several brands of commercial PA trackers, Fitbit has emerged as one of the most popular in the wearable industry, having sold more than 100 million devices worldwide [8]. According to a recent International Data Corporation report on wearable devices, Fitbit is one of the leading companies in the wearable PA tracker space and has a large user base with more than 28 million active users [9]. A similar dominant trend is also observed in research, where Fitbits are the most frequently used devices, particularly in interventional studies that focus on promoting PA and other healthy lifestyle behaviors [10]. A search on the Fitabase library [11], which maintains a list of published research studies that have used Fitbit PA trackers, yielded over 200 validity studies and 172 interventional studies (this list is not exhaustive). Despite the large number of studies that have used Fitbit devices for research purposes, no prior publication has offered detailed insights regarding some of the challenges and limitations associated with their use in research studies for data collection, behavior change, and outcome assessment. Furthermore, there are no published technical reports or best practice guidelines to support researchers on how to best incorporate these devices in their study design and intervention. As a result, researchers are often left alone to discover and address some of these issues through “trial and error.” This paper aims to address this important gap by describing key challenges and solutions associated with the use of Fitbit PA trackers. While we recognize that this paper might be applicable to other commercially available PA trackers, a direct comparison with them or attempt to explain how these challenges and solutions may apply to other PA trackers goes beyond the scope of this paper.

Over the years, our research team has led several research studies utilizing Fitbits as intervention tools. Based on our collective experience with these studies, we identified several challenges that researchers need to take into account when designing and conducting studies that utilize Fitbit PA trackers. These challenges arise in distinct stages of a study, including study preparation, intervention delivery, and data management, and may have a significant impact on the conduct of the study and analysis of results. With the experience acquired, we describe empirically tested strategies and solutions that were effective in our interventions that included a broad range of demographic characteristics, racial/ethnic backgrounds, and educational levels.

Description of the Studies

Between our team, we have conducted 4 separate studies utilizing Fitbit PA trackers. In this paper, we reference our experience from these studies to describe the key challenges associated with the use of Fitbits in research and subsequently summarize the strategies and remedies we used in each of these studies to address each challenge. Briefly, the included studies are (1) BAILA TECH [12,13], a Latin dance program for middle-aged and older Latinos; (2) ACTION [14], a lifestyle PA program for African American women with asthma; (3) Virtual Coach Study [15], a text-based, goal-setting intervention for adults with chronic diseases; and (4) iCardia4HF [16], a patient-centered, mobile health (mHealth) technology intervention to promote self-care in adult patients with chronic heart failure (HF). Table 1 depicts the main characteristics of each study.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study Design</strong></td>
<td></td>
<td>Single-group pre-post</td>
<td>Single-group pre-post</td>
<td>Randomized controlled trial</td>
</tr>
<tr>
<td><strong>Participants</strong></td>
<td></td>
<td>explorer</td>
<td>exploratory</td>
<td></td>
</tr>
<tr>
<td>Sample size</td>
<td>20</td>
<td>53 (N\text{intervention}=25, N\text{control}=28)</td>
<td>30</td>
<td>25 (N\text{intervention}=11, N\text{control}=14)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>67.0 (7.1)</td>
<td>43.4 (12.2)</td>
<td>47.0 (9.5)</td>
<td>56.0 (8.3)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>15 (75)</td>
<td>53 (100)</td>
<td>21 (75)</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td>Latinos</td>
<td>African American</td>
<td>African American (79%) and Latinos (18%)</td>
<td>African American (92%)</td>
</tr>
<tr>
<td>PA\textsuperscript{a} status</td>
<td>Low-active</td>
<td>Low-active</td>
<td>Sedentary</td>
<td>Sedentary</td>
</tr>
<tr>
<td>Health status</td>
<td>Healthy</td>
<td>Uncontrolled asthma (Asthma Control Test &lt;20)</td>
<td>Chronic diseases (eg, hypertension, asthma, type 2 diabetes)</td>
<td>Chronic heart failure</td>
</tr>
<tr>
<td><strong>Intervention</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td>BAILAMOS dance program\textsuperscript{[17]}</td>
<td>Modified version of the Women’s Lifestyle Physical Activity Program\textsuperscript{[18]}</td>
<td>Remote goal setting and self-monitoring</td>
<td>Patient-centered mHealth\textsuperscript{b} technology intervention to promote adherence to self-care in patients with chronic heart failure</td>
</tr>
<tr>
<td>mHealth components</td>
<td>Fitbit Charge 2, Fitbit mobile app, text messages</td>
<td>Fitbit Charge HR, Fitbit mobile app, text message</td>
<td>Fitbit tracker (participants were given a choice of the following trackers: Alta, Charge 2, or Charge 3, Fitbit mobile app, text messages</td>
<td>Fitbit Charge 2, Fitbit mobile app, Withings Body Cardio scale, Withings Blood Pressure cuff, Health Mate mobile app, Heart Failure Health Storylines mobile app, text messages</td>
</tr>
<tr>
<td>Length (weeks)</td>
<td>16</td>
<td>24</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Frequency</td>
<td>2x/week</td>
<td>5 monthly group sessions (barriers for exercising with asthma, Fitbit usage, and review)</td>
<td>N/A\textsuperscript{c}</td>
<td>Daily</td>
</tr>
<tr>
<td>Duration</td>
<td>30 min Fitbit instructional session + 60 min dance + 30 min technological troubleshooting (optional)</td>
<td>120 min</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Comparator</td>
<td>N/A</td>
<td>Fitbit Charge HR + PA educational material</td>
<td>N/A</td>
<td>Usual care (outpatient follow-up at the Heart Failure Center 7 days after hospital discharge and every 3 months thereafter)</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Feasibility and acceptability of the BAILA TECH intervention, PA levels (eg, steps/day, engagement in moderate-to-vigorous PA/week)</td>
<td>Feasibility and acceptability of the modified Women’s Lifestyle Physical Activity Program, PA levels (eg, steps/day, low PA, moderate-to-vigorous PA/week, sedentary time), Asthma Control questionnaire [19], Mini-Asthma Quality of Life [19]</td>
<td>Feasibility and acceptability of the Virtual Coach intervention, average steps per week</td>
<td>Feasibility and acceptability of the intervention, heart failure self-care [20], PA levels (steps/day and moderate-to-vigorous PA/week)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}PA: physical activity.  
\textsuperscript{b}mHealth: mobile health.  
\textsuperscript{c}N/A: not applicable.
The BAILA TECH study [12,13] delivered the BAILAMOS Latin dance program tailored to middle-aged and older Spanish-speaking Latinos (for details, see Marquez et al [17]) infused with mHealth components [12,13]. The BAILAMOS dance program had 60-minute classes twice a week for 16 weeks and consisted of 4 Latin dance styles (Merengue, Bachata, Cha Cha Cha, and Salsa). For BAILA TECH [12,13], before each dance class, participants also attended 30-minute Fitbit instructional sessions. After each dance class, the research team was available for 30 minutes in case participants needed more assistance for troubleshooting technological issues. Participants were asked to wear their Fitbit for 2 weeks prior to intervention start, throughout the intervention period (16 weeks), and 1 week after the intervention, totaling 19 weeks.

The ACTION study delivered a modified version of the Women’s Lifestyle Physical Activity Program [14]. The original program was a 24-week, evidence-based, moderate-intensity walking intervention designed for urban mid-life African American women including (1) tailored walking prescription, (2) PA self-monitoring tool (pedometer), (3) group discussions to address goals and barriers, and (4) motivational telephone calls. The program was adapted to account for the asthma barriers to PA. The modified version was a 24-week intervention and included (1) a Fitbit Charge HR device, (2) one 2-hour educational session at the start of the intervention dedicating approximately 45 minutes to asthma education (based on the American Lung Associations Asthma Basics course) and approximately 30 minutes to Fitbit orientation, (3) weekly motivational text messages (average of 3 per week), and (4) monthly 2-hour group sessions to address barriers of exercising with asthma, answer Fitbit-related questions, review personalized step goals, and walk as a group. Participants were asked to wear their Fitbit throughout the intervention period (24 weeks).

The Virtual Coach study [15] delivered remote goal setting based on text messages and self-monitoring. Each participant was assigned to a coach and set individual daily goals with their coaches. Weekly goals outlined specific days, times, and number of steps for each of the 8 weeks of intervention. Participants were asked to evaluate how confident they were on reaching each goal (scale of 0-10). If a participant rated the confidence less than 8, coaches texted with the participant to modify the goal until confidence ratings were between 8 and 10 (highest confidence). Participants were asked to wear their Fitbit throughout the intervention period (8 weeks).

The iCardia4HF study [16] delivered a patient-centered, mHealth technology intervention to promote adherence to self-care in patients with chronic HF. The intervention lasted for 8 weeks and consisted of (1) the Heart Failure Health Storylines mobile app, (2) 3 connected health devices (Fitbit Charge 2, Withings Body Cardio scale, and blood pressure monitor) that connect to the app to facilitate self-monitoring of multiple HF-related parameters (eg, heart rate, weight, blood pressure, and PA), and (3) individually tailored text messages targeting health beliefs, self-efficacy, and HF knowledge. Participants were asked to wear the Fitbit for 8 weeks for 10 or more hours per day to monitor and gradually increase their daily steps.

Challenges and solutions are classified into 4 main categories: study preparation, intervention delivery, data management, and study closeout. Two of these categories are subdivided according to the type of challenge presented. Within study preparation, we identified difficulties related to the Fitbit app and the user. During the intervention delivery, challenges were related to the interaction of participants with the Fitbit app and Fitbit tracker. We adopted this structure with the intention to provide a logical flow parallel to the conduct of a study (ie, study design, execution or management, and study closeout). Researchers should be aware that challenges related to intervention delivery and data management will occur concurrently during the study.

### Study Preparation

Selecting a PA tracker that aligns with study goals, participant preferences, and the data collection environment is essential and one of the first challenges a researcher might face early in the research process. Similar to other vendors, Fitbit has a large variety of trackers with different monitoring capabilities (eg, heart rate, sleep, automatic exercise tracking, geolocation), features (eg, automated notifications of sedentary behavior), and aesthetics (eg, large vs smaller screen and bands). All Fitbit models require that participants own a smartphone or other Bluetooth-enabled devices (eg, tablet) to synchronize data from the Fitbit tracker to the Fitbit app. Researchers should review the characteristics of available Fitbit models and, if possible, conduct formative research to gather data that align participants’ preferences with the study’s needs. For example, if exercise sessions or quality and duration of sleep are of direct interest to a study, then clip-on models (Fitbit Zip) that cannot automatically track these behaviors will not be a good fit for the purposes of the study. Successful strategies we adopted in our studies included focus groups [21], field usability testing followed by a pre-pilot study to assess the feasibility of using Fitbit trackers as part of the study intervention [22], and surveys [23] to evaluate participants’ preferences and perceptions about the use of Fitbit for PA self-monitoring. For example, before the main trial in 2 studies (ie, ACTION [14] and BAILA TECH [12,13]), we obtained input from focus groups regarding their familiarity with using PA trackers and if they would feel comfortable using these devices. In another study (ie, Virtual Coach Study [15]), we allowed the first few participants to try on different Fitbit models (Alta, Charge 2, and Charge 3) and solicited input from study participants to decide which model should be used in the preliminary study. In the iCardia4HF study [23], we conducted a cross-sectional survey to assess the perceptions and attitudes of patients with HF towards using various Fitbit trackers and mobile apps for self-monitoring of PA and other important measures (eg, heart rate).

After selection of the proper Fitbit model, researchers must decide how the Fitbit data will be collected from study participants during the study. Fitbit has a website dashboard that allows users to view and export cumulative data pertaining to their daily steps, intensity of activity, sedentary
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minutes, and other device-based measures. However, this dashboard is not suitable for research studies, particularly those with large sample sizes, because it does not allow concurrent access and exportation of data from multiple study participants. Data exportation is limited to the historic data of 1 participant at a time. Also, the Fitbit dashboard does not allow research staff to download intraday data such as minute-by-minute heart rate or steps, which can be used in a study as proxy measures to calculate Fitbit wear time (for more details, see the Data Management section) or to tailor the content of the intervention. For small studies (n ≤ 20), manually checking and exporting data for 1 participant at a time may not be an important issue. However, for larger studies, this poses a significant barrier. Large studies require adequate strategies and robust mechanisms to remotely and automatically gather large amounts of incoming data from all participants in a single platform. Research teams have the option to utilize third-party commercial data collection platforms (eg, Fitabase) or research platforms (eg, iCardia [24], Mytapp) in order to remotely collect Fitbit data from participants’ accounts using Fitbit’s Web application programming interface (API). These platforms provide secure data acquisition and management tools that facilitate remote data collection from Fitbit PA trackers without the need for study participants to return the devices to researchers for data extraction. Another potential solution (if these platforms cannot support the needs of the study) is for researchers to develop their own data collection interfaces with the Fitbit cloud servers and data collection management environment for the purpose of their study using Fitbit’s API. However, this approach is time-consuming and requires sufficient programming expertise, including testing before utilization in the main study.

In our experience, the use of research platforms (eg, iCardia) that remotely collect Fitbit data from participants’ accounts proved to be an effective, reliable, and cost-effective method. The iCardia platform was successfully implemented in 3 of the 4 studies [9, 10, 25], allowing our research team to view and export Fitbit data from multiple participants and also to deliver personalized text messages based on the incoming data (for more details about the platform, please see Kitsiou et al [24]). iCardia is a secure, password-protected system that is hosted in a Health Insurance Portability and Accountability Act (HIPAA)-compliant server at the University of Illinois at Chicago. Currently, it is used in several studies funded by the National Institutes of Health [25-27]. iCardia provides researchers with a number of visualization and analytics tools (eg, graphs, charts, and dashboard reports) to facilitate monitoring of Fitbit data in real time (eg, steps, sleep, heart rate), thus alleviating the need for the tedious and costly return of devices to researchers.

Another research-based platform adopted by one of our studies (ie, Virtual Coach [15]) is the Mytapp texting platform. Mytapp is a low-cost, multilingual, adaptive text messaging application developed at the University of Illinois at Chicago for health behavior interventions. It includes numerous functions including individual and group messaging, scheduled messaging, recurrent messaging, surveys (with responses based on simple logic statements), message personalization, and data collection pertaining to number of daily steps (only) from Fitbit devices. Mytapp is currently utilized by numerous National Institutes of Health–funded studies and was utilized by the Virtual Coach study [15].

Fitbase is another well-known cloud-based platform that extracts and aggregates participants’ Fitbit data [28] and has been utilized in numerous intervention studies. Although Fitbase cannot send text messages to study participants via SMS, it has the ability to send notifications to Fitbit smartwatch devices (eg, Versa 2 and 3). None of our studies implemented Fitbase as a data collection environment. Nonetheless, a search with the descriptors “intervention AND Fitbase” on PubMed, Scopus, and ScienceDirect indicated 24 intervention studies using Fitbase since 2018.

Another challenge in the preparation phase is ensuring participants’ anonymity and privacy when creating Fitbit accounts. Fitbit accounts require a unique email address for each user. While collecting unprecedented amounts of data and conducting interventions with mHealth tools, researchers should be concerned with protecting the privacy of research participants [29]. Additional concerns arise because some mHealth technologies (eg, mobile apps) may transfer participants’ data to third-party companies for marketing purposes [29]. Therefore, if using third-party platforms, researchers are advised to check whether the platform fulfills all the necessary elements to ensure participants’ anonymity, privacy, and HIPAA compliance.

Our experiences directed us to a 2-step solution: (1) setting up anonymous commercial or institutional email accounts and (2) setting up deidentified Fitbit accounts for the purpose of the study. This individualized email address will then be linked to a Fitbit account in which personal identifiers should not be used. The same procedure should be adopted if using an authorized third-party data collection environment. Importantly, research staff and participants need to be advised that the email and Fitbit accounts should be used strictly for the study’s purpose. We suggest limiting the number of research staff responsible for linking personal identifiers with email and Fitbit account’s user information. Moreover, account information should be stored in protected computers within encrypted documents. This strategy was successfully implemented within our 4 studies.

Another critical step before intervention delivery is calibrating the Fitbit according to the participants’ characteristics (ie, height, weight, and stride length) and study needs (eg, exercise bout length, PA goals). This process should be conducted on an individual basis with the information inserted in the participant’s Fitbit account. Research staff who have access to participants’ personal identifiers can process the calibration at Fitbit’s website utilizing participants’ credentials (ie, anonymous Fitbit accounts). Importantly, participants should receive the Fitbit only after the calibration process is concluded. Specifically, ACTION’s study [14] participants had their stride length measured at baseline data collection. A research staff member entered the stride length information for each participant before distributing the Fitbits. If it is not possible to measure participants’ stride length, information on weight and height should be entered for each participant since this information acts as a proxy for stride length. In 1 of our studies (ie, BAILA...
Table 2. Challenges and solutions or strategies for utilizing the Fitbit physical activity (PA) tracker in health interventions at the study preparation stage.

<table>
<thead>
<tr>
<th>Challenges</th>
<th>Strategies and solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracker and app related</td>
<td></td>
</tr>
<tr>
<td>Selecting a PA tracker model that aligns with study goals and participant preferences</td>
<td>Select the proper model based on study goals and outcomes, using Fitbit’s online comparison tool [30]; conduct formative research (if possible) with potential participants to assess ease of use, comfort, and preferences.</td>
</tr>
<tr>
<td>Selecting and setting up the data collection environment for the Fitbit data</td>
<td>Choose one of the following options: third-party or other existing research platforms (eg, Fitabase, iCardia), developing your own data collection platform for the purpose of your study, or using Fitbit’s platform and dashboard to export individual data.</td>
</tr>
<tr>
<td>Setting up Fitbit study procedures</td>
<td>Develop a Fitbit manual of operations for research staff (setting up, pairing, and calibrating devices); devote sufficient time for training and also plan for frequent retraining of research staff on how to perform various Fitbit tasks and troubleshoot common issues (eg, Fitbit mobile app installation and setup, device pairing, and syncing); because of the numerous changes and updates that may occur during the study in the Fitbit app and devices; ensure anonymity of study participants by creating anonymous institutional or commercial email and Fitbit accounts.</td>
</tr>
<tr>
<td>Setting up and pairing participants Fitbit: poor internet connection; participants’ smartphone and Fitbit compatibility issues (eg, outdated operating system, insufficient memory space, firmware updates)</td>
<td>Conduct the Fitbit set-up process with the assistance of trained research staff, test the quality of the internet connection at the location where the Fitbits will be set up, and check participants’ phone compatibility with Fitbit at enrollment to determine if updates are needed or if participant needs a study (loaner) phone.</td>
</tr>
<tr>
<td>Fitbit calibration</td>
<td>Collect data on participants’ weight, height, and if possible, stride length and add the information to the Fitbit app before giving the Fitbit to the participant; personalize PA goals according to the study’s needs (eg, exercise bout length, goals) when possible.</td>
</tr>
<tr>
<td>Participant related</td>
<td></td>
</tr>
<tr>
<td>Participants’ unfamiliarity with Fitbit technology (unfamiliarity with PA tracker and app, concerns about privacy)</td>
<td>Develop a user manual according to participants’ reading level explaining how to use the device and mobile app in the context of the study; conduct Fitbit orientation sessions with study participants; consider a run-in period (eg, 1 week) to allow participants to familiarize themselves with the technology; identify a superuser (eg, family member or research assistant) to assist with and troubleshoot technology issues; assure participants that procedures to ensure anonymity and privacy are in place.</td>
</tr>
</tbody>
</table>

Intervention Delivery

Before participants receive the Fitbits, the research staff need to be familiar with the Fitbit tracker and mobile app. To this end, staff members have to undergo sufficient training and experiential learning sessions on how Fitbit works and how to troubleshoot common issues (eg, Fitbit mobile app installation and setup, device pairing, and syncing). Given the frequent changes that may occur in the Fitbit app and devices during the study, researchers should also plan to have frequent retraining sessions. In addition to developing the training material, a manual of operations should be created and made available to all research staff that will interact with research participants. This strategy was successfully implemented with research staff in all 4 studies [12-16]. Issues with either the tracker or the mobile app will undoubtedly occur. Solving these issues as soon as possible is crucial to prevent data loss, which could potentially harm outcome assessment, fidelity, or feedback strategies that are dependent upon Fitbit data. Maintaining log sheets to record the date and characteristics of any technical issues occurring during the study and remedies applied to address them is strongly recommended.

Although technology use is familiar to many study participants, some segments of the population are not familiar with technological devices such as Fitbits and associated mobile apps. It is essential to be prepared for issues that may arise in relation to participants’ interaction with the Fitbit tracker and mobile app. Before launching the intervention, it is highly advisable to conduct an orientation session to teach participants how to use the Fitbit tracker and mobile app in the context of the study. Our experiences showed that conducting orientation sessions is essential for the success of the intervention. We carried out orientation sessions with middle-aged and older Latinos (ie, BAILA TECH [12,13]), African American women with asthma (ie, ACTION [14]), older adults with HF (ie, iCardia4HF [15]), and low-income, minority adults with chronic diseases (ie, Virtual Coach [15]). Importantly, we also noticed that educational classes during the intervention were essential to enhance participants’ engagement and satisfaction with Fitbit [31].

Additionally, the research team should distribute a user manual containing a guide on how to execute basic tasks required by the study, troubleshooting of common issues, and answers to frequently asked questions (Multimedia Appendix 1). The Fitbit User Manual available online [32] is a great resource to guide the development of a customized manual. Our studies utilized the Fitbit User Manual as a template. In BAILA TECH [12,13],
ACTION [14], and iCardia 4HF [16], we added images and more in-depth information of Fitbit features that were essential to achieve the intervention goals and for the success of data collection (eg, syncing, charging). It is essential to use plain and accessible language according to participants’ educational attainment and literacy levels to facilitate comprehension of the manual. For example, in the BAILA TECH study [12,13], the manual was developed at a sixth-grade reading level.

Moreover, we recommend a run-in period (eg, 1 week) prior to baseline PA data collection to allow participants to familiarize themselves with the Fitbit device and its associated mobile app before the intervention starts. Run-in periods are useful in interventions with the use of technology since individuals often adopt and discontinue technology use at a different pace [33] and can flag the need for adaptations. If the study plans to collect PA data, the run-in period is essential. The first week is then disregarded, and the second week can be used for baseline PA assessment. This strategy was successfully adopted in the BAILA TECH study [12,13].

Identification of a superuser (eg, family member or research assistant) to assist with daily tasks and troubleshoot issues is also suggested. For example, the ACTION [14] and iCardia 4HF [16] studies had 2 research assistants available to assist participants via text messages or phone, and if needed, in-person meetings were scheduled to troubleshoot. Nevertheless, researchers should be aware that providing assistance on an individual basis will likely increase participant-research staff interaction, which should be acknowledged as a potential confounder. In the ACTION [14] study, participants in the control group also received Fitbits; in such cases, the researcher should ensure that both groups receive equal technical support (ie, availability of research staff to troubleshoot) to avoid imbalances between the 2 groups.

The next step is intervention delivery, which presents several challenges. We classified these challenges in 2 categories: (1) participant-mobile app interaction and (2) participant-Fitbit tracker interaction. One of the most common issues we experienced in all 4 studies with participant-mobile app interaction was related to infrequent syncing of the Fitbit tracker with the Fitbit mobile app, which can lead to data loss if not identified and addressed in a timely manner. Fitbit trackers can hold up to 7 days of intraday data and up to 31 days of cumulative data in their memory without syncing. When a user syncs, the data are transferred through the phone to the cloud-based server, and the tracker’s memory is flushed to create space for the new data. If the user does not sync within 7 days, the intraday data of the first day since the last sync are erased to create space for the new data of the eighth day, and so on. Thus, the process of syncing becomes critically important in interventions using Fitbits, especially if Fitbit is used as both an intervention and outcome assessment tool.

Without syncing, the research team does not have access to participants’ data and runs the risk of data loss. Detecting participants who have not synced periodically (maximum of 7 days) and addressing the issue as soon as possible are very important and quite challenging in larger studies. In general, participants either forget to sync or forget how to go through the syncing process. The Fitbit app offers a “sync automatically” option as long as the Bluetooth and internet connections are enabled and the app is active or running in the background. However, we noticed that many participants tend to turn off their Bluetooth or the app to save battery on their phone and then forget to turn them back on or access the app to sync. To address this challenge, study participants should have easy access to information on how to sync the tracker with the mobile app (eg, manual). We also recommend that the research staff closely monitor participants’ data daily (eg, via the platform).

It is easy to detect the participants who have not synced recently or if their Fitbit battery is low and subsequently send a notification (eg, via a text message, phone call, or email) to sync or charge their battery. Fitbit Charge 2 and other newer models display a battery notification on the tracker’s screen when the battery energy is below 20%. Therefore, a reminder from the research team may not be needed. In the BAILA TECH [12,13] and ACTION [14] studies, research assistants were tracking participants’ synced Fitbit data daily. After 3 days without syncing, research assistants contacted the participant via SMS reminding them to sync their Fitbit. The BAILA TECH study [12,13] delivered an intervention that allowed research assistants to meet participants twice a week, which made it easier to remind participants to sync their Fitbits in person. Another successful strategy we adopted in the iCardia 4HF [16] study was to send weekly text messages to all participants reminding them to sync. A feature implemented in the iCardia platform allowed us to send an automated reminder to selected participants when their last sync time exceeds a prespecified number of days decided by the research team (eg, 6 days).

A less common issue that impacted our ability to collect Fitbit data from several participants for days, especially in the ACTION [14] and BAILA TECH [12,13] studies, was a firmware update. During this update programmed by Fitbit, several participants were not able to perform the update by themselves and were also not able to sync their trackers with the mobile app. One important issue observed in BAILA TECH [12,13] is that many participants did not have enough memory space in their phone to allow updates. We often reminded participants to delete files on the phone and make sure the updates were completed before it interfered with the app function. While the update did not change Fitbit features on the tracker and mobile app, it required the research teams to meet with participants to solve this issue. Although not common, researchers should be aware that such updates might occur in the middle of the study and disrupt data collection for some participants who are less adept with technology.

Frequent updates also occur on the Fitbit app, usually without prior notification to the research team. Some updates are minor, addressing software issues such as bugs. However, other updates, involving the addition or removal of behavior change features or tools, are more disruptive and may have significant implications for the design and execution of a study. For example, in the iCardia 4HF study, changes to the app user interface while the study was ongoing required significant adjustments to study materials (eg, participants’ manual) and participant training or study onboarding sessions. Also, the addition of new features such as motivational messages (which
now appear at the top of the dashboard every time a user accesses the Fitbit app), guided exercise programs, guided mindfulness and meditation, social media interactions, and user notifications may introduce new intervention components beyond those desired or anticipated by the research team, which may have an impact on the study design and results. It is important for researchers to understand and assess the impact that these changes may have in their study, in order to come up with a strategy to either deactivate such features when they become available (if possible to avoid contamination of their intervention) or interview participants at the end of the study to better understand which of these features were used, how often, and how they may have contributed to the outcomes of interest (eg, steps, moderate-to-vigorous PA, sedentary time, wear time, and engagement).

The interaction between participants and the Fitbit tracker presents, in general, challenges related to broken Fitbit trackers or charging cables and losing the Fitbit. Losing the Fitbit demands prompt actions from the research staff. A study that utilized Fitbit Zip to monitor PA levels during 16 weeks in 50 participants reported that 14 participants lost their Fitbit, and some participants (the exact number was not reported) had issues with charging cables [34]. The problem with broken or lost Fitbits is that, in some instances, participants do not report it to the research staff in a timely manner. Participants should receive instructions in the orientation session and in the manual about the importance of reporting a broken or lost Fitbit. As mentioned earlier, the research staff team should monitor participants’ incoming data frequently, which in the case of a broken or lost Fitbit, would flag that the participant is not syncing the Fitbit.

To account for lost and broken Fitbits, the researcher should ensure at least a 10% Fitbit and charger surplus in study budgets in case replacements are needed. For example, in the ACTION study [14], 6 Fitbits broke, and 8 chargers were broken or lost and had to be replaced. In the BAILA TECH study [12,13], 1 Fitbit and 1 charger had to be replaced. As we had a surplus, the replacements were made quickly. Researchers also should anticipate that some participants may not be satisfied with the band color or material and that some bands can become discolored. Dissatisfaction with the Fitbit color or material can lead to reduced wear-time adherence. Therefore, we also suggest that when acquiring the Fitbits, a 10% surplus of bands of different colors and materials (eg, hypoallergenic, metal) should be purchased. Studies with follow-up durations ≥12 months may require a higher surplus (eg, 20%) given the short life expectancy of these devices and bands.

Monitoring adherence to wearing the Fitbit tracker and identifying epochs of non-wear time are 2 of the most critical and challenging factors for studies that rely on Fitbit data to assess changes in PA outcomes and also to deliver a personalized behavioral change intervention. A key feature that is currently missing from all Fitbit trackers is an advanced wear-time sensor to automatically detect when the device is removed. Without knowing when and for how long a study participant wore the Fitbit, it is difficult to monitor compliance and determine with certainty whether, for example, decreases in the number of steps and moderate-to-vigorous PA are due to sedentary behavior or nonadherence to wearing the Fitbit. Unlike research-grade activity tracking devices (eg, ActiGraph GT3X+), Fitbit PA trackers do not offer a capacitive touch technology or specialized software that can help researchers analyze the raw accelerometer data and identify epochs of nonwear time.

To address this challenge, in the BAILA TECH [12,13], ACTION [14], and iCardia4HF [16] trials, we developed and tested a novel method. This method captures continuous heart rate sensor data measured at 1- to 5-second intervals and uses this data to calculate minutes of nonwear time based on the absence of a heart pulse for 60 or more seconds. Data collection and calculation are done by the iCardia platform using the Fitbit Web API. This method is susceptible to errors if a study participant is not properly wearing the tracker on the wrist (eg, too loose or too tight). Although, with adequate personnel training and monitoring, this method has allowed our research team to gather critical wear-time data to determine compliance and distinguish between real and spurious sedentary time [22]. Importantly, this method can only be implemented with Fitbit activity trackers that have a heart rate sensor (some Fitbit models do not have this feature).

Regardless of the type of issue faced during the intervention period, we learned a single strategy that helped to address most of the challenges during the intervention delivery: devoting time to in-person intervention meetings or placing telephone calls when necessary to discuss potential challenges or issues associated with the use of Fitbit. Across the studies we conducted, we dedicated a portion of the in-person meeting to Fitbit-related content [9,10,20,35]. During this time, participants were free to externalize any concerns or issues related to Fitbit use, and research staff were ready to assist with possible problems or questions. We also recommend that, at these meetings, research staff should be available to address issues on an individual basis since some might need extra time to be resolved.

We display a summary of the challenges and solutions or strategies at the intervention delivery stage of the study in Table 3.
The process of Fitbit data collection and management is continuous throughout the study and requires the use of several data exportation and organization practices by research staff members. Ideally, we recommend that data should be exported from the third-party platforms, researchers’ platform, or Fitbit’s website at least once a week. Data are exported in a comma-delimited format (.csv) and should be appropriately organized by research staff according to the study’s needs. In our experience with the BAILA TECH [12,13] and ACTION [14] studies, each week of data has a spreadsheet with all the variables of interest. This spreadsheet is comprised of daily data (ie, wear time; time spent in light, moderate, vigorous, and moderate-to-vigorous PA; and sedentary behavior) for each participant, as well as an average of each variable for each participant for that week and a grand average of all participants for that week. Importantly, the spreadsheet needs to determine valid days of data according to the wear-time rules previously adopted. Days deemed as nonvalid should not be included in participants’ average, following the standard practice of studies measuring PA with accelerometry [36]. For example, if in a given week, the participant had 5 valid days and 2 nonvalid days of data, the average should be calculated based on the 5 valid days. Once the intervention data collection with Fitbit is complete, a new master spreadsheet should be created with participants’ average of all the periods Fitbit was collecting data.

We display a summary of the challenges and solutions or strategies at the data management stage of the study in Table 4.

<table>
<thead>
<tr>
<th>Challenges</th>
<th>Strategies and solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syncing-related issues include risk of data loss due to study participants forgetting to sync their Fitbit tracker with the mobile app, participants not knowing or remembering how to sync, Bluetooth turned off, internet turned off; login issues include logging off accidentally and forgetting credentials.</td>
<td>Offer written step-by-step instructions on how often and how to sync their tracker with the Fitbit mobile app to minimize data loss; send weekly text messages reminding all participants to sync their Fitbits or target only those who have not synced periodically; email or text participants with step-by-step troubleshooting; contact the superuser; ask participants to write down login credentials in the manual or another place of easy access.</td>
</tr>
<tr>
<td>Accidental deletion of Fitbit tracker</td>
<td>Notify participants about app updates; update the participants’ manual; determine how to handle the introduction of new features or behavior change techniques (eg, behavioral notifications about PA or CV^b health) according to study needs.</td>
</tr>
</tbody>
</table>

^aMost Fitbit trackers can save up to 7 days of intraday data and up to 31 days of cumulative data in their memory without syncing. After that time, data are erased from the tracker to create space for the new data. This creates a risk for potential data loss if study participants do not sync their tracker regularly.

^bCV: cardiovascular.

Data Management

Although Fitbit provides a vast amount of data, some critical data (eg, wear time) are either not readily available through Fitbit’s Web API or not accurate. For those trackers that capture continuous heart rate, these data can be used as a proxy for wear time. Third-party authorized platforms (eg, iCardia) automatically calculate Fitbit wear time based on the incoming heart rate data. However, if using heart rate data directly from the Fitbit platform, research staff need to develop rules for determining wear time and manually identify gaps in heart rate that indicated nonwear time. This tedious and challenging process requires a considerable amount of time and is not advisable due to time requirements and increased likelihood of wrongly estimating wear time. Nonetheless, we recognize that this might be the only option due to Fitbit’s limitation in offering complete wear-time data.

The process of Fitbit data collection and management is continuous throughout the study and requires the use of several data exportation and organization practices by research staff members. Ideally, we recommend that data should be exported from the third-party platforms, researchers’ platform, or Fitbit’s website at least once a week. Data are exported in a comma-delimited format (.csv) and should be appropriately organized by research staff according to the study’s needs. In our experience with the BAILA TECH [12,13] and ACTION [14] studies, each week of data has a spreadsheet with all the variables of interest. This spreadsheet is comprised of daily data (ie, wear time; time spent in light, moderate, vigorous, and moderate-to-vigorous PA; and sedentary behavior) for each participant, as well as an average of each variable for each participant for that week and a grand average of all participants for that week. Importantly, the spreadsheet needs to determine valid days of data according to the wear-time rules previously adopted. Days deemed as nonvalid should not be included in participants’ average, following the standard practice of studies measuring PA with accelerometry [36]. For example, if in a given week, the participant had 5 valid days and 2 nonvalid days of data, the average should be calculated based on the 5 valid days. Once the intervention data collection with Fitbit is complete, a new master spreadsheet should be created with participants’ average of all the periods Fitbit was collecting data.

We display a summary of the challenges and solutions or strategies at the data management stage of the study in Table 4.

Table 3. Challenges and solutions or strategies for utilizing the Fitbit physical activity (PA) tracker in health interventions at the intervention delivery stage.

<table>
<thead>
<tr>
<th>Challenges</th>
<th>Strategies and solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syncing-related issues include risk of data loss due to study participants forgetting to sync their Fitbit tracker with the mobile app, participants not knowing or remembering how to sync, Bluetooth turned off, internet turned off; login issues include logging off accidentally and forgetting credentials.</td>
<td>Offer written step-by-step instructions on how often and how to sync their tracker with the Fitbit mobile app to minimize data loss; send weekly text messages reminding all participants to sync their Fitbits or target only those who have not synced periodically; email or text participants with step-by-step troubleshooting; contact the superuser; ask participants to write down login credentials in the manual or another place of easy access.</td>
</tr>
<tr>
<td>Accidental deletion of Fitbit tracker</td>
<td>Notify participants about app updates; update the participants’ manual; determine how to handle the introduction of new features or behavior change techniques (eg, behavioral notifications about PA or CV^b health) according to study needs.</td>
</tr>
</tbody>
</table>

^aMost Fitbit trackers can save up to 7 days of intraday data and up to 31 days of cumulative data in their memory without syncing. After that time, data are erased from the tracker to create space for the new data. This creates a risk for potential data loss if study participants do not sync their tracker regularly.

^bCV: cardiovascular.

Data Management

Although Fitbit provides a vast amount of data, some critical data (eg, wear time) are either not readily available through Fitbit’s Web API or not accurate. For those trackers that capture continuous heart rate, these data can be used as a proxy for wear time. Third-party authorized platforms (eg, iCardia) automatically calculate Fitbit wear time based on the incoming heart rate data. However, if using heart rate data directly from the Fitbit platform, research staff need to develop rules for determining wear time and manually identify gaps in heart rate that indicated nonwear time. This tedious and challenging process requires a considerable amount of time and is not advisable due to time requirements and increased likelihood of wrongly estimating wear time. Nonetheless, we recognize that this might be the only option due to Fitbit’s limitation in offering complete wear-time data.

The process of Fitbit data collection and management is continuous throughout the study and requires the use of several data exportation and organization practices by research staff members. Ideally, we recommend that data should be exported from the third-party platforms, researchers’ platform, or Fitbit’s website at least once a week. Data are exported in a comma-delimited format (.csv) and should be appropriately organized by research staff according to the study’s needs. In our experience with the BAILA TECH [12,13] and ACTION [14] studies, each week of data has a spreadsheet with all the variables of interest. This spreadsheet is comprised of daily data (ie, wear time; time spent in light, moderate, vigorous, and moderate-to-vigorous PA; and sedentary behavior) for each participant, as well as an average of each variable for each participant for that week and a grand average of all participants for that week. Importantly, the spreadsheet needs to determine valid days of data according to the wear-time rules previously adopted. Days deemed as nonvalid should not be included in participants’ average, following the standard practice of studies measuring PA with accelerometry [36]. For example, if in a given week, the participant had 5 valid days and 2 nonvalid days of data, the average should be calculated based on the 5 valid days. Once the intervention data collection with Fitbit is complete, a new master spreadsheet should be created with participants’ average of all the periods Fitbit was collecting data.

We display a summary of the challenges and solutions or strategies at the data management stage of the study in Table 4.

Table 3. Challenges and solutions or strategies for utilizing the Fitbit physical activity (PA) tracker in health interventions at the intervention delivery stage.

<table>
<thead>
<tr>
<th>Challenges</th>
<th>Strategies and solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syncing-related issues include risk of data loss due to study participants forgetting to sync their Fitbit tracker with the mobile app, participants not knowing or remembering how to sync, Bluetooth turned off, internet turned off; login issues include logging off accidentally and forgetting credentials.</td>
<td>Offer written step-by-step instructions on how often and how to sync their tracker with the Fitbit mobile app to minimize data loss; send weekly text messages reminding all participants to sync their Fitbits or target only those who have not synced periodically; email or text participants with step-by-step troubleshooting; contact the superuser; ask participants to write down login credentials in the manual or another place of easy access.</td>
</tr>
<tr>
<td>Accidental deletion of Fitbit tracker</td>
<td>Notify participants about app updates; update the participants’ manual; determine how to handle the introduction of new features or behavior change techniques (eg, behavioral notifications about PA or CV^b health) according to study needs.</td>
</tr>
</tbody>
</table>

^aMost Fitbit trackers can save up to 7 days of intraday data and up to 31 days of cumulative data in their memory without syncing. After that time, data are erased from the tracker to create space for the new data. This creates a risk for potential data loss if study participants do not sync their tracker regularly.

^bCV: cardiovascular.
Table 4. Challenges and solutions or strategies for utilizing the Fitbit physical activity (PA) tracker in health interventions at the data management stage.

<table>
<thead>
<tr>
<th>Challenges</th>
<th>Strategies and solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Determining Fitbit wear time</td>
<td></td>
</tr>
<tr>
<td>Individualized manual approach (not recommended for large studies)</td>
<td>Review participants’ daily heart rate data through the Fitbit platform to identify gaps indicating nonwear time and develop rules for determining adherence to wearing Fitbit.</td>
</tr>
<tr>
<td>Automated approach</td>
<td>Utilize an existing platform or application (eg, iCardia, Fitabase) that will automatically calculate Fitbit wear time based on the incoming heart rate data or develop your own application to remotely collect the data utilizing Fitbit’s Web API.</td>
</tr>
<tr>
<td>Accuracy of sedentary minutes calculated by Fitbit</td>
<td>Calculate adjusted sedentary time based on heart rate and wear-time data.</td>
</tr>
<tr>
<td>Data export</td>
<td>Export and organize participant data weekly and before study closeout.</td>
</tr>
</tbody>
</table>

aAPI: application programming interface.

Study Closeout

Once the intervention is concluded, Fitbit data collection should cease. There are several actions that research staff should take to guarantee Fitbit data are not collected after the end of the study, which would violate institutional review board and HIPAA regulations. If the researcher is using a third-party platform, research staff should access each participants’ Fitbit account and revoke access to the third-party platform. Importantly, this action will not affect the ability to export data that were already shared with the platform, and it will only stop the sharing of incoming data. If participants are allowed to keep the Fitbit after the end of the study, it is necessary to replace the email associated with the Fitbit account with the participants’ personal emails. Research staff should provide orientation (eg, step-by-step document on how to replace the email) to study participants on how to dissociate the study’s email account with the Fitbit account, or the research team can do it for participants to ensure that the email is dissociated. For example, in the ACTION [14], Virtual Coach, and BAILA TECH [12,13] studies, we developed a guide on how to dissociate the study account email with the Fitbit account. Participants should be given a time period to replace the email (eg, 1 month). In case participants do not replace the email within the time period, the research team should delete the Fitbit account permanently.

We display a summary of the challenges and solutions or strategies at the study closeout stage of the study in Table 5.

Table 5. Challenges and solutions or strategies for utilizing the Fitbit physical activity (PA) tracker in health interventions at the study closeout stage.

<table>
<thead>
<tr>
<th>Challenges</th>
<th>Strategies and solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensuring IRBa compliance with data collection</td>
<td>If using a third-party platform, revoke access on Fitbit’s website at the end of the study, dissociate the study email on the Fitbit account, create step-by-step instructions on how to dissociate the study email account from the Fitbit account; if not dissociated, delete the Fitbit account; delete the study email account; follow IRB guidelines for data destruction.</td>
</tr>
</tbody>
</table>

aIRB: institutional review board.

Discussion

In this paper, we described a number of key challenges associated with the use of Fitbit as an intervention or PA measurement tool. Difficulties with the use of Fitbit in research are encountered throughout the entire research process. Researchers should be prepared to address challenges and issues in a timely fashion to ensure that the Fitbit effectively assists participants and researchers in achieving the research goals. Most of the challenges can be addressed with proper staff training and a complete manual of operations.

We conceived and developed this paper to facilitate the understanding, uptake, and utilization of Fitbit as an mHealth tool to promote behavior change. While we aimed to present a series of challenges that researchers might encounter when using Fitbit in their research along with strategies to address these, we acknowledge that these strategies are not definitive. Their feasibility and effectiveness might vary depending on several factors (eg, funding, research staff experience and size, and research goals). Further, while our experience was with Fitbit PA trackers, many of the challenges and proposed solutions may be considered when using other commercial PA trackers, yet it was beyond the scope of this paper to make any direct comparison with them or attempt to explain how these challenges and solutions may apply to other PA trackers. We hope that our shared experiences will act as a guideline to help researchers to make conscious choices on the use of Fitbit in their research, as well as assist with more effective and intentional use of Fitbit in the research realm.
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Abstract

Background: Major depressive disorder (MDD) is a common mental illness characterized by persistent sadness and a loss of interest in activities. Using smartphones and wearable devices to monitor the mental condition of patients with MDD has been examined in several studies. However, few studies have used passively collected data to monitor mood changes over time.

Objective: The aim of this study is to examine the feasibility of monitoring mood status and stability of patients with MDD using machine learning models trained by passively collected data, including phone use data, sleep data, and step count data.

Methods: We constructed 950 data samples representing time spans during three consecutive Patient Health Questionnaire-9 assessments. Each data sample was labeled as Steady or Mood Swing, with subgroups Steady-remission, Steady-depressed, Mood Swing-drastic, and Mood Swing-moderate based on patients’ Patient Health Questionnaire-9 scores from three visits. A total of 252 features were extracted, and 4 feature selection models were applied; 6 different combinations of types of data were experimented with using 6 different machine learning models.

Results: A total of 334 participants with MDD were enrolled in this study. The highest average accuracy of classification between Steady and Mood Swing was 76.67% (SD 8.47%) and that of recall was 90.44% (SD 6.93%), with features from all types of data being used. Among the 6 combinations of types of data we experimented with, the overall best combination was using call logs, sleep data, step count data, and heart rate data. The accuracies of predicting between Steady-remission and Mood Swing-drastic, Steady-remission and Mood Swing-moderate based on patients’ Patient Health Questionnaire-9 scores from three visits. A total of 252 features were extracted, and 4 feature selection models were applied; 6 different combinations of types of data were experimented with using 6 different machine learning models.

Conclusions: Our proposed method could be used to monitor mood changes in patients with MDD with promising accuracy by using passively collected data, which can be used as a reference by doctors for adjusting treatment plans or for warning patients and their guardians of a relapse.

Trial Registration: Chinese Clinical Trial Registry ChiCTR1900021461; http://www.chictr.org.cn/showprojen.aspx?proj=36173
Introduction

Depression is a common mental illness characterized by persistent sadness and a loss of interest in activities that people normally enjoy, accompanied by an inability to carry out daily activities for 14 days or longer [1]. The latest estimates from the World Health Organization show that more than 300 million people are now living with depression, and it has increased by more than 18% between 2005 and 2015. Treatment of major depressive disorder (MDD) usually spans a long period (no less than 6 months). Receiving continuous and long-term maintenance treatment could reduce or even prevent relapse. It is essential for doctors to monitor patients’ condition and symptoms to provide appropriate treatment. However, it is impossible for doctors to track the patients’ condition every day as patients revisit their doctors twice a month in an ideal case. Besides, it is not easy for patients to provide a precise description of their conditions for the past several weeks; sometimes, the answer could be as vague as an OK.

This study analyzed daily phone usage data, sleep data, and step count data of patients with MDD and their self-evaluated mood scores. According to a study on smartphone ownership across countries, of the top 20 countries reported, an average of 73.45% (SD 10.79%) of adults own a smartphone [2]. According to the China Netcasting Services Association [3], the average time people spend on mobile internet using their smartphones is 341.2 minutes per day in China. With the rapid evolution of smartphone and wearable device technologies, many internet-based mental health services have emerged. Many researchers are focusing on using smartphone usage data to infer mood [4-8]. Sleep and sports data collected by mobile sensors have also been studied by researchers as an inference of mood [9-13]. Jacobson et al [14] used movement and light data to assess depression severity. Cho et al [15] predicted the mood state of patients with MDD in the next 3 days using passively collected data from smartphones. Merikangas et al [16] examined the association among motor activity, energy, mood, and sleep in adults with mental disorders. Cao et al [17] used smartphone-based self-reports, parent evaluations, and passive phone sensor data to monitor depressive symptoms of adolescent patients with MDD. Canzian et al [18] investigated the correlation between patterns of human mobility and emotional states of depressive patients using GPS data collected from smartphones.

When reviewing works on mental state monitoring and predicting, we found that there are 2 major approaches: (1) training a generic model using all data collected and (2) building a personalized model for each patient. During data preprocessing, we observed differences in phone usage routines among patients. Owing to the nature of Patient Health Questionnaire-9 (PHQ-9), which reflects a patient’s mental state for the past week, there were limited data samples for each patient to build a personalized model. To eliminate individual differences between patients, we examined the correlation between the change in phone usage routine, sleep data, and step count and the change in the patient’s level of depression.

The main objective of this study is to examine the feasibility and technical foundation of monitoring variations in depression levels in patients with MDD during a period based on the amount of variation in smartphone usage data, sleep data, and step count data. We then analyzed different models trained by data to determine which types of behaviors were most affected by the change in their depression level.

Methods

Smartphone-Based Depression App Design

We designed an app called Mood Mirror to track and record patients’ daily activities and mood (Figures 1 and 2). The goal was to collect phone usage data and physical data passively with minimal human action. Owing to the limitations of access to app usage on the iOS platform, our Mood Mirror app only supported the Android platform. The app requires users to wear a wristband that we provided to collect sleep, heart rate, and step count data.

The Mood Mirror app consists of 2 main parts: self-evaluation of mood condition and data collection. The app sends a notification to the user every day at 8 PM to use the Visual Analog Scale (VAS) to evaluate their mood of the day on a scale of −3 to 3, with −3 indicating sadness and 3 indicating happiness (Figure 3). The app also provides multiple self-rating tools such as PHQ-9 and Generalized Anxiety Disorder-7 (Figure 4). Users could use these tools to evaluate their mental state anytime. Meanwhile, with users’ consents, the Mood Mirror app runs in the background to collect phone usage data, including call logs, text message logs, app usage logs, GPS, and screen on and off status. These phone usage data would be uploaded instantly to our server. In addition, the app is able to connect with the wristband that is provided via Bluetooth. The data collected by the wristband would first be stored locally and uploaded to our server when the user connects with the wristband using the Mood Mirror app. The Mood Mirror app also allows users to record their medication prescriptions and side effects to keep track of their conditions. All patients provided written informed consent to participate in the study. Users are able to track their mood variation history, sleep data, and step count via the Mood Mirror app. The Mood Mirror app would send notifications to remind users to keep recording their mood if the app was not used for more than 3 days.

In this study, we selected Mi Band 2 (Xiaomi Corporation), a top-selling wristband model that was sold to millions in China at the time. According to the product description, the data collected were calibrated in their research and development laboratory, and their algorithms of sleep and sports have been widely accepted.
To collect phone usage data that could reflect a subject’s real daily routine, subjects were asked to install the Mood Mirror app on their own phone. The app was tested on more than 20 different models for sale at the time from top-selling brands such as HUAWEI, Xiaomi, and OPPO and had also been tested on different Android operating systems for its compatibility.

Figure 1. Home screen of the Mood Mirror app.
Figure 2. Screenshot of the menu page.
Figure 3. Screenshot of filling the Visual Analog Scale.
Figure 4. Screenshot of filling Patient Health Questionnaire-9.

Study Design

This was a multisite, noninterventional prospective study. The study was conducted at 4 psychiatric hospitals or units in general hospitals in Beijing, China. The protocol was approved by the Independent Medical of Ethics Committee Board of Beijing Anding Hospital and the other 3 sites (ethical approval no. 2018-119-201917FS-2). All patients provided written informed consents to participate in the study.

The study was designed to establish a correlation between clinician rating scales, self-rating scales, and passive collected phone usage measures for patients with depression. There were 4 types of data being collected:

1. Physician rating scales, including the Hamilton Depression Rating Scale, were performed by psychiatrists at each visit.
2. Self-rating scales, including PHQ-9, were performed by participants biweekly via the Mood Mirror app.
3. Daily immediate mood was recorded by participants using the VAS via the Mood Mirror app.
4. Phone usage data, including call logs, text message logs, app usage logs, GPS, and screen on and off status, were analyzed.
5. Wristband data, including sleep data, step count, and heart rate, were analyzed.

The study lasted for 12 weeks, and all participants were asked to check in with their doctors and complete the self-rating scales at weeks 0, 2, 4, 8, and 12. There was no restriction to their treatment.

All participants were explained about the study, the design of the app, and the types of data being collected by it. Each participant was then instructed to install the Mood Mirror app on his or her personal smartphone and given a wristband. Participants would connect the wristband to the app and allow the app to gain access to certain data under the assistance of a research assistant and complete self-rating scales.

During the follow-up visits, all participants were asked to record their mood status daily and complete PHQ-9 biweekly via the Mood Mirror app.

Participants
All participants were recruited from outpatient clinics at 4 sites in Beijing from February 2019 to April 2020. Participants were outpatients aged 18 to 60 years and had been diagnosed with MDD according to the Diagnostic and Statistical Manual of Mental Disorders, fourth edition criteria. Participants were excluded if they had Axis I primary psychiatric diagnosis other than MDD or had a diagnosis of substance abuse. Clinicians introduced the study to patients who met the study criteria in outpatient clinics. If the patients who own an Android phone were interested, the clinician would refer the patients to the research center, and a research assistant would explain the study in detail. If the patients agreed to participate in the study, the research assistant would ask them to sign an informed consent form and help with the app and wristband setups. Participants received ¥100 (US $15.5) for each follow-up visit.

Data Preprocessing and Feature Extraction

Data Preprocessing
The focus of this study is to monitor mood changes in patients with depression. To do so, the data needed to be resampled and labeled.

For each patient, every 3 consecutive PHQ-9 results and the data collected between the first and the last PHQ-9 evaluation day would be treated as 1 data sample. The data were then divided into 2 parts: (1) data collected between the first and second PHQ-9 evaluation day and (2) data collected between the second and third PHQ-9 evaluation day. These 2 parts are called PHQ-9 periods (Figure 5). As participants were allowed to complete the PHQ-9 tests and submit the scores at any time, the sample would be discarded if either period lasts less than 1 week as the PHQ-9 test mostly reflects the patient’s mental state for the past week. The sample would also be discarded if there were less than 3 days of effective data in either period.

The samples were then labeled into 2 groups and 4 subgroups using 3 PHQ-9 results of each data sample according to the criteria shown in Table 1.
Table 1. Data labels and criteria.

<table>
<thead>
<tr>
<th>Label</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Steady</strong></td>
<td>All three PHQ-9 results ≤ 5</td>
</tr>
<tr>
<td>Remission</td>
<td>All three PHQ-9 results ≥ 11 and PHQ-9_max - PHQ-9_min &lt; 5</td>
</tr>
<tr>
<td>Depressed</td>
<td></td>
</tr>
<tr>
<td><strong>Swing</strong></td>
<td>PHQ-9_max - PHQ-9_min ≥ 10</td>
</tr>
<tr>
<td>Drastic</td>
<td>PHQ-9_max - PHQ-9_min ≥ 5</td>
</tr>
<tr>
<td>Moderate</td>
<td></td>
</tr>
</tbody>
</table>

*aPHQ-9: Patient Health Questionnaire-9.*

**Feature Extraction**

As data collected by the smartphone and the wristband were in different forms, the features extracted were different. There were, however, certain types of collected data that were not used in the following study based on common sense judgment and the quality of collected data. For example, text message data were not used because of the popularity of the instant messaging app WeChat. People rarely send text messages using SMS, and there was a large amount of junk messages sent by merchants and service providers. The music data were not used as well; owing to technical problems, the names of the songs were mixed with lyrics and it was difficult to clean the data without human involvement. The details of each data type that were used and extracted features are explained next.

**Call Logs**

It is widely believed that phone call is the key feature that reflects one’s status of social life. For each phone call, the type of call (incoming, outgoing, or rejected), duration, and phone number were logged. The time of the call being made (by hour), the duration of each phone call, the number of different people the phone call was made to or from, and the entropy of callers were extracted from each type of call (incoming, outgoing, and rejected) and for all phone calls during each period.

The entropy H(X) was calculated as follows:

\[ H(X) = -\sum P(X) \log_2[P(X)] \]

where P(X) is the probability of the occurrence of event X.

Each caller was considered as an event, and the probability was calculated based on the number of times he or she called, was called, or was rejected.

The difference, mean value, and SD of each feature from both PHQ-9 periods were then calculated for each data sample.

**Phone Usage**

The overall phone usage was calculated based on the phone screen on and off status. The Mood Mirror app logged the timestamp when the smartphone was activated or locked by the user either automatically or manually. The number of times and the duration of smartphone used were calculated by screen on and off data. The average and median of phone usage duration and the average and median of the number of times of phone usage were calculated for each period. In addition, the average duration of phone usage for each period the phone was activated was calculated. The ratio of the phone usage duration in the morning (6 AM to noon) to all day phone usage duration was calculated as well as the ratio in the afternoon (noon to 6 PM) and the ratio at night (6 PM to midnight).

The difference, mean value, and SD of each feature from both PHQ-9 periods were then calculated for each data sample.

**App Usage**

Apps were grouped into the following 8 categories (Table 2).

For each group, the following features were calculated:

1. The average, SD, and entropy of the app usage duration.
2. The duration of app usage in the following period: midnight to 3 AM, 3 AM to 6 AM, 6 AM to 9 AM, 9 AM to noon, noon to 3 PM, 3 PM to 6 PM, 6 PM to 9 PM, 9 PM to midnight.
3. The average, SD, and entropy of the number of times of apps being used.
4. The number of times apps were used in the following period: midnight to 3 AM, 3 AM to 6 AM, 6 AM to 9 AM, 9 AM to noon, noon to 3 PM, 3 PM to 6 PM, 6 PM to 9 PM, 9 PM to midnight.

The entropy H(X) was calculated as follows:

\[ H(X) = -\sum P(X) \log_2[P(X)] \]

where P(X) is the probability of the occurrence of event X.
Each app category was considered as an event, and the probability was calculated based on the number of times and the duration of that category of app being used.

As messaging is one of the most common ways that people are using recently to communicate with each other, the ratio of the duration of using instant messaging apps to the duration of all apps being used was calculated as a feature to partially represent one’s social life.

The difference, mean value, and SD of each feature from 2 PHQ-9 periods were then calculated for each data sample.

**Sleep and Step Count**

The sleep and step count data were collected using a wristband. There are 4 types of wristband data: activity, light sleep, deep sleep, and not worn.

The wristband uploaded one data packet per minute, containing timestamp, data type, activity intensity, step count, and heart rate.

For sleep data, the average, median, and SD of light sleep, deep sleep, and total sleeping durations were calculated. The ratio of the light sleep duration to the total sleep duration and the ratio of the deep sleep duration to the total sleep duration were calculated as a reference of sleep quality. The time of falling into sleep and wake-up time were also used as features to estimate the user’s daily routine.

For step count data, the total step count for each period was calculated. The average, median, and SD of daily step count and of the following period were calculated as well: midnight to 3 AM, 3 AM to 6 AM, 6 AM to 9 AM, 9 AM to noon, noon to 3 PM, 3 PM to 6 PM, 6 PM to 9 PM, and 9 PM to midnight.

The difference, mean value, and SD of each feature from both PHQ-9 periods were then calculated for each data sample.

**Heart Rate**

Heart rate data were collected using a wristband with a sampling rate of one piece of data per minute. Heart rate data were collected only when the wristband detected the user was in a light sleep mode or in a deep sleep mode.

A cosinor analysis (cosine curve fitting) was performed on heart rate data of each night. The amplitude, acrophase (peak), mesor (mean), and r-squared value (strength) were then generated from the cosine curve, and the average, median, and SD were calculated.

The difference, mean value, and SD of each feature from both PHQ-9 periods were then calculated for each data sample.

### Feature Selection and Machine Learning Models

#### Feature Selection

With all calculated features, it was important to determine which subset of features could best describe the difference between participants who were in a steady mood and those with a mood swing. In this study, 2 different feature selection models were experimented to find a better subset of features that delivered the best accuracy and recall of classification and to avoid overfitting of data.

**L1-Based Feature Selection**

The L1-based feature selection method takes advantage of the fact that linear models using L1 regularization have sparse solutions. L1 regularization adds the sum of the absolute values of the coefficient as a penalty term. Owing to the inherent linear dependence on the model parameters, L1 regularization disables irrelevant features and produces sparse sets of features [19].

**Tree-Based Feature Selection**

The tree-based feature selection method adopts the interpretability of the tree model. The importance score of each feature is calculated, with each feature contributing to the final decision. By ranking all the importance scores, the features with lower scores contribute less to the final decision and can be removed.

#### Machine Learning Models

In this study, some of the most classic machine learning (ML) models were deployed to learn from the features extracted earlier and make predictions. To obtain a more accurate result, 10-fold cross-validation was performed for each subset of features of each model.

The average accuracy rate and recall rate of all 10 folds were calculated to estimate the performance of the model.
The ML models used were support vector machines (SVMs), K-nearest neighbors, decision trees, naïve Bayes, random forest, and logistic regression.

**SVM**
An SVM is a supervised ML model that can be used for classification. The SVM algorithm creates a line, a hyperplane, or a set of hyperplanes and maximizes the margin around it to separate data into classes.

**Decision Tree**
A decision tree is a tree-like predictive model. In a decision tree, each interior node represents an input feature, the leaf node represents the class label, and the branches represent the decision-making progress from nodes to leaves.

**Random Forest**
Random forests, as shown in Figure 6, are a combination of tree predictors such that each tree depends on the values of a random vector sampled independently and with the same distribution for all trees in the forest [20]. It is an ensemble learning method for classification. Random forests grow many decision trees. When classifying, the input is put to each decision tree and each tree returns a classification result, and the trees vote for the final result. The forest then returns the final classification result with the most votes [21].

![Figure 6. Mechanism of a random forest.](image)

**Results**
A total of 334 participants were enrolled in this study. Owing to technical limitations and participants’ different degrees of involvement, the amount of usable data samples is limited. Of 334 participants, 261 contributed 950 data samples that were suitable for analysis. As the data collection mechanisms differed between the Mood Mirror app and the wristband, there were discrepancies between the number of phone usage data samples and the number of sleep data samples. The numbers of data samples used for each model are shown in Tables 3-8.

<table>
<thead>
<tr>
<th>Two classes or subclasses being predicted (number of data samples)</th>
<th>Features selected, n</th>
<th>Best ML a model</th>
<th>Average percent accuracy (SD)</th>
<th>Average percent recall (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady (n=144) and Swing (n=234)</td>
<td>4</td>
<td>Random forest</td>
<td>66.76 (4.94)</td>
<td>80.93 (7.72)</td>
</tr>
<tr>
<td>Steady-remission (n=25) and Swing-drastic (n=75)</td>
<td>36</td>
<td>Random forest</td>
<td>70.74 (6.62)</td>
<td>77.58 (7.12)</td>
</tr>
<tr>
<td>Steady-remission (n=25) and Swing-moderate (n=159)</td>
<td>7</td>
<td>Random forest</td>
<td>80.92 (5.34)</td>
<td>95.50 (2.30)</td>
</tr>
<tr>
<td>Steady-depressed (n=119) and Swing-drastic (n=75)</td>
<td>10</td>
<td>Decision Tree</td>
<td>66.18 (6.31)</td>
<td>65.71 (6.99)</td>
</tr>
<tr>
<td>Steady-depressed (n=119) and Swing-moderate (n=159)</td>
<td>34</td>
<td>Random forest</td>
<td>75.23 (3.75)</td>
<td>88.99 (6.00)</td>
</tr>
</tbody>
</table>

aML: machine learning.
Table 4. Classification result using selected features of sleep data.

<table>
<thead>
<tr>
<th>Two classes or subclasses being predicted (number of data samples)</th>
<th>Features selected, n</th>
<th>Best ML(^a) model</th>
<th>Average percent accuracy (SD)</th>
<th>Average percent recall (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady (n=230) and Swing (n=382)</td>
<td>48</td>
<td>Random forest</td>
<td>72.70 (4.74)</td>
<td>90.80 (3.92)</td>
</tr>
<tr>
<td>Steady-remission (n=88) and Swing-drastic (n=124)</td>
<td>44</td>
<td>Random forest</td>
<td>77.34 (7.50)</td>
<td>90.61 (6.23)</td>
</tr>
<tr>
<td>Steady-remission (n=88) and Swing-moderate (n=258)</td>
<td>17</td>
<td>Random forest</td>
<td>84.46 (5.94)</td>
<td>97.38 (2.95)</td>
</tr>
<tr>
<td>Steady-depressed (n=142) and Swing-drastic (n=124)</td>
<td>48</td>
<td>Random forest</td>
<td>68.87 (9.34)</td>
<td>67.09 (9.19)</td>
</tr>
<tr>
<td>Steady-depressed (n=142) and Swing-moderate (n=258)</td>
<td>5</td>
<td>Random forest</td>
<td>74.75 (5.96)</td>
<td>90.37 (5.18)</td>
</tr>
</tbody>
</table>

\(^a\)ML: machine learning.

Table 5. Classification result using selected features of step count data.

<table>
<thead>
<tr>
<th>Two classes or subclasses being predicted (number of data samples)</th>
<th>Features selected, n</th>
<th>Best ML(^b) model</th>
<th>Average percent accuracy (SD)</th>
<th>Average percent recall (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady (n=138) and Swing (n=246)</td>
<td>11</td>
<td>Random forest</td>
<td>69.24 (5.84)</td>
<td>86.97 (7.35)</td>
</tr>
<tr>
<td>Steady-remission (n=31) and Swing-drastic (n=78)</td>
<td>10</td>
<td>KNN(^b)</td>
<td>76.09 (4.89)</td>
<td>96.53 (5.32)</td>
</tr>
<tr>
<td>Steady-remission (n=31) and Swing-moderate (n=168)</td>
<td>9</td>
<td>Random forest</td>
<td>85.42 (5.69)</td>
<td>99.41 (1.76)</td>
</tr>
<tr>
<td>Steady-depressed (n=107) and Swing-drastic (n=78)</td>
<td>8</td>
<td>Logistic regression</td>
<td>70.35 (6.57)</td>
<td>84.16 (11.82)</td>
</tr>
<tr>
<td>Steady-depressed (n=107) and Swing-moderate (n=168)</td>
<td>12</td>
<td>Random forest</td>
<td>72.33 (7.55)</td>
<td>84.57 (8.41)</td>
</tr>
</tbody>
</table>

\(^a\)ML: machine learning.  
\(^b\)KNN: K-nearest neighbors.

Table 6. Classification result using selected features of heart rate data.

<table>
<thead>
<tr>
<th>Two classes or subclasses being predicted (number of data samples)</th>
<th>Features selected, n</th>
<th>Best ML(^b) model</th>
<th>Average percent accuracy (SD)</th>
<th>Average percent recall (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady (n=80) and Swing (n=122)</td>
<td>20</td>
<td>Random forest</td>
<td>75.19 (8.38)</td>
<td>91.92 (6.71)</td>
</tr>
<tr>
<td>Steady-remission (n=18) and Swing-drastic (n=48)</td>
<td>9</td>
<td>KNN(^b)</td>
<td>75.48 (16.53)</td>
<td>85.17 (15.10)</td>
</tr>
<tr>
<td>Steady-remission (n=18) and Swing-moderate (n=74)</td>
<td>13</td>
<td>KNN</td>
<td>82.67 (10.03)</td>
<td>97.64 (4.73)</td>
</tr>
<tr>
<td>Steady-depressed (n=62) and Swing-drastic (n=48)</td>
<td>8</td>
<td>Decision tree</td>
<td>74.55 (13.97)</td>
<td>73.79 (16.04)</td>
</tr>
<tr>
<td>Steady-depressed (n=62) and Swing-moderate (n=74)</td>
<td>18</td>
<td>Random forest</td>
<td>69.29 (13.21)</td>
<td>75.16 (13.96)</td>
</tr>
</tbody>
</table>

\(^a\)ML: machine learning.  
\(^b\)KNN: K-nearest neighbors.

Table 7. Classification result using selected features of all data collected.

<table>
<thead>
<tr>
<th>Two classes or subclasses being predicted (number of data samples)</th>
<th>Features selected, n</th>
<th>Best ML(^c) model</th>
<th>Average percent accuracy (SD)</th>
<th>Average percent recall (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady (n=79) and Swing (n=122)</td>
<td>75</td>
<td>KNN(^b)</td>
<td>76.67 (8.47)</td>
<td>90.44 (6.93)</td>
</tr>
<tr>
<td>Steady-remission (n=18) and Swing-drastic (n=48)</td>
<td>7</td>
<td>Naïve Bayes</td>
<td>74.29 (9.27)</td>
<td>84.31 (10.89)</td>
</tr>
<tr>
<td>Steady-remission (n=18) and Swing-moderate (n=74)</td>
<td>8</td>
<td>KNN</td>
<td>80.56 (15.28)</td>
<td>97.08 (5.91)</td>
</tr>
<tr>
<td>Steady-depressed (n=61) and Swing-drastic (n=48)</td>
<td>7</td>
<td>Logistic regression</td>
<td>75.91 (13.18)</td>
<td>89.83 (10.34)</td>
</tr>
<tr>
<td>Steady-depressed (n=61) and Swing-moderate (n=74)</td>
<td>12</td>
<td>SVM(^c)</td>
<td>74.73 (8.44)</td>
<td>83.95 (12.27)</td>
</tr>
</tbody>
</table>

\(^a\)ML: machine learning.  
\(^b\)KNN: K-nearest neighbors.  
\(^c\)SVM: support vector machine.
Principal Findings

The classification results of predicting mood changes using selected features of call logs, sleep data, step count data, and heart rate data show that the classification between Steady-depressed and Swing-drastic has the highest accuracy rate of 84.27% and recall rate of 85.33%. The classification between all Steady data samples and all Swing data samples has the lowest accuracy rate of 75.64% and a recall rate of 89.93% (Table 8).

Discussion

Table 8 presents the classification results of predicting mood changes using selected features of call logs, sleep data, step count data, and heart rate data. It is observed that the classification between Steady-remission and Swing-moderate has the highest accuracy rate of 80.92% and recall rate of 95.50%. The classification between Steady-depressed and Swing-drastic has the lowest accuracy rate of 61.18% and recall rate of 65.71%. The classification between all Steady status samples and all Swing data samples has an accuracy rate of 66.76% and a recall rate of 80.93%.

Table 3 presents the classification results of predicting mood changes using the selected features of sleep data. The classification between Steady-remission and Swing-moderate has the highest accuracy rate (84.46%) and recall rate (97.38%). The classification between Steady-depressed and Swing-drastic has the lowest accuracy rate of 68.87% and recall rate of 67.09%. The classification between all Steady data samples and all Swing data samples has an accuracy rate of 72.70% and a recall rate of 90.80%.

The classification results of predicting mood changes using selected features of step count data show that the classification between Steady-remission and Swing-moderate has the highest accuracy rate of 85.42% and recall rate of 99.41%. The classification between all Steady data samples and all Swing data samples has the lowest accuracy rate of 69.24% and recall rate of 86.97% (Table 5).

Table 4 describes the classification results of predicting mood changes using the selected features of heart rate data. The classification between Steady-remission and Swing-moderate has the highest accuracy rate (82.67%) and recall rate of 97.64%. The classification between Steady-depressed and Swing-drastic has the highest accuracy rate of 80.93%.

The classification results of predicting mood changes using selected features of step count data show that the classification between Steady-remission and Swing-moderate has the highest accuracy rate of 82.67% and recall rate of 97.64%. The classification between Steady-depressed and Swing-drastic has the lowest accuracy rate of 75.16% and recall rate of 75.64%.

Table 7 compares the classification results of predicting mood changes using the selected features of all data collected. The classification between Steady-remission and Swing-moderate has the highest accuracy rate of 80.56% and recall rate of 97.08%. The classification between Steady-remission and Swing-drastic has the lowest accuracy rate of 74.29% and recall rate of 84.31%.

The classification results of predicting mood changes using selected features of call logs, sleep data, step count data, and heart rate data show that the classification between Steady-depressed and Swing-drastic has the highest accuracy rate of 84.27% and recall rate of 85.33%. The classification between all Steady data samples and all Swing data samples has the lowest accuracy rate of 75.64% and a recall rate of 89.93% (Table 8).
and reduced physical activity. These features are consistent with clinical phenotypes such as sleep disturbance, loss of interest, social isolation, and fatigue.

Comparing all the 6 aforementioned combinations, we found that overall prediction accuracies between Steady-remission and Mood Swing (drastic and moderate) are better than those between Steady-depressed and Mood Swing (drastic and moderate). We think that patients who continuously show depressed symptoms might have a similar behavior pattern to patients who have mood swings. On the other hand, the differences in daily behavior patterns between patients who are in remission and those who have mood swings might be more significant. This could explain why the classification accuracies between all Steady data samples and all Mood Swing data samples are lower, sometimes the lowest among all classifications, even with the largest data training set.

We found that models using features from all collected data had lower accuracies than those using features from all collected data except for app usage data (Tables 7 and 8). This might suggest that the differences in app usage behaviors are insignificant between patients who are in Steady status and those who have mood swings. Meanwhile, among the 6 combinations of types of data, models using phone data, including app usage and call logs, have the lowest overall accuracies.

Limitations and Future Work
We observed a data imbalance in our data set with a low prevalence of the Steady-remission class. As recruitment was done in the hospital outpatient department, the severity of depressive symptoms among patients was different, and there were limited data samples of patients who were in remission. The imbalance of data caused most of the models mentioned earlier to have a much higher recall rate compared with accuracy rates.

The overall data size was also limited. With a larger data set, the prediction model could be more robust. We recruited 334 participants, and all of them were asked to use the app as frequently as possible to record their mood and depression level for 12 weeks. Owing to certain restrictions on the Android system, it was difficult to keep our app running in the background 24x7 collecting data.

This study has shown the possibility of using digital phenotyping data to detect MDD patients’ mood stability. We are currently working on a new version of the Mood Mirror app; with more utility functions provided and interaction designs, patients could gain more information about their current condition, which could increase patients’ compliance rate and enhance both the size and quality of data. The current prediction model will be installed on this version and will provide predictions of patients’ mood stability. The app would ask for patients’ feedback on the prediction results. The performance of the models could be improved by a larger and more balanced data set along with the prediction results feedback.

Conclusions
This study verified the feasibility of using the amount of variation in smartphone data, sleep data, and step count data to predict whether a patient with MDD has a mood swing that should be noticed by his or her guardian and doctors. The key novelty of this study is instead of predicting the mood state of a certain point, we focus on the variation of mood over a period using the amount of variation in passive digital data. The study was limited by the imbalance of data samples and the technical constraint that the app only runs on the Android platform.
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Abstract

Background: Mental health disorders affect multiple aspects of patients’ lives, including mood, cognition, and behavior. eHealth and mobile health (mHealth) technologies enable rich sets of information to be collected noninvasively, representing a promising opportunity to construct behavioral markers of mental health. Combining such data with self-reported information about psychological symptoms may provide a more comprehensive and contextualized view of a patient’s mental state than questionnaire data alone. However, mobile sensed data are usually noisy and incomplete, with significant amounts of missing observations. Therefore, recognizing the clinical potential of mHealth tools depends critically on developing methods to cope with such data issues.

Objective: This study aims to present a machine learning-based approach for emotional state prediction that uses passively collected data from mobile phones and wearable devices and self-reported emotions. The proposed methods must cope with high-dimensional and heterogeneous time-series data with a large percentage of missing observations.

Methods: Passively sensed behavior and self-reported emotional state data from a cohort of 943 individuals (outpatients recruited from community clinics) were available for analysis. All patients had at least 30 days’ worth of naturally occurring behavior observations, including information about physical activity, geolocation, sleep, and smartphone app use. These regularly sampled but frequently missing and heterogeneous time series were analyzed with the following probabilistic latent variable models for data averaging and feature extraction: mixture model (MM) and hidden Markov model (HMM). The extracted features were then combined with a classifier to predict emotional state. A variety of classical machine learning methods and recurrent neural networks were compared. Finally, a personalized Bayesian model was proposed to improve performance by considering the individual differences in the data and applying a different classifier bias term for each patient.

Results: Probabilistic generative models proved to be good preprocessing and feature extractor tools for data with large percentages of missing observations. Models that took into account the posterior probabilities of the MM and HMM latent states outperformed those that did not by more than 20%, suggesting that the underlying behavioral patterns identified were meaningful for individuals’ overall emotional state. The best performing generalized models achieved a 0.81 area under the curve of the receiver operating characteristic and 0.71 area under the precision-recall curve when predicting self-reported emotional valence from behavior in held-out test data. Moreover, the proposed personalized models demonstrated that accounting for individual differences through a simple hierarchical model can substantially improve emotional state prediction performance without relying on previous days’ data.
Conclusions: These findings demonstrate the feasibility of designing machine learning models for predicting emotional states from mobile sensing data capable of dealing with heterogeneous data with large numbers of missing observations. Such models may represent valuable tools for clinicians to monitor patients’ mood states.

(JMIR Mhealth Uhealth 2021;9(3):e24465) doi:10.2196/24465
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Introduction

Passively Sensing Behavioral Biomarkers

The subjective experience of mood is one of the most valuable sources of information about an individual’s mental health [1]. Self-reported mood is a critical component of the mental status exam interview, which is to psychiatry what the physical exam is to other fields of medicine [2]. Furthermore, clinicians routinely ask questions about mood during clinical encounters. The presence of a specific mood state is a required criterion for many psychiatric diagnoses according to the Diagnostic and Statistical Manual of Mental Disorders, fifth edition (eg, depressed mood to diagnose a major depressive episode; elevated, expansive, or irritable moods to diagnose a manic episode; etc). Mood is a predictor of psychiatric outcomes, and mood changes can be a harbinger for psychiatric decompensations. Therefore, accurate monitoring of mood states is a crucial component of mental health care. For example, both valences of mood states [3] and their variability [4] have been shown to predict important outcomes, such as several binge-eating episodes in bulimia nervosa [4] and treatment adherence in patients with bipolar disorder and opioid use disorders [3,5].

Until recently, information about mood was only available to clinicians by directly questioning patients in person, either over the phone or via telepsychiatry video platforms. However, technological advances over the last few decades have allowed for real-time monitoring of patients’ self-reported mood states. Smartphone-delivered ecological momentary assessment (EMA), also known as experience sampling, “assesses individuals’ current experiences, behaviors, and moods as they occur in real-time and in their real-world settings” [6]. However, despite these technological advances, this form of mood state assessment relies on an individual’s current level of insight and willingness and ability to interact with the EMA platform. Many psychiatric disorders cause behavioral changes that may decrease an individual’s likelihood of interacting with an EMA tool (demotivation, apathy, and survey fatigue), causing missing data, not at random. Therefore, identifying objective behavioral biomarkers of mood states that can be passively sensed without patient participation is a research priority.

Through patients’ mobile phones and other wearable devices, continuous sensor data can be collected in a noninvasive manner, providing valuable information about everyday activity patterns. The possibility of inferring emotional states by analyzing smartphone use data [7-9], GPS traces of movement [10,11], social media data [12], and even sound recordings [13,14] has become a growing research focus over the past decade. Such approaches can be used to analyze individuals’ emotional patterns, enabling the better self-management of one’s activities and behavioral choices. Moreover, for patients with mental illnesses and their caregivers and health care providers, these models could provide a means to predict mental health crises and maladaptive behavioral patterns and allow for early intervention.

Related Work

In the past few years, numerous studies have demonstrated the potential of exploiting mobile sensing data to infer users’ emotional states and well-being. In an older study, LiKamWa et al [7] developed MoodScope, a statistical inference model for predicting the users’ daily mood average based on the circumplex mood model [15,16], from communication history and app use patterns. They collected data from 32 participants over 2 months and reported an initial accuracy of 66%, which improved over time for personalized models.

Jaques et al [17] conducted a study using physiological signals, location, smartphone logs, and survey responses collected over a month from 206 college students to model students’ happiness. They applied classical machine learning methods, such as support vector machines (SVMs), random forests (RFs), neural networks, logistic regression (LR), k-nearest neighbor, naive Bayes, and AdaBoost, to perform the classification task and reported 70% accuracy.

Another study focusing on predicting college students’ stress and mental health status was conducted by Sano et al [18]. They compared lasso regression and SVM with linear and radial basis function kernels for 2 classification tasks: low or high stress and low or high mental health categories. They reported over 70% accuracy and showed a significant performance increase when data from wearable sensors (such as skin conductance and temperature) were used, compared with behavioral data derived from phone sensing.

Umematsu et al [19] compared nontemporal (SVM and LR) and temporal (long short-term memory [LSTMI]) machine learning methods to forecast the stress level of the upcoming day using a predefined number of days of previous data (physiological signals, mobile phone use, location, and behavioral surveys). A more recent study by Morshed et al [20], who used the StudentLife [21] and Tesserae [22] data sets, demonstrated that mood instabilities (computed from the mapping of moods on the photographic affect meter scale [23] to arousal and valence values) are predictable from features derived from passive sensor measurements.
In a large-scale study conducted by Servia-Rodríguez et al [24], the researchers used passive sensing data and self-reported moods collected for about 3 years from 18,000 users to build a predictive model for users’ mood. They trained a deep neural network of stacked restricted Boltzmann machines for a 2-class classification problem (positive and negative mood). They reported above 60% prediction accuracy for weekdays and 70% for weekends.

An LSTM recurrent neural network (RNN)–based analysis, performed by Suhara et al [25], showed that applying a temporal model for forecasting severe depressive states outperformed nontemporal models. Their study relied on a large-scale longitudinal data set of self-reported information about mood, activity, and sleep of 2382 self-declared depressed people over 22 months.

Cho et al [26] conducted a prospective observational cohort study to evaluate the mood of 55 patients with major depressive disorder and bipolar disorder types 1 and 2. They collected light exposure data passively via mobile phones of patients and self-reported daily mood scores. Using activity trackers, they registered activity, sleep, and heart rate data. This information was then processed into 130 features based on circadian rhythms, and mood prediction was performed using the RF method. Their approach generally showed good sensitivity and specificity for mood state and episode prediction.

Taylor et al [27] focused on building personalized models for forecasting the next day’s mood (good or bad), health (fair or poor), and stress intensity (low or high). The multitask learning-based approach used data about the physiology and behavior of 206 undergraduate students and the weather of the current day, collected for 30 days. Their results showed that tomorrow’s well-being could be predicted with 78% to 82% accuracy using a personalized model based on the present day’s data. Busk et al [28] proposed a hierarchical Bayesian approach for forecasting mood for up to 7 days from smartphone self-assessments of 84 patients diagnosed with bipolar disorder. Their best performing model used a history of 4 days of self-assessment, indicating that short-term historical mood is a significant predictor.

Another recent observational study by Darvariu et al [29] combined user-reported emotional information, passive sensing data, and visual context information from individuals’ surroundings in the form of images to develop deep learning techniques for emotional state inference. Their findings showed context-dependent associations between self-reported emotional states and the objects surrounding the individuals.

These studies provide insight into the potential of using mobile sensor data to infer individuals’ mental well-being. However, none of these studies reported working with a data set consisting of observations from a nonexperimental setting or dealing with large amounts of missing data. Moreover, in most of these studies, the problem they are trying to solve is a 2-class classification problem. Here, the problem is approached from a more refined perspective (i.e., predicting emotional state in terms of both valence and arousal dimensions).

**Objectives**

This study focuses on applying machine learning algorithms to predict mood states based on passively sensed behavioral patterns. Specifically, we aim to assess which behavioral features provide the most important information about daily emotional valence. The study was conducted by using data collected via a clinically validated eHealth platform (eB2 MindCare) [30,31]. This app is designed to run unobtrusively in the background of an individual’s smartphone. It automatically and continuously gathers information about behavior, collected via both the individual’s smartphone and wearable devices. It also provides an electronic diary type interface for users to register information about their emotions and other important events.

**Methods**

**Participants**

The data for this experiment were collected via eB2 MindCare [32] in collaboration with public mental health hospitals Hospital Universitario Fundación Jiménez Díaz and Hospital Universitario Rey Juan Carlos, Madrid, from clinical outpatients [30,33,34] and nonpathological volunteers from Universidad Carlos III de Madrid and Universidad Católica de Valencia. Patients were invited to participate in the data collection process by their clinicians. The research followed the code of ethics defined in the Declaration of Helsinki by the World Medical Association.

**Patient Inclusion and Exclusion Criteria**

Patients were included in the study if they were at least 18 years old clinical outpatients diagnosed by specialists at the institutions mentioned above with mental disorders or were attending therapy groups (such as support groups for cyberbullying and relaxation) at these institutes. They had to own a smartphone running on Android or iOS operating systems, which they connected to a Wi-Fi network at least more than once per week. Only patients who provided written informed consent for the eB2 study were included. None of the patients were paid for participating in the study.

**Data**

The eB2 MindCare app collects data from different sources (the mobile phone’s sensors, Google Fit, and wearables such as Fitbit and Garmin) at different time intervals. After installing the app, the users are taken through an onboarding phase, in which they are asked to give permission for specific data collection streams, depending on the operating system. In addition to passively collected data, users can record information about their experiences, quality of sleep, and emotional state during the day. The app offers the following emotion options to choose from: angry, disgusted, scared, sad, overwhelmed, tired, grief, neutral, relaxed, motivated, happy, and delighted. Within a day, patients may register their emotions multiple times.

Daily summary values of 6 passively collected observations were considered: step count, distance traveled, hours of sleep, hours of phone use, time spent at home, and the number of locations visited. An additional binary variable was included,
indicating whether the patient practiced sports during the day. The step count is recorded every 5 minutes, and the daily summary value corresponded to the sum of the registered entries. App use information was gained similarly. Distance information is gathered every minute, whereas location data are gathered at 5-minute intervals. Locations are obfuscated with an offset and randomly rotated to protect users’ data. From these sources, the daily travel distance and the number of visited locations were computed. Time spent at home was computed using clustering based on the most common user locations throughout the day. There is a hierarchical set up for hours of sleep for the credibility of different sources; if data are manually introduced by the user or calculated by the phone but confirmed by the user, that value is first considered. Otherwise, the following ordering holds: sleep data by iOS, sleep data by Garmin, sleep data by Fitbit, sleep data calculated from light, app use and steps data, and sleep data calculated by the phone. The devices register sport-related activities on change, and the daily summary encompasses the total number of times each action was performed.

A subset of 943 users (patients and nonpathological subjects) was selected with at least 30 days of passively sensed data in the eB2 database between January 2019 and March 2020. The number of recorded days per patient varied from 30 to 487 with a mean of 190 (SD 122). Demographic information was available only for 871 users. All the users were Spaniards. Of these, 63.5% (553/871) were female and 25.1% (219/871) were male, and gender information was not available for the remaining 11.4% (99/871). All age groups were adequately represented in the data set, with a mean age of 41 years (range 18-77 years) computed at the beginning of the measurement period. The patient population came from 2 main categories: 61.3% (534/871) were outpatients from external psychiatric consultancy and 22.1% (192/871) were suicidal high-risk outpatients. The remaining 16.6% (145/871) were nonpathological users. Note that neither demographic nor diagnostic information was used in the rest of the study.

A well-known framework for dealing with emotional experience characterizes emotions in a 2-dimensional space defined by Russel [15,16]. The arousal and valence are combined, with valences ranging from highly negative to highly positive and arousal ranging from low to high. Daily emotional valence and arousal metrics were determined using raw emotion data entered by patients. Valence was then computed as the sign of the difference between positive and negative emotion counts, whereas arousal was determined based on the categories in the study by Scherer [35].

The left subfigure in Figure 1 shows the projection of emotions to the arousal-valence plane. The emotions listed on the graph are those that patients can register via the eB2 app. As the right subfigure in Figure 1 shows, there is a significant imbalance between the different emotional labels. The majority correspond to negative emotional valence (9105 entries), followed by positive emotions (5271 entries) and only 3495 neutral entries in the entire data set. Moreover, as emotions are self-reported, with users not being prompted in any way to fill in this information, these entries are scarce compared with passively sensed behavioral data.

**Figure 1.** Projection of emotions into the arousal-valence plane and their distribution in the data set. HA-NV: high arousal-negative valence; HA-PV: high arousal-positive valence; LA-NV: low arousal-negative valence; LA-PV: low arousal-positive valence.

As data have been collected from several sources and received in different formats, the raw daily summary data have many anomalies and unwanted information, and hence, noise. The presence of noise in the data can degrade the performance of machine learning methods. Therefore, it is important to preprocess the data before using it as an input to any machine learning algorithm. The first step of preprocessing was removing any negative values, followed by thresholding the time-related variables to 24 hours, the step count to 30,000 steps per day, and the distance to 500 km. Data were then standardized over all patient sequences, making each input feature 0 mean (SD 1).
Moreover, the data set contained a large percentage of missing observations. Figure S1 in Multimedia Appendix 1 shows the missing pattern in the entire data set. Approximately 84% (150,615/179,740) of the observations were partial, a bit over 5% (9399/179,740) were complete, and the remaining 10% (19,726/179,740) were entirely missing. Slightly less than 10% (17,871/179,740) of the observations were labeled by an emotion entry. A total of 271 patient sequences were observed for all 7 summary variables. Close to half of them did not have information about the time spent at home and the number of locations visited. The app use information was also completely missing for 226 patients. In addition, 114 patients had more than 30 consecutive days of completely missed observations (range 31-372).

**Probabilistic Generative Models for Dealing With Missing Data**

Imputing missing data using statistical measures such as the mean, median, or even interpolation fails when the percentage of missing data is very high. These approaches can reduce variability in the data set and introduce bias. However, probabilistic generative models can learn the underlying distributions in a data set by adjusting the model parameters to best account for the data in the sense of maximizing the evidence, even in the presence of missing data. Mixture models (MMs) [36] and hidden Markov models (HMMs) [37] are frequently used types of such models.

MMs comprise a finite or infinite number of components, possibly different distributional types, that can describe different data features. The data can then be modeled in terms of a mixture of several components, where each component has a simple parametric form (such as a Gaussian). The model is formulated in terms of latent variables, which represent the component each data point was sampled from and learned from the observed features, referred to as observables by adjusting the model parameters, which define the observable emission probabilities, such that the MM best accounts for the data in the sense of maximizing the evidence.

HMMs are temporal MMs that are commonly used for time-series analysis. These are generative models characterized by a set of observable sequences. The discrete states of the HMM are assumed to have been generated by a first-order Markov chain process, and each observation depends only on the paired state. An HMM comprises an initial state probability distribution, a state transition probability distribution, and a symbol emission probability distribution. Both MMs and HMMs were trained using the expectation-maximization algorithm.

In this study, the observed data were heterogeneous. Practice sport and emotional state are categorical, and the rest of the variables are assumed to be real-valued. Both MMs and HMMs can deal with missing data, without requiring imputation before training, via marginalization. For the Gaussian parameters, the diagonal covariance matrices were considered. Furthermore, both generative models were trained in a semisupervised manner for emotional valence and arousal-valence discrete observations. Namely, the different emotional states’ emission probabilities were fixed for some of the components, whereas others were adjusted during training, such as the other model parameters.

For instance, in a 5-component MM with binary label emissions, the emission probability for label 0 of the 3 components can be set to 1, forcing the components always to emit label 0. In contrast, the other 2 components can always be forced to emit label 1.

**Emotion Prediction Models**

A series of experiments were conducted for emotional status prediction accuracy using both nontemporal and temporal machine learning models. The underlying motivation was to analyze whether there were long-term dependencies in the data concerning patients’ daily emotional states.

Probabilistic generative models (MM and HMM) were used to perform the imputation. Note that only the input features were imputed, and the emotion labels were not. When using MMs, first, for each observation, the posterior distribution needs to be inferred to find which component the observation is most likely to belong to; then, the missing attributes are imputed by a sample generated from that component. Information about the emotional state belonging to the current observation was not included in the posterior computation (otherwise, the model would overfit). When using HMMs, all observation sequences were first decoded using the Viterbi algorithm on the trained HMM. This method finds the most likely sequence of components that could have resulted in the given observation sequence. Once the state sequence was determined, the missing data were imputed by the samples generated from the corresponding states for each time step. The state posterior probabilities were computed by applying the forward algorithm [37], leaving out the current emotional observation.

For nontemporal machine learning methods, LR, support vector classifier, random forest classifier (RFC), and multilayer perceptron (MLP) were considered. These models allow comparisons with previous emotional state studies [16-19,26]. A grid search was performed for each case for hyperparameter tuning.

RNNs [38] have recurring inputs to the hidden layer; this allows them to remember input states from previous time steps, which can carry important information for future time-step predictions. There are 3 common types of RNNs: vanilla RNN, LSTM [39], and gated recurrent units (GRUs) [40]. Vanilla RNNs have short-term memory. If the observation sequence is rather long, these models have difficulty remembering relevant information from earlier time steps. LSTM and GRU cells, which contained gates that regulate the information flow, were designed to solve this problem.

In this experiment, RNNs of each of the 3 types were tested. A single layer with 64 hidden units was used, whose output was connected to a dense layer. Finally, the softmax activation function provides the predictions. The model was trained using the Adam method and the negative-log-likelihood loss for 50 epochs, using early stopping. One-layer RNNs with vanilla RNN, LSTM, and GRU cells were trained using 64 hidden units for each case. More complex models, such as dilated RNN, multilayer RNN, and temporal convolutional networks, have also been tried. However, they did not improve performance.
proving that simpler RNNs could explain the data’s temporal correlations.

**Personalized Models**

To improve the above models, hierarchical Bayesian regression models were proposed to account for individual differences and predict the emotional state of patients. The proposed model allows intercepts to vary across patients, according to a random effect, while having a fixed slope for the predictor (ie, all patients will have the same slope). In our model for individual $j$, observation $i$, target variable $y_{ji}$, and input features $x_{ji}$:

$$y_{ji} = \beta_{0j} + \beta_{1j}x_{ji} + \epsilon_{ji}$$

where the random intercept effect is drawn from the population distribution:

$$\beta_{0j} \sim N(\mu_0, \sigma_0)$$

The population mean and SD are independent normal and half-normal priors. By setting a separate bias term for each patient, rather than fitting separate regression models for each patient, multilevel modeling shares strength among patients, allowing for a more reasonable inference in patients with little data. The models were trained with Stein Variational Gradient Descent [41,42] for 50 epochs using the Adam optimizer.

**Evaluation and Interpretability**

Accuracy, area under the receiver operating characteristics curve (AUC-ROC), and area under the precision-recall curve (AUC-PRC) were used as the evaluation metrics. AUC-ROC is commonly used for both balanced and imbalanced classification problems because it is not biased toward the majority or minority class. However, AUC-PRC scores provide more insight into the minority class when the problem is very skewed. As the AUC-ROC and AUC-PRC scores are computed for binary classification problems, in the case of multiclass targets, different types of averaging can be performed on the data. The reported results were microaveraged, meaning that the metrics are global, computed by counting the total number of true positives, false negatives, and false positives.

On the basis of several model interpretability methods, Lundberg and Lee [43] defined the Shapley additive explanations (SHAP) value, a modality to explain any machine learning model’s output. The SHAP values can provide global interpretability to the machine learning models by showing how much each feature contributes, positively or negatively, to the target variable. This approach was used in this study to analyze the feature importance for the models. Moreover, this method can be applied to analyze the decisions for individual predictions, which provides better insights into the relationships between passively collected mobile data and self-reported emotions.

**Experiments**

For MM and HMM training, only those patient sequences with at least partial observations for each of the 7 features and emotions were used. Moreover, the maximum sequence length was limited to 365 days, and sequences that had more than 30 days of consecutive missing data for all variables were discarded. After this elimination process, 233 sequences were used to train both the MMs and HMMs with different numbers of states. These patient sequences were excluded from both the training and test sets of the later models.

For the global models, the data set containing the remaining 710 patient sequences was divided into training and test sets using 80% of the sequences for training and 20% for testing. These data sets were kept independent. The train-test split cannot be done for the personalized models by randomly selecting a given percentage of the patients for training while leaving the others for testing, but all 710 patients must be included. Therefore, the patient sequences themselves were split into training and test sections. The first 80% of the labeled observations, in chronological order, were used for training, and the remaining samples were used for testing.

As the LR, support vector classifier, RFC, and MLP cannot directly exploit time-series data, we created the following 2 cases as inputs for these models. First, the input-output pairs consisted of 1 day of labeled observation. Second, 3 days and a week before the entered emotion was considered and concatenated into a single feature vector. In the case of the temporal models, training was performed with 30-day, 3-month, and 6-month long sequences.

Before creating the above feature vectors, the missing data in each patient sequence were imputed by the MM or HMM samples. For models trained with mini-batch stochastic gradient descent, every data point is imputed every time it enters the optimizer. The sequences were decoded multiple times, and missing data were imputed by samples generated from the corresponding state.

We designed two types of experiments. The first type is limited to the projection of the recorded emotions to a single axis of the arousal-valence plane. The second set of experiments considered 2-dimensional projections. A total of 3 different settings were analyzed for the classifiers’ input features, as follows: using the imputed raw data, using the MM or HMM posterior probabilities instead of the raw input features, and using the raw inputs concatenated with the MM or HMM posterior probabilities.

**Results**

**Generative Models**

After experimenting with several hidden state setups, 7 hidden components captured the data’s underlying patterns well, leading to the best results when a classifier was applied to the data later to predict emotions and provide interpretable states. In this case, the emission probabilities of the five states were fixed so that two pairs of states always emitted negative and positive emotions, and one always emitted a neutral emotion. The different components turned out to be specialized, as they captured contrasting behaviors (Figure 2).
Figure 2. The 7-component mixture model structure was used for emotional valence modeling with each Gaussian mean in each component and indicating discrete emission probabilities. The size of the icons indicates the magnitude of the discrete emission probabilities (emotion and sport). In terms of features, "steps total" refers to step count, "distance" refers to the distance traveled, "sleep" refers to the hours of sleep, "app use" refers to the hours spent using different apps, "home cluster" refers to the time spent at home, "clusters count" refers to the number of visited locations, and "practiced sport" is an indicator of whether the patient practiced any sports. Of note, the negative mean values were a result of the normalization of the features.

Focusing on the three components that mainly emit negative emotional valence (components 1, 2, and 3), it can be seen that the corresponding modeled behaviors are contrasting. Component 1 represents days when the patients are quite active, visit multiple locations, spend a significant amount of time using their phones, and sleep very few hours. Component 2 is characterized by fewer steps and low app use. Component 3, however, captures days with low activity and mostly spent at home. The corresponding sport-related discrete emissions show that the patients practice some sport (>15 minutes of walking, biking, running, other, or a combination of those) in components 1 and 2, but less likely in component 3. Components 0, 5, and 6 correspond to positive emotional valence. They also seem to capture significantly different behavioral patterns. In component 0, the patients seemed to sleep less and did not spend much time at home; component 5 captured days with more time spent at home and excessive phone use. Component 6 captures the days of travel. Finally, the component capturing neutral emotions indicates days with medium activity and more app use.

Including the temporal properties of HMMs, the trained generative model with 7 hidden states and the same fixed emotional state emissions led to very similar interpretable outcomes as the MM (Figure 3). The temporal characteristics were not very strong. States 2 (with fixed negative emotional valence emission) and 1 (with mainly negative emotional valence emission) had the highest self-transition probabilities. If the self-transition probabilities are large, it indicates a stable state. States 0, 3, 4, and 5 have somewhat large self-transition probabilities, which suggests that days with positive and negative but also neutral emotions following each other are common in the patient population.
Figure 3. The 7-component hidden Markov model structure was used for emotional valence modeling with each Gaussian mean in each component and indicating discrete emission probabilities. The size of the icons indicates the magnitude of the discrete emission probabilities (emotion and sport). Only the transitions with a higher than 0.1 probability are shown in the graph. In terms of features, "steps total" refers to step count, "distance" refers to the distance traveled, "sleep" refers to the hours of sleep, "app use" refers to the hours spent using different apps, "home cluster" refers to the time spent at home, "clusters count" refers to the number of visited locations, and "practiced sport" is an indicator of whether the patient practiced any sports. Of note, the negative mean values were a result of the normalization of the features.

In the arousal-valence case, the 7-state generative models had 1 state assigned to all the emotional state emissions, and the other 2 were trained with the rest of the parameters. Similarly, as before, the states appear to capture specific behaviors, such as days of medium activity but mostly spent at home, more active days, days with more travel, and so on (Figures S2 and S3 in Multimedia Appendix 1 provide the sketches of the 7-component MM and HMM, respectively).

Predicting Emotional Valence

Figure S1 in Multimedia Appendix 2 compares the accuracy and the microaverage AUC-ROC and AUC-PRC scores for the trained classifiers in the 3 experimental set ups, as described in the Experiments section. Most classifiers achieved significantly higher performance than random guessing (AUC-ROC=0.5). As the figure shows, the models perform the worst on the raw data. Using the HMM or MM posteriors as input features or combining the raw data with the posteriors increases the performance. Table 1 compares the best performing models when using the MM and HMM posteriors. The difference in the results obtained with the MM posteriors and HMM posteriors is minimal. This indicates that the temporal dimension is not very relevant to the problem at hand; hence, a simpler generative model is sufficient for the problem.

Table 1. Performance comparison of the best performing models using mixture model and hidden Markov model posteriors as classifier input features.

<table>
<thead>
<tr>
<th>Model and classifier input features</th>
<th>Accuracy (%)</th>
<th>Area under the receiver operating characteristics curve</th>
<th>Area under the precision-recall curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multilayer perceptron using 7 days of observations as input features</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixture model posteriors</td>
<td>65</td>
<td>0.81</td>
<td>0.70</td>
</tr>
<tr>
<td>Hidden Markov model posteriors</td>
<td>64</td>
<td>0.80</td>
<td>0.69</td>
</tr>
</tbody>
</table>

The best performing model was the MLP with the posteriors of 7 days of observations as input features. Concatenating the posterior probabilities for 3 days or 7 days of observations significantly improves the performance; however, training RNNs with longer observation sequences leads to decreased performance. This suggests no substantial seasonality or long-term trend of the self-reported emotions; thus, time-series models are not needed for the emotional state prediction task. Generally, the most misclassified emotional state is the neutral state (refer to Table S1 in Multimedia Appendix 2 for confusion matrices). In most cases, it is confused with a negative emotional state and reasonably often with a positive one. There is some confusion between positive and negative emotional states, but somewhat fewer for negative emotions. This suggests that the models are more sensitive to detecting negative emotions, which can be desirable; for example, if the app’s goal is to detect periods when the patient is feeling down.
Predicting Emotional Arousal Valence

In the second experiment, the target variables were the emotion projections into the 2-dimensional arousal-valence space, based on the categories in the study by Scherer [35]. Hence, the problem becomes a 5-class classification task. Here, we aimed to test the possibility of predicting daily emotions on a finer scale than the 2-class valence analysis presented above.

The best performance for the emotional arousal-valence prediction, with 48% accuracy (compared with the baseline of 20%), 0.77 AUC-ROC, and 0.50 AUC-PRC, was obtained by the RFC with 7 days of data concatenated with the MM posteriors. The GRU network trained on 30-day sequences reached results closest to those from the temporal models: 42% accuracy, 0.69 AUC-ROC, and 0.36 AUC-PRC. In this setting, the added MM posteriors’ effect was more significant than the emotional valence prediction case. Using the posteriors as input features led to a 23% performance increase in some of the models. Table S2 in Multimedia Appendix 2 provides a detailed performance comparison of the models.

Predicting more refined emotional states is a difficult task, as not only are there more classes to distinguish, but the class imbalance is also more accentuated. The trained models became somewhat biased toward the majority classes, resulting in the wrong classification of the minority classes (high arousal-positive valence and low arousal-positive valence). Generally, when the predictor variable is well separable, and there are no overlaps between the different classes, this separation can compensate for the imbalance; however, in this data set, that is not the case. Standard techniques to combat the imbalance problem, such as upsampling of minority classes, downsampling of majority classes, and one-versus-rest training, were applied; however, these only led to a slight improvement. Therefore, these results have not been reported.

Personalized Models

The previously presented models try to explain the variability of the observations by considering the patient population. As shown before, these models do not provide enough diversity when the classifier takes as input 1-day worth of data. Personalized models can provide a more scalable and accurate way to achieve better representations for individual patients.

The posterior probabilities obtained from the MM components were used as input features for the personalized models because they proved to improve the prediction outputs of earlier experiments. In the global models presented previously, features representing 1 day of data led to insufficient classifier accuracy, especially in the LR models, which only reached a maximum of 43% for the 3-class problem and 16% for the 5-class problem. The proposed hierarchical Bayesian LR method led to a significant increase in performance, reaching 64% accuracy, 0.81 AUC-ROC, and 0.70 AUC-PRC for the 3-class problem and 52% accuracy, 0.82 AUC-ROC, and 0.55 AUC-PRC for the 5-class problem. This demonstrates that accounting for individual differences through a simple hierarchical model can substantially improve emotional state prediction performance without relying on previous days of data.

Feature Importance Analysis

Figure 4 provides an overview of which features are most important for the emotional valence MLP models using the raw data and using the raw data and MM posteriors as input features. To obtain an overview of which features are most important for the models, the mean SHAP values (Evaluation and Interpretability section) of every feature for every sample were computed. The plot below sorts features by the mean absolute value of the SHAP value magnitudes over all samples.

The hours of sleep and the time spent using their phone (app use) influenced all classes’ outcomes the most. The other features have an almost similar influence on the positive and negative classes. The negative output (class 0) is also strongly
influenced by the step count, sport indicator, and time spent at home. If the posterior probabilities are used in combination with the raw features as inputs to the model, some outweigh the raw features in the decision-making process. For instance, the MLP relies heavily on the hours of sleep, the posterior probability of state 2, and the step count. The other classes seem to be more involved, requiring several posterior probabilities and raw values to form the prediction. The importance of posterior probabilities underlines the robust feature extraction provided by MM.

Figure 5. Summary plot of feature importance for the random forest models for emotional arousal-valence prediction, showing raw data and raw data concatenated with mixture model posteriors. In terms of features, “steps total” refers to step count, “distance” refers to the distance traveled, “sleep” refers to the hours of sleep, “app use” refers to the hours spent using different apps, “home cluster” refers to the time spent at home, “clusters count” refers to the number of visited locations, “practiced sport” is an indicator of whether the patient practiced any sports, and “\(P(s_i \mid x_t)\)” represents the posterior probability in component \(i\). The following class labels were used: 0=neutral; 1=high arousal-positive valence; 2=high arousal-negative valence; 3=low arousal-negative valence; and 4=low arousal-positive valence. MM: mixture model; SHAP: Shapley additive explanations.

Discussion

Principal Findings

A variety of different machine learning methods were used to analyze passively sensed behavioral data from 6 sources (step count, distance traveled, hours of sleep, hours of phone use, time spent at home, number of locations visited, and a binary variable indicating whether the patient practiced sports during the day). These models were used to predict self-reported emotional state (valence or combination of valence and arousal) in a large, heterogeneous sample of treatment-seeking patients with clinically significant levels of psychological and/or emotional symptoms. Preliminary inspection of this data set revealed that the data exhibited significant missingness (approximately 84% [150615/179740] of the observations were partial). This represents real-world clinical data sets, which usually contain many missing samples and are sparsely labeled. The fact that this kind of data are both noisy and often nonrandomly missing means that the development of robust imputation techniques is a nontrivial problem. However, the development of such methods is vital if this type of information is used to support clinical decision making.

We addressed this problem by training generative models to handle missing data. These models were then used for data imputation and latent state (feature) extraction for emotional state prediction. Notably, predictive models performed significantly better when MM or HMM posterior probabilities were included alongside the raw behavioral input features. This suggests that the latent representation of the passively sensed behavioral variables discovered by the probabilistic generative models contains information relevant to daily emotional experience fluctuations. However, using HMMs over MMs did not improve the classification performance, which implies that there are no strong temporal correlations in the daily observations that can be captured by an HMM. Furthermore, in both experiments, the nonlinear models outperformed the other static models. The use of RNNs did not improve daily emotion predictions, suggesting that long-term behavior does not significantly influence patients’ everyday emotional states.

When using raw data alone as input features, the hours of sleep had the most substantial influence on the emotional state predictions. The importance of activity-related features varied between the 2 experimental set ups. When posterior state probabilities were included in the model, some proved to be more important than the raw features. This indicates that the MM provided excellent feature representation and filtering of the observed behavioral signals. Interestingly, an inspection of the confusion matrices for the best performing models revealed that, for the valence prediction analysis, models were more sensitive to the detection of negative, compared with positive or neutral emotional states. This is a useful feature as this is the domain of emotional experience most likely to be relevant for clinicians or self-monitoring of trends in overall mental health.

Similarly, the arousal-valence classifiers can be analyzed. In the raw data case (Figure 5), although the model emphasizes the hours of sleep and the step count, the other parameters become slightly less important. In the second case (Figure 5), some of the posterior probabilities seem to weigh more in the decision-making process than the raw features, as in the first experiment.
Finally, we proposed a hierarchical Bayesian regression with varying intercepts and a common slope to personalize the models. This approach performs personalized predictions while accounting for population-level characteristics. The personalized models using 1-day long feature vectors achieved similar performance to the nonlinear variants using 3-day long feature vectors. Moreover, they performed significantly better than global linear LR models. Personalized models outperforming the generalized models are intuitively reasonable as mood is very personal, and its perceptions among individuals differ.

Limitations
This study has some limitations. As previously mentioned, the data analyzed in this study contained a large percentage of missing observations; approximately 84% (150,615/179,740) of the observations were partial, only a bit over 5% (9399/179,740) were complete, and the remaining 10% (19,726/179,740) were entirely missing. Some of the patient sequences had large chunks of consecutively missing observations, which could be because of sensor or software errors or the patients not using their devices for an extensive amount of time. Moreover, information about emotional states was sporadically reported. Therefore, only 10% (17,871/179,740) of the behavioral data were labeled with respect to the outcome of interest.

Recording emotions is a subjective process, and regular reflection of the emotional state may influence how one answers. The majority of the registered emotions were negatively valenced, meaning that the prediction models were somewhat biased toward negative emotional states. As a result, the models were most sensitive in the negative domain, and the overall prediction accuracies were not high in some cases. In addition, mood variability, another important point in psychiatric disorders, was not analyzed in this study. However, it will be important to explore in the future to better differentiate whether it is a pathological mood state or a mood within the normal range.

Conclusions
This study is an initial step toward developing more robust and informed models for predicting emotional states from passively sensed data. It presents a sound basis for further exploration by proposing a solution to missing and sparsely labeled data, allowing the future focus to be directed toward developing more advanced models.

Future plans include examining other deep learning models to improve prediction accuracy and analyzing effects at a more refined time scale. Another intriguing question is to consider the effect of seasonality (weekdays and weekends, seasonal variation) on patients’ emotional states. Moreover, the possibilities of specialized models for different patient groups or individual patients will be further investigated.
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Abstract

Background: Ecological momentary assessment (EMA) is an in situ method of gathering self-report on behaviors using mobile devices. In typical phone-based EMAs, participants are prompted repeatedly with multiple-choice questions, often causing participation burden. Alternatively, microinteraction EMA (micro-EMA or μEMA) is a type of EMA where all the self-report prompts are single-question surveys that can be answered using a 1-tap glanceable microinteraction conveniently on a smartwatch. Prior work suggests that μEMA may permit a substantially higher prompting rate than EMA, yielding higher response rates and lower participation burden. This is achieved by ensuring μEMA prompt questions are quick and cognitively simple to answer. However, the validity of participant responses from μEMA self-report has not yet been formally assessed.

Objective: In this pilot study, we explored the criterion validity of μEMA self-report on a smartwatch, using physical activity (PA) assessment as an example behavior of interest.

Methods: A total of 17 participants answered 72 μEMA prompts each day for 1 week using a custom-built μEMA smartwatch app. At each prompt, they self-reported whether they were doing sedentary, light/standing, moderate/walking, or vigorous activities by tapping on the smartwatch screen. Responses were compared with a research-grade activity monitor worn on the dominant ankle simultaneously (and continuously) measuring PA.

Results: Participants had an 87.01% (5226/6006) μEMA completion rate and a 74.00% (5226/7062) compliance rate taking an average of only 5.4 (SD 1.5) seconds to answer a prompt. When comparing μEMA responses with the activity monitor, we observed significantly higher (P<.001) momentary PA levels on the activity monitor when participants self-reported engaging in moderate+vigorous activities compared with sedentary or light/standing activities. The same comparison did not yield any significant differences in momentary PA levels as recorded by the activity monitor when the μEMA responses were randomly generated (ie, simulating careless taps on the smartwatch).

Conclusions: For PA measurement, high-frequency μEMA self-report could be used to capture information that appears consistent with that of a research-grade continuous sensor for sedentary, light, and moderate+vigorous activities, suggesting criterion validity. The preliminary results show that participants were not carelessly answering μEMA prompts by randomly tapping on the smartwatch but were reporting their true behavior at that moment. However, more research is needed to examine the criterion validity of μEMA when measuring vigorous activities.

(JMIR Mhealth Uhealth 2021;9(3):e23391) doi:10.2196/23391
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Introduction

Ecological momentary assessment (EMA), also known as the experience sampling method, is used to measure behaviors of people in natural settings [1]. In a typical EMA study, a user’s phone is prompted multiple times a day (often 6+ times) with a set of multiple-choice questions measuring behaviors of interest [2,3]. The repeated EMA prompts, which typically ask about momentary behaviors or states, not only reduce recall biases present in retrospective surveys [3,4] but also capture temporal changes in health behaviors unique to each individual [5]. Because of these benefits, EMA is commonly used to measure behaviors in intensive longitudinal studies [6].

The drawback of EMA is participation burden [7-9]. Participants are first interrupted with a beep and/or vibration. They must then find the phone, unlock the device, and respond to a set of complex multiple-choice questions. This repeated effort, which can take tens of seconds for even the shortest surveys and several minutes for many common surveys, can be burdensome, negatively impacting study compliance [7,9,10]. Microinteraction EMA (µEMA or micro-EMA) is a type of EMA that may, for some behaviors (eg, chronic pain or fatigue), enable high frequency self-report data collection with low study burden [11]. In µEMA, rather than using complex multiquestion surveys, each prompt contains only a single question that can be answered with a glanceable microinteraction [12], typically just a tap on a smartwatch. Prior studies have shown that despite approximately 8 times more interruption than EMA, µEMA had a significantly higher response rate and lower perceived burden because all interactions are limited to microinteractions [11,13]. Thus, there is preliminary evidence that µEMA may enable gathering high-frequency self-report with manageable burden, a complementary approach to EMA. Recently, µEMA has been used to gather data on stress [14], hyperarousal [15], and perceived comfort [16], and it has also been used with small pervasive displays [17].

Prior work on µEMA, however, has assumed validity of µEMA responses and not demonstrated it. Because µEMA is designed to gather small amounts of information with each prompt (but with higher frequency), the prompts are both limited to a single question and made cognitively simple to answer with a quick microinteraction (taking only 3-5 seconds). To achieve cognitive simplicity and fit questions on a smartwatch so they can be answered in a single tap without scrolling requires a limited answer set. This calls into question whether µEMA responses could capture behavior similarly to a gold-standard instrument (ie, criterion validity [18]), and validating such a high-frequency self-report requires an instrument that can measure the same behavior continuously in free living, such as a wearable sensor. In some domains where µEMA may be especially useful (eg, chronic pain), such sensors do not yet exist. The purpose of this pilot study is to explore the criterion validity of µEMA self-report, and thus, we used the example of physical activity (PA) measurement, because PA can be estimated continuously using research-grade activity monitors [19].

Methods

In this pilot study, we compared µEMA self-report on a smartwatch with acceleration data collected using a wearable activity monitor on the dominant ankle to assess criterion validity, such as whether participants are answering the µEMA questions meaningfully in a way that changes as PA changes.

µEMA App

We implemented a µEMA app on an Android Wear OS 2.0 (Figure 1) to measure PA. PA was chosen because (1) it can be estimated continuously using a passive, easy-to-wear sensor (eg, an accelerometer on the ankle) and (2) PA can change frequently within a day, making it suitable for testing a high-frequency µEMA self-report system. Participants were presented with 4 activity intensity options with each µEMA prompt: sedentary, light/standing, moderate/walking, and vigorous.
Figure 1. (Left) μEMA interface on a smartwatch with four activity intensity options. (Right) Undo screen to change response, available for 10 s, with a countdown timer.

The μEMA app prompted 6 times an hour between 8 AM to 8 PM (72 expected prompts per day) using vibration on the smartwatch. The question displayed at the start of the vibration consisted of the 4 activity intensity categories, and participants selected the activity intensity they were engaged in at that moment. If the participant did not respond to the prompt within 2 minutes by tapping on a category, the prompt disappeared from the screen and the app recorded a missed response. When a response was selected, the watch displayed an Undo? screen (Figure 1). If participants tapped on the Undo? button, they were returned to the μEMA question to change their responses, otherwise the Undo? screen disappeared after 10 seconds. Data from the watch were sent to the participant’s smartphone once per hour. Participants interacted only with the watch, and the phone collected, encrypted, and transferred data from the watch to a remote server.

Study Design
We conducted a week-long, within-subject pilot study (approved by Northeastern University’s institutional review board; project number 14-10-01) to compare μEMA PA responses with a wearable sensor.

Measurement Tasks
Participants were asked to complete 2 tasks simultaneously between 8 AM to 8 PM every day for one week: answer μEMA prompts on the loaned smartwatch (model Urbane, LG Electronics) and wear an activity monitor on their dominant ankle. Participants were asked to ignore μEMA prompts in unsafe conditions (eg, driving) and charge the watch nightly so that it could be worn next morning.

We used GT9X monitors (35x35 mm, 14 g; ActiGraph LLC) to measure acceleration continuously at 80 Hz [20]. Participants wore the sensor on the dominant ankle above the medial malleolus using an elastic band (Figure 2). The ankle location was chosen because ankle acceleration can reliably capture ambulation activities, more so than the wrist or hip [21,22]. The sensor collected raw acceleration passively; other than wearing it, the participants did not interact with, or charge, this device.

Study Design
We conducted a week-long, within-subject pilot study (approved by Northeastern University’s institutional review board; project number 14-10-01) to compare μEMA PA responses with a wearable sensor.

Measurement Tasks
Participants were asked to complete 2 tasks simultaneously between 8 AM to 8 PM every day for one week: answer μEMA prompts on the loaned smartwatch (model Urbane, LG Electronics) and wear an activity monitor on their dominant ankle. Participants were asked to ignore μEMA prompts in unsafe conditions (eg, driving) and charge the watch nightly so that it could be worn next morning.

We used GT9X monitors (35x35 mm, 14 g; ActiGraph LLC) to measure acceleration continuously at 80 Hz [20]. Participants wore the sensor on the dominant ankle above the medial malleolus using an elastic band (Figure 2). The ankle location was chosen because ankle acceleration can reliably capture ambulation activities, more so than the wrist or hip [21,22]. The sensor collected raw acceleration passively; other than wearing it, the participants did not interact with, or charge, this device.
Procedures

Day 0: Researchers met with participants, obtained informed consent, and loaned the activity monitor and smartwatch with the μEMA app. Research staff then presented participants with some examples of the types of different activities that would fall into each of the 4 target activity categories (Multimedia Appendix 1). Days 1-7: Participants wore the activity monitor on the dominant ankle and answered 6 μEMA prompts per hour between 8 AM to 8 PM on the smartwatch for 1 week. Day 8: Researchers recovered the monitor. Participants were not compensated financially to ensure that we measure criterion validity without any external motivation, but participants could use the smartwatch for 4 more days as their personal device for fun if they desired. All participants agreed to use the device for 4 more days.

Results

We computed participants’ (1) compliance rate, the percentage of μEMA prompts answered out of all the scheduled prompts (ie, including when the watch was off); (2) completion rate, the percentage of μEMA prompts answered out of delivered prompts (ie, excluding when the watch was off); and (3) response time, the time taken to answer a prompt, measured from the start of the prompt vibration.

Two participants had low compliance (Figure 3). From the debriefing, we learned that these participants did not charge the smartwatch regularly, receiving fewer scheduled prompts. Their compliance fell below the 1.5 interquartile range (<40%); therefore, they were considered outliers and were excluded from the main analysis of data from the remaining 15 participants (Table 1) [23]. Implications of dropping the outliers is discussed later in our results.
Table 1. Response behavior of pilot study participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>With outliers (n=17)</th>
<th>Without outliers (n=15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected prompts, n</td>
<td>7591</td>
<td>7062</td>
</tr>
<tr>
<td>Delivered prompts, n</td>
<td>6387</td>
<td>6006</td>
</tr>
<tr>
<td>Answered prompts, n</td>
<td>5238</td>
<td>5226</td>
</tr>
<tr>
<td>Compliance rate (%)</td>
<td>69.00</td>
<td>74.00</td>
</tr>
<tr>
<td>Completion rate (%)</td>
<td>82.01</td>
<td>87.01</td>
</tr>
<tr>
<td>Response time (s), mean (SD)</td>
<td>5.5 (1.6)</td>
<td>5.4 (1.5)</td>
</tr>
</tbody>
</table>

Data Preparation

Computing Activity Counts

ActiGraph activity counts are widely used motion summary metrics computed from raw acceleration for a specified epoch [24]. Activity counts have been used in prior work to compare EMA responses and accelerometer data [25,26]. We first computed activity counts for 1 second epochs of the raw data from the ankle-worn activity monitor. Using this, we calculated the total activity counts 60 seconds prior to the μEMA prompt as the PA level measured using the activity monitor.

Removing Sensor Nonwear Data

We removed the instances of raw data when the participants were not wearing the activity monitor. Following Choi et al [27], 90+ minutes of continuous zero-valued activity counts computed for the 1 second epochs were considered sensor nonwear times. All μEMA responses recorded during these nonwear times were dropped. This eliminated only 1.3% (70/5226) of the total responses from 15 participants leaving 5156 valid responses with sensor wear. Of these, 25% (18/70) of the responses were from just 1 participant.

μEMA Response Distribution

We received more sedentary responses (3619/5156, 69.99%) than light/standing (978/5156, 18.97%) and moderate/walking (544/5156, 10.56%) from μEMA, which is consistent with general physical (in)activity trends [28,29]. However, we received few vigorous responses (15/5156, 0.29%). Thus, we combined the moderate/walking and vigorous categories into a single category of moderate+vigorous. Hence, we compare the 3 PA intensities (sedentary, light/standing, and moderate+vigorous) from μEMA with activity count (60 seconds prior to the prompt) from the ankle-worn activity monitor (Table 2). These activity counts were within the ranges recorded previously in young adults for sedentary, light, and moderate+vigorous activities using ankle-worn accelerometers [30-33].

Activity counts computed 60 seconds before the prompt ranged from 0 (for sedentary) to >15K (for moderate/vigorous), and resulted in a right-skewed distribution. Thus, we log-transformed these activity counts into ln(Counts + 1), where 1 is the smallest nonzero count recorded in this pilot study [34]. Figure 4 presents the final distribution of these log-transformed counts corresponding to μEMA categories (sedentary, light/standing, and moderate+vigorous).

Table 2. ln(Counts + 1) measured on ankle for each μEMA category.

<table>
<thead>
<tr>
<th>Category</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sedentary</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.56 (2.94)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>4.01 (6.13)</td>
</tr>
<tr>
<td>Light/standing</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>6.66 (2.10)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>7.16 (2.01)</td>
</tr>
<tr>
<td>Moderate+vigorous</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>8.72 (1.52)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>9.04 (1.11)</td>
</tr>
</tbody>
</table>

*IQR: interquartile range.*
Criterion Validity of μEMA on Smartwatch
We applied a linear mixed-effects model with a random intercept (using the lme4 package [35]):

\[ \ln(\text{Counts}_{ij} + 1) = \beta_0 + \beta_1 (\text{EMA}_{ij}) + u_i \]

Here, Counts_{ij} is the activity count from the ankle-worn monitor measured for an individual i computed for 60 seconds before μEMA prompt j. \( \beta_0 \) is the fixed-effect intercept, \( \mu \text{EMA}_{ij} \) is the ordinal self-report (0 = sedentary, 1 = light/standing, and 2 = moderate/vigorous) on the smartwatch by participant i at prompt j, and \( u_i \) is the random-intercept for the participant i. Although we were interested in the fixed-effects part of the model, the random intercept is included to account for repeated measures within participants. The momentary PA levels measured on the activity monitor, \( \ln(\text{Counts}_{ij} + 1) \), were significantly different \((P < .001)\) for sedentary, light/standing, and moderate+vigorous activity categories captured using μEMA self-report (ie, \( \mu \text{EMA}_{ij} \)). The final model fit for this pilot study was:

\[ \ln(\text{Counts}_{ij} + 1) = 6.28 + 3.57 (\text{EMA}_{ij}) + u_i \]

We then included data from the two outliers to explore the sensitivity of the model fit and the activity levels, \( \ln(\text{Counts}_{ij} + 1) \) were significantly different \((P < .001)\) for the 3 μEMA response categories (μEMA_{ij}). However, we observed that these participants showed continuous sensor nonwear for 2 to 3 days at once in addition to not charging the smartwatch regularly as required by the study protocol. In fact, removing the sensor nonwear for these participants eliminated 27.78% (30/108) and 43.04% (65/151) of the answered μEMA prompts, respectively. As a result, these participants were excluded from our final model fit. For the remaining 15 participants, the pair-wise, post hoc comparison of the 3 μEMA response categories with Tukey adjustment revealed that \( \ln(\text{Counts}_{ij} + 1) \) for sedentary responses were significantly less than light/standing, which were significantly less than the moderate+vigorous \((P < .001)\), the expected order of activity intensity (Table 3). In other words, when participants self-reported (using μEMA) being in moderate+vigorous instead of light/standing or sedentary activities, they were also more likely to have passively measured higher PA levels in those moments.

For exploratory purposes, we simulated random μEMA responses for each participant; instead of analyzing their actual responses, we compared the random data as if participants were randomly tapping on the watch screen only to dismiss the prompt with motion data recorded from the ankle. The model fit did not yield any significant differences in the counts for different μEMA categories. This further suggests that...
participants were answering μEMA questions carefully, not randomly (or carelessly), despite the intensive sampling rate.

Table 3. Pairwise comparison of ln(Counts + 1) from activity monitor with μEMA responses.

<table>
<thead>
<tr>
<th>μEMAa response (i)</th>
<th>μEMA response (j)</th>
<th>Mean difference (i–j)</th>
<th>SE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sedentary</td>
<td>Light/standing</td>
<td>−3.12</td>
<td>0.28</td>
<td>−3.34 to −2.90</td>
</tr>
<tr>
<td>Light/standing</td>
<td>Moderate+vigorous</td>
<td>−1.93</td>
<td>0.13</td>
<td>−2.24 to −1.16</td>
</tr>
<tr>
<td>Moderate+vigorous</td>
<td>Sedentary</td>
<td>5.05</td>
<td>0.11</td>
<td>4.78 to 5.32</td>
</tr>
</tbody>
</table>

a μEMA: microinteraction ecological momentary assessment.

Discussion

Principal Findings

In this pilot study, we explored criterion validity of μEMA on a smartwatch by measuring PA intensity of free-living individuals. For 1 week, 15 participants answered 6 μEMA prompts per hour (between 8 AM to 8 PM each day) reporting their PA intensity while simultaneously wearing an ankle-worn research-grade activity monitor. The activity monitor gathered raw accelerometer data continuously at 80 Hz. When comparing the μEMA self-report and activity monitor, we observed significantly higher momentary PA levels on the activity monitor when participants self-reported engaging in moderate+vigorous activities compared with when they reported sedentary or light/standing activities. Similarly, we observed significantly higher PA levels on the activity monitor when participants self-reported engaging in light/standing activities compared with when they reported being sedentary. Thus, we observed the expected order of intensity of these activity categories, suggesting criterion validity of μEMA self-report. Holistically, this result is aligned with the prior work where PA researchers have compared phone-based EMA with body-worn research-grade activity monitors measuring raw acceleration and found EMA to measure PA similar to the objective sensor [25,36,37]. However, the frequency of EMA self-report in these studies varied from once a day [25] to once an hour [37] to minimize interruption burden. In our pilot study, we extend these findings to an alternate self-report approach (μEMA) that allowed for 6 times more temporal density in measurement, yielding high response rate but without burdening participants as much as the phone based EMA.

Overall, this preliminary result shows that when measuring PA, participants’ μEMA self-report (at a high temporal density) could capture the PA levels consistent with a continuous high-frequency sensor. It appears, for example, that participants answered μEMA prompts meaningfully—not just tapping on an answer to dismiss the prompt—and sustained this answering at a rate of 6 times per hour for 12 hours per day for an entire week (approximately 504 prompts per person). Our preliminary findings suggest that the μEMA prompts achieve the goal of being so easy to answer that they can be sustained, instead of being ignored or dismissed—all while recording the true behavior at that moment. Participants know that every μEMA prompt just requires a single, 1-tap response on the easily accessible smartwatch that can be completed in a microinteraction; this may contribute to high compliance and valid data entry. EMA protocols, alternatively, often require answering multiple, sometimes complex, questions that can be time consuming and feel burdensome. In fact, the effort needed to dismiss an μEMA prompt is roughly equivalent to the effort required to answer the prompt, thus encouraging survey completion.

Limitations

This exploratory pilot study provides preliminary findings on criterion validity of μEMA, but more research is needed. We merged the vigorous and moderate/walking activities into moderate+vigorous because we received only 15 responses of vigorous activities. One reason may be that most individuals engage in significantly more sedentary than vigorous activities [38]. Another may be that during the exit debriefing, 2 participants reported that when they engaged in vigorous activities like outdoor cycling, they could not respond to prompts within 2 minutes, thus resulting in fewer vigorous activity responses. This type of response behavior during vigorous activities has also been observed in a prior EMA versus activity monitor validation study where more missing responses were found during vigorous activity [37]. Nevertheless, this potential for a bias when reporting vigorous activity using μEMA should be explored in future work. If a reporting bias for vigorous activity is observed in future studies, one remedy could be to explore sensor-triggered μEMA, where the μEMA prompts might be presented based on real-time processing of PA and then delivered not during vigorous PA but rather right after it is confidently estimated to have been completed [39]. This also highlights the need to rethink question wording, where instead of asking about behavior in the moment (eg, Doing vigorous PA now?), μEMA will have to ask about the recent past (eg, Vigorous PA 2 min ago?) but without compromising the cognitive simplicity required for a microinteraction. Notably, EMA delivered via a smartphone would have likely been even more difficult to respond to during vigorous PA due to the difficulty of accessing and interacting with the phone device (versus the comparative simplicity of completing a microinteraction on the smartwatch) [40]. Future studies with larger sample sizes including individuals recruited specifically because they are known to regularly engage in vigorous activities could provide more insights on μEMA validity when measuring vigorous activity.

Being an exploratory pilot study, we had a small sample size. We were limited by available equipment, and recruiting was more challenging than in typical studies because we did not...
offer financial compensation for study participation (contrary to most phone EMA studies); our intent was to measure μEMA compliance and data quality in a situation without any external monetary incentives because such incentives may not be viable for future longitudinal measurement or intervention studies that might use μEMA.

Because validity assessments are domain-dependent, our findings with PA do not necessarily generalize to other behaviors. PA was chosen in this work because we have research-grade activity monitors to compare μEMA responses against at a high temporal density, not necessarily because PA intensity is best measured with μEMA if passive sensors are available. However, in some domains where μEMA might be useful (e.g., chronic pain), passive sensors that continuously monitor the behavior are not available yet, and methods such as direct or physiological observations that require laboratory conditions are not practical for multiday free-living studies. Nevertheless, validation studies generally rely on imperfect comparisons, and so confidence in validity of μEMA, just like EMA, will require multiple cross-domain and longitudinal experiments from different research teams, of which this may be the first of many.

Conclusion
The μEMA implemented on a smartwatch addresses the common Achilles’ heel of traditional phone-based EMA, the participation burden of accessing, unlocking, and answering multiple multichoice questions on a smartphone. Despite significantly higher interruption rates than phone-based EMA, μEMA is able to yield significantly higher response rates with manageable participation burden. This is achieved by keeping the single questions in μEMA cognitively simple to answer allowing for high frequency of prompting (like a continuous sensor). However, this makes μEMA vulnerable to careless tapping on the smartwatch to dismiss the prompts, potentially compromising the validity of self-report responses. Thus, in this pilot study, we explored the criterion validity of μEMA self-report, comparing it with a continuous sensor to assess if participants submit their responses based on their true behavior in the moment. We used PA as an example domain because PA can be measured using a gold-standard sensor (research-grade accelerometers). We conducted a 1-week exploratory pilot study with 15 participants answering 72 μEMA prompts each day while measuring continuous PA using an ankle-worn accelerometer. We found that participants were able to correctly report their sedentary, light/standing, and moderate+vigorous activities. This highlights that participants were not carelessly tapping on the smartwatch only to dismiss the prompt but were providing accurate information about their behavior comparable to the continuous sensor data from the ankle suggesting criterion validity. However, more research is needed to explore criterion validity of μEMA in other behavioral domains of interest including vigorous PA measurement.
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Abstract

Background: Mobile phone apps have been leveraged to combat the spread of COVID-19. However, little is known about these technologies’ characteristics, technical features, and various applications in health care when responding to this public health crisis. The lack of understanding has led developers and governments to make poor choices about apps’ designs, which resulted in creating less useful apps that are overall less appealing to consumers due to their technical flaws.

Objective: This review aims to identify, analyze, and categorize health apps related to COVID-19 that are currently available for consumers in app stores; in particular, it focuses on exploring their key technical features and classifying the purposes that these apps were designed to serve.

Methods: A review of health apps was conducted using the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) guidelines. The Apple Store and Google Play were searched between April 20 and September 11, 2020. An app was included if it was dedicated for this disease and was listed under the health and medical categories in these app stores. The descriptions of these apps were extracted from the apps’ web pages and thematically analyzed via open coding to identify both their key technical features and overall purpose. The characteristics of the included apps were summarized and presented with descriptive statistics.

Results: Of the 298 health apps that were initially retrieved, 115 met the inclusion criteria. A total of 29 technical features were found in our sample of apps, which were then categorized into five key purposes of apps related to COVID-19. A total of 77 (67%) apps were developed by governments or national authorities and for the purpose of promoting users to track their personal health (9/29, 31%). Other purposes included raising awareness on how to combat COVID-19 (8/29, 27%), managing exposure to COVID-19 (6/29, 20%), monitoring health by health care professionals (5/29, 17%), and conducting research studies (1/29, 3.5%).

Conclusions: This study provides an overview and taxonomy of the health apps currently available in the market to combat COVID-19 based on their differences in basic technical features and purpose. As most of the apps were provided by governments or national authorities, it indicates the essential role these apps have as tools in public health crisis management. By involving most of the population in self-tracking their personal health and providing them with the technology to self-assess, the role of these apps is deemed to be a key driver for a participatory approach to curtail the spread of COVID-19. Further effort is required from researchers to evaluate these apps’ effectiveness and from governmental organizations to increase public awareness of these digital solutions.

(JMIR Mhealth Uhealth 2021;9(3):e24322) doi:10.2196/24322
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Introduction

In response to the COVID-19 pandemic, a global health movement developed with countrywide campaigns providing health education. This information was widespread to educate the public on the newly discovered SARS-CoV-2 virus and how to best protect themselves. These campaigns were filled with a series of prevention protocols and control interventions to contain COVID-19, such as social distancing, keeping infected individuals isolated, self-isolating in homes or hotels after coming into contact with someone who has tested positive, and restricting travel [1].

During the COVID-19 pandemic, health mobile phone apps have been widely used for supporting these campaigns' missions, to assist in raising awareness on how the population may protect itself, and for encouraging adherence to those various precaution protocols [2,3]. For example, the United Kingdom National Health Service created an app with the purpose of encouraging users to keep a safe distance from others and alert them if they come close to someone who had been diagnosed with COVID-19. Within days, the app was downloaded over 10 million times, with six million downloads on the first day [4]. Globally, the World Health Organization (WHO) Alert app, a messaging service provided via social media outlets Facebook and WhatsApp that can be accessed in 15 different languages to answer questions about COVID-19, has the potential to reach two billion people [5].

In addition, health apps are not only limited to simply providing information about COVID-19 but also used to facilitate data-driven disease surveillance, screening, triage, diagnosis, and monitoring by governments or health officials, health care professionals, and health organizations [3,6]. These interventions enable timely preventative methods and treatment procedures at the population level [7]. For example, an app named COOPERAs is used to monitor trends in COVID-19 in Japan, evaluate the current Japanese epidemiological situation, and provide useful insights to assist political decisions to tackle the epidemic. COOPERAs collects personal information about the users and symptoms related to COVID-19. The reported number of confirmed infected cases are then calculated to detect and manage infectious cases.

At the individual level, as these health apps’ popularity rises, the opportunity has increased for consumers and patients to self-manage both their risk of exposure and symptom progression [8,9]. In combatting COVID-19, health self-management includes keeping safe distance from others to decrease the communal spread of the disease, completing self-assessments that monitor symptom development or augmentation, routinely taking prescribed medication, and maintaining a healthy diet and physical activity [1,10]. In instances such as these, mobile apps can promote health self-care practice and activate a person’s responsibility and accountability for preventing disease and maintaining health [9,11,12]. They can log and view the history of their health status, set useful reminders for treatment adherence, and provide vital information about their health status to the community to prevent future exposure.

Furthermore, the importance of health apps related to COVID-19 arises from their capabilities to allow consumers to feel safe and informed in making decisions regarding their health. For instance, an app developed by the University of California, San Francisco [13] for health care workers at the university’s hospital assesses their potential COVID-19–related symptoms. This app helps the employees avoid long queues at screening points before each clinical shift, allows for physical distancing at hospital entrances, and prevents employees with suspected cases from coming to work. Moreover, it allowed the users to answer questions about symptoms they were experiencing, such as fever, cough, and difficulty breathing. The user can then self-assess their severity and make decisions about the potential need to seek further medical treatment [14].

To ensure that apps such as these can meet consumers’ needs and preferences, it is imperative that app developers understand the various usages of these technologies and their technical features [8,15]. However, few studies have been conducted to describe COVID-19–related apps and analyze their technical features [15,16]. The lack of this understanding led developers and governments to make poor choices about health apps’ designs, which led to creating less useful apps that are overall less appealing to consumers due to their technical flaws [17]. Therefore, this review aims to identify, analyze, and categorize health apps related to COVID-19 that are currently available for consumers in app stores; particularly, it focuses on exploring their key technical features and classifying the purposes that these apps were designed to serve.

Methods

Identification of Relevant Apps

From April 20, 2020, to September 11, 2020, the authors explored the Apple Store and Google Play. The following search strings were used to find apps dedicated for COVID-19 that were listed under the health and medical categories: COVID19, COVID, COVID-19, corona, coronavirus, corona triage, corona symptoms, SARS-CoV-2, and respiratory diseases. Additionally, the authors searched current news articles and Google search engine results to find apps related to COVID-19 that may not have otherwise been available in the authors’ regional app store. The app review was conducted with the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) guidelines [18]. Although PRISMA-ScR is the standard guideline to review scientific literature, some researchers have suggested it is not completely applicable to app reviews [19,20]. Nevertheless, it has been used by several studies to review apps, as it is a common tool for performing systematic searches [19-21].
Screening and Eligibility Assessment

The inclusion and exclusion criteria are illustrated in Table 1 and described in light of a framework developed by Ramakrishnan et al [22]. The framework encompasses a series of key questions around COVID-19–related apps that are ordered by five levels of considerations, starting from wider and going to narrower considerations as the level’s number gets higher. Although this framework was adapted from the M-Health Index and Navigation Database that has been previously used to evaluate mental health apps [22], in this study, it was used to help report our inclusion and exclusion criteria.

During the eligibility assessment round, the titles, descriptions, and keywords of identified apps were screened. Health apps that were available to the public at app stores were included. In this round, an app was excluded if it was removed from an app store by its developer during our specified search period, even if it was originally available at the beginning of this period. Their removal indicated that these apps were no longer available to consumers and were, hence, excluded from the sample.

An app was also excluded if it was only dedicated to respiratory or infectious diseases other than COVID-19, such as severe acute respiratory syndrome (SARS) or asthma without any reference to COVID-19. Examples of these apps were the Clean Your Lungs app [23], Breathcount [24], and Box Breathing [25]. Additionally, duplicated apps were identified and removed. In the event of a duplication, we included the Apple Store app, as it had all the required information about the app including its date of release. Furthermore, no restrictions were made regarding the app’s language, pricing, store location or country of origin, developer type, or accessibility measures for gaining access to its content, such as requirement of national identification codes, local country phone numbers, or research study codes. Additionally, no restrictions were imposed in terms of the type of app users. Examples of these health apps included Spectrum [26], which is intended for clinicians to help them in making clinical decisions based on COVID-19 guidelines and infection prevention protocols; Tabaud [27], which is intended for individuals who want to know if they have been in close proximity to an infected person; Self-quarantine [28], which is intended for patients or infected people who are in self-quarantine; Covid Radar [29], which is for researchers who want to predict health care needs in specific regions; and PreWorkScreen [30], which is for employers who want to manage their employee’s COVID-19 self-screening.

Table 1. The inclusion and exclusion criteria of apps are presented based on a framework developed by Ramakrishnan et al [22].

<table>
<thead>
<tr>
<th>Levels of consideration</th>
<th>Framework questions</th>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>App origin</td>
<td>Where does the app come from? Who is the developer, and what is the country of origin?</td>
<td>Health apps that were available at app stores during our search period</td>
<td>No restrictions were made on the country of origin, app’s language, or developer type.</td>
</tr>
<tr>
<td>App accessibility</td>
<td>On what platforms is the app available? How much does it cost, and what accessibility measures are in place for a user?</td>
<td>Health apps that were available in the Apple Store and Google Play</td>
<td>No restrictions were made on the app’s pricing or other accessibility measures for gaining access to the app’s content such as requirement of national identification codes, local country phone numbers, or research study codes.</td>
</tr>
<tr>
<td>App features</td>
<td>What features does the app offer, and what kind of information is it providing around COVID-19?</td>
<td>Health apps that were related to combating COVID-19</td>
<td>Health apps were excluded if they were only dedicated to respiratory or infectious diseases other than COVID-19, such as severe acute respiratory syndrome or asthma without any reference to COVID-19.</td>
</tr>
<tr>
<td>Privacy and security</td>
<td>Are data use and security measures specified? What kind of data are collected or shared?</td>
<td>Health apps that were able to collect or share data</td>
<td>No restrictions were made on the privacy and security measures (eg, consent forms or privacy compliance standards) or kind of data collected or shared (eg, personal information or users’ locations).</td>
</tr>
<tr>
<td>Clinical integration</td>
<td>For whom is it intended: patients, self-help, or essential workers?</td>
<td>Health apps that were available to the public</td>
<td>No restrictions were made on the app’s intended users.</td>
</tr>
</tbody>
</table>

Selected Apps and Data Analysis

Each app’s web page in both the Apple Store and Google Play was visited. Data on each app was extracted and collected as follows: the app’s name, release date or version date when features related to COVID-19 were added, the country of origin, author or developer name, technical features, and source (link to the app’s web page). This information is summarized and presented in Multimedia Appendix 1.

The apps’ technical features were identified by performing open coding. A qualitative data analysis application (ie, Dedoose Version 8.3.35; SocioCultural Research Consultants, LLC) was used at this stage. The apps’ descriptions were first stored in a Word (Microsoft Corporation) document, which was then imported into Dedoose. Excerpts about technical features were highlighted and given a title. The code title was drawn from the excerpts’ content. For example, the excerpt “users can also engage in real-time chat with the chat feature” was placed under the title Chatbot Feature. Multimedia Appendix 2 presents the occurrence of all extracted excerpts in each app included in this review, whereas the excerpts’ content can be found in Multimedia Appendix 1 within the column technical features.
After completion, the same process was repeated to identify the types of authors or developers creating these apps. Information about the authors or developers was summarized with some additional visits to their original websites to obtain more information. After this, the generated codes about the apps’ technical features were grouped into overarching categories or dimensions. Each dimension represented a different purpose that an app could serve. To identify and validate the purposes of these apps, codes and dimensions were compared iteratively to analyze the similarities in their descriptions within a category [31]. Author MA also compared the differences in codes in every other category as shown in Figure 1 (adapted from Judson et al [13]). If a code did not fit with the previously created dimensions, a new one was added. These generated dimensions were then summarized, which led to the development of our taxonomy of the apps’ purposes (as shown in the Results section).

Figure 1. Our approach to defining purposes of apps related to COVID-19.

Results

App Selection
A total of 298 apps were identified through systematic searches in the Apple Store (n=178) and Google Play (n=120). Screening the apps’ titles and descriptions resulted in removing the following apps: 34 apps that were duplicated, 111 apps that were related to other respiratory diseases (n=56 related to SARS and n=55 related to asthma), and 38 apps that were no longer available in the app stores. After removing duplicate and irrelevant apps, 106 apps from the Apple Store and 9 from Google Play were included and further analyzed. Figure 2 illustrates the flowchart of the search strategy and app selection process.

Figure 2. Flowchart of our search strategy and app selection process.

![Flowchart of search strategy and app selection process](https://mhealth.jmir.org/2021/3/e24322/figure2.png)
Characteristics of the Included Apps

The characteristics of included apps along with examples of each are presented in Table 2. Of the 115 health apps, 114 (99%) were free. Most of the apps (n=77, 67%) were developed by governments or national authorities such as the Ministry of Health in Saudi Arabia and the Government of Malaysia. Nearly one-fourth (n=25, 22%) of the apps were developed by companies such as BioneXt Lab, Paxera Health, and Webdoctor Limited. There were 5 apps from nonprofit organizations or agencies such as the WHO and Lay First Responders International. There were 4 apps built by universities or research centers such as Columbia University in the United States and the National Institute of Infectious Diseases in Romania. There were 4 apps developed by hospitals such as Merciful Brothers Hospital in Czechia.

Table 2. Summary of apps’ characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Apps (N=115), n (%)</th>
<th>Selected app example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Operation system</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iOS</td>
<td>106 (92.17)</td>
<td>TraceCovid</td>
</tr>
<tr>
<td>Android</td>
<td>9 (7.82)</td>
<td>Tawakkalna KSA&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Pricing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free</td>
<td>114 (99.13)</td>
<td>Stop Covid19</td>
</tr>
<tr>
<td>Not free</td>
<td>1 (0.87)</td>
<td>PreMedicus</td>
</tr>
<tr>
<td><strong>Developer/author</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government or national authority</td>
<td>77 (66.95)</td>
<td>Covid-19 Armenia</td>
</tr>
<tr>
<td>Company</td>
<td>25 (21.73)</td>
<td>Covive</td>
</tr>
<tr>
<td>Nonprofit organization or agency</td>
<td>5 (4.35)</td>
<td>WHO&lt;sup&gt;b&lt;/sup&gt; Info</td>
</tr>
<tr>
<td>Hospital</td>
<td>4 (3.48)</td>
<td>Trecovid19</td>
</tr>
<tr>
<td>University or research institute/center</td>
<td>4 (3.48)</td>
<td>Covid Watcher</td>
</tr>
<tr>
<td><strong>The country of origin</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US</td>
<td>28 (24.35)</td>
<td>CovidWise</td>
</tr>
<tr>
<td>India</td>
<td>5 (4.35)</td>
<td>AarogyaSetu</td>
</tr>
<tr>
<td>Italy</td>
<td>4 (3.48)</td>
<td>Trecovid19</td>
</tr>
<tr>
<td>KSA</td>
<td>4 (3.48)</td>
<td>Tabaud</td>
</tr>
<tr>
<td>Mexico</td>
<td>4 (3.48)</td>
<td>Plan Jalisco Covid-19</td>
</tr>
<tr>
<td>Spain</td>
<td>4 (3.48)</td>
<td>GVA Coronavirus</td>
</tr>
<tr>
<td>Global</td>
<td>4 (3.48)</td>
<td>Covive</td>
</tr>
<tr>
<td>Canada</td>
<td>3 (2.61)</td>
<td>Canada Covid-19</td>
</tr>
<tr>
<td>Australia</td>
<td>3 (2.61)</td>
<td>MyAus Covid-19</td>
</tr>
<tr>
<td>France</td>
<td>3 (2.61)</td>
<td>Covidom Patient</td>
</tr>
<tr>
<td>Netherlands</td>
<td>3 (2.61)</td>
<td>COVID-19 Medisch Dossier</td>
</tr>
<tr>
<td>UAE</td>
<td>3 (2.61)</td>
<td>TraceCovid</td>
</tr>
<tr>
<td>Malaysia</td>
<td>2 (1.74)</td>
<td>MyTrace</td>
</tr>
<tr>
<td>Ireland</td>
<td>2 (1.74)</td>
<td>PatientMpower for COVID-19</td>
</tr>
<tr>
<td>South Korea</td>
<td>2 (1.74)</td>
<td>Self-Quarantine app</td>
</tr>
<tr>
<td>UK</td>
<td>2 (1.74)</td>
<td>NHS24 Covid-19</td>
</tr>
<tr>
<td>Other</td>
<td>35 (30.43)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>KSA: Kingdom of Saudi Arabia.
<sup>b</sup>WHO: World Health Organization.
<sup>c</sup>N/A: not applicable.
A total of 51 countries were included in this review. Most of the health apps (n=28, 24%) were from the United States, and 5 apps came from India. The following countries each created 4 apps: Italy, the Kingdom of Saudi Arabia, Mexico, Spain, and Vietnam. The following countries each made 3 apps: Australia, Canada, France, the Netherlands, and the United Arab Emirates. The following countries each developed 2 apps: Malaysia, Ireland, South Korea, Switzerland, and the United Kingdom. There were 4 apps designed for global users, and the rest came from other countries (n=35; ie, Armenia, Austria, Bahrain, Bolivia, Brazil, Columbia, Czechia, Denmark, Egypt, Georgia, Hungary, Indonesia, Iceland, Jamaica, Jordan, Kuwait, Latvia, Mali, Morocco, New Zealand, North Macedonia, Pakistan, Poland, Portugal, Qatar, Republic of Cyprus, Republic of Fiji, Romania, Singapore, Sri Lanka, Switzerland, Thailand, Tunisia, Turkey, and Uruguay).

Technical Features of Apps Related to COVID-19

After conducting the open coding of 115 apps’ descriptions, 258 extracted excerpts were grouped into 29 technical features. Table 3 presents the key technical features with examples of apps that supported these technical features, and Multimedia Appendix 2 illustrates the occurrence of the different technical features in each app. Each technical feature is described in detail in the following sections.

The most common technical feature was basic health information and advice or frequently asked questions (FAQs). Over one-third (n=42, 37%) of the apps were developed to provide basic health information about COVID-19, best health practices, medical advice, and FAQs regarding COVID-19. This health information was given in the form of guidance documents, videos, and animation clips that were curated by the respective country’s government, the WHO, Centers for Disease Control and Prevention (CDC), the National Health Council, Johns Hopkins University, and other medical institutions.

The second most common technical feature in our review was contact tracing. Over one-fourth (n=32, 28%) of the apps supported contact tracing by documenting and retaining encounters with others such as friends, family, or coworkers. These apps allowed users to detect other devices with the same installed app and exchange an encrypted Secure Tracing Identifier (STI). The STI is stored locally on the user’s device and consists of anonymized data, a time stamp, and (in some apps) the GPS location of the phone. When any one of the users becomes infected with COVID-19, authorities with authorized access to the data can request the infected users to upload the list of STIs to their national data centers for further analysis to enable officials to respond quickly and reach out to individuals who were in close contact and who may be requested to quarantine, thus potentially minimizing the spread of the virus.

The third most common technical feature was alert contacts. Over one-fourth (n=30, 26%) of the apps provided the opportunity to alert contacts. These apps enabled users diagnosed with COVID-19 to voluntarily share their tests results with people they had come into contact with over the previous 14 days. These alerts were received through notifications, text messages, and automatic calls. In contrast, some apps were configured to allow health officials to automatically and anonymously inform the user’s contacts of any encounters; the users’ consents were usually obtained during the initial download of the app.

The fourth most common technical feature was gadget of self-assessment. There were 20 (17%) apps that provided self-assessment tools to examine whether the user may have COVID-19. These tools included questionnaires that were designed according to CDC guidelines, WHO recommendations, and the country’s health officials. Based on the results from these questionnaires, users were ultimately divided into three categories: users who had not tested positive for the virus and are asymptomatic; users who had not tested positive for the virus but had symptoms such as a fever, cough, or shortness of breath; and users who had tested positive for COVID-19. The collected information from these apps was then locally or remotely processed and then made available to the country’s health care professionals for further analysis.

The fifth most common technical feature was live statistics and rolling updates. There were 19 (16.5%) apps that provided live statistics and rolling updates in two forms: Really Simple Syndication (RSS) feeds and push notifications. RSS feeds were used by 14 apps, as shown in Multimedia Appendix 2, to provide up-to-date information about the COVID-19 infection by number of active cases. The cases were then divided into asymptomatic, mild, moderate, severe, recovered, and fatal. These statistics were grouped and illustrated per day, per week, and per month from both a countrywide and worldwide perspective. Additionally, some apps presented the statistics based on hospital admissions within the country rather than active cases. In this same vein, 5 apps used push notifications to provide updates from the government and its advisors, and updated information and subsequent instructions informing of the COVID-19 spread aggregated by the user’s state and country as well as around the world.

The technical feature latest news came next in popularity with 16 (14%) apps. A variety of content such as stories, videos, and podcasts were advertised to present the most current global and local news feeds and, in some apps, can be sorted by cities and countries. These apps allow their users to receive immediate COVID-19–related news and updates from trusted nonprofit groups, international organizations, and government agencies in one place.

The technical feature symptoms tracker was also supported by 16 (14%) apps. These trackers log symptoms and vitals such as fever and cough at specific frequencies by sending text messages and emails, providing automatic fill-ins for text fields, or sending push notifications to obtain the required data. The collected data from symptom trackers assists in categorizing individuals by severity and health risks into “low-risk” to “high-risk” groups. This method of grouping patients was then used to decide the health care needed for each case. For example, in low-risk symptoms groups, users were provided with knowledge and resources to deal with the disease at home. In higher-risk groups, patients were monitored in anticipation of developing symptoms.

The technical feature information about health services and care lines came with 11 apps offering this feature. The apps
The technical feature **map** came with a total of 10 apps. These maps interactively presented both the occurrence of COVID-19 cases (eg, active, confirmed, and recovered cases) as well as the density of these cases in different areas (eg, neighborhoods, cities, and countries). Maps were also used to indicate nearby health care centers and route directions to reach these centers. Moreover, these apps helped health officials observe trends in the community and in turn take meaningful measures to handle the spread of the virus.

The technical feature **health or travel declaration** came with a total of 8 apps. These apps detailed health or travel declarations that were mandated by the country’s government or health officials. Upon arrival, travelers were requested to report themselves and their families through these apps and record their daily health status for 14 days. Moreover, some of these apps were used to notify users of potential exposure risk in the area where the users lived.

The technical feature **location monitoring** came with 7 apps. These apps provided real-time dashboards that help in identifying the next potential COVID-19 hot spots and monitoring and advocating for resources needed in those spots. The collected data were analyzed based on the geolocation of cases and then used to provide support in coordination with local, departmental, and national authorities, which in turn assisted in planning optimal treatment delivery.

The technical feature **sharing data or story with others** was also supported by 7 apps. These apps have the capability to build health diaries describing the users’ symptom development and allow consumers to share their COVID-19 stories with other users and on social networks like Facebook. The stories and diaries can be shared by posting text-based messages, recording voice-based messages, or uploading videos. The users were also able to share these diaries with medical personnel to receive a faster diagnosis.

The technical features **remote monitoring** and **virtual medical consultation** were both offered by 6 apps. Apps that were related to remote monitoring allowed health care professionals to monitor patients’ health data such as heart rate and level of blood oxygen in real time. The generated data could then inform health care teams on how their patients lived on a daily basis and allow them to be immediately alerted if any patient needed critical medical attention. Apps from the virtual medical consultation category enabled virtual medical consultation, live video consultations, or bidirectional text-audio communications to provide personalized support between the users and their doctors.

The technical features **helplines** and **chatbots** were offered by 6 and 5 apps, respectively. Helplines connect users to consultants providing useful information related to COVID-19 and facilitate the introduction of patients to health workers over a toll-free number. Chatbots, on the other hand, are artificial intelligence (AI)–enabled agents who connect with patients through texting or a human-like voice. Chatbots offer personalized health advice via one-on-one conversations with users and help them find answers to their various questions in real time.

The technical feature **distance detection** was enabled by 3 apps. These apps were built to improve the user’s ability to avoid close contact with other people around them. These apps can show how far away the user’s device is from other devices within the same location.

The technical feature **recruitment of volunteers** was offered by 2 apps. These apps were designed to enable the recruitment of volunteers for conducting scientific studies and trials pertaining to COVID-19. These apps asked users to report their symptoms and other required information daily, with each submission generated into data for research purposes.

The technical feature **lists of products** was also supported by 2 apps. These apps present lists of products required for combating COVID-19 (eg, gowns, surgical masks, respirators, face shields, and hand sanitizers), and some allow for calculating the number of these products in stock to find the average consumption rate. This was useful for informing the users about these important products and helping to optimize the use of these resources.

Finally, the least common technical features in this review, each offered in only 1 app, were: checklists of surfaces that required disinfection, taking photos of surfaces, making medical appointments, medical check-up tracking (eg, diagnosis time or submission of diagnosis) during self-quarantine, medical report generators, medication tracking and reminders, mood tracking and mental status (eg, coping with stress), movement permits (eg, during curfew), results of a COVID-19 laboratory test, and using wearable devices for symptom tracking such as pulse oximeters for tracking oxygen saturation in the blood.
Table 3. Summary of the apps’ technical features with examples.

<table>
<thead>
<tr>
<th>Technical features (n=29)</th>
<th>Apps (N=115), n (%)</th>
<th>Selected example of app</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic health info and advice or FAQsa</td>
<td>42 (36.52)</td>
<td>Covid-19 Czechia</td>
</tr>
<tr>
<td>Contact tracing</td>
<td>32 (27.83)</td>
<td>TraceCovid</td>
</tr>
<tr>
<td>Alert contacts</td>
<td>30 (26.08)</td>
<td>Tabaud</td>
</tr>
<tr>
<td>Gadget of self-assessment</td>
<td>20 (17.39)</td>
<td>Covive</td>
</tr>
<tr>
<td>Live statistics and rolling updates</td>
<td>19 (16.52)</td>
<td>NCOVI</td>
</tr>
<tr>
<td>Latest news</td>
<td>16 (13.91)</td>
<td>CDCb</td>
</tr>
<tr>
<td>Symptoms tracker</td>
<td>16 (13.91)</td>
<td>Corona Care</td>
</tr>
<tr>
<td>Info about health services and care lines</td>
<td>11 (9.57)</td>
<td>CoronApp-Colombia</td>
</tr>
<tr>
<td>Map</td>
<td>10 (8.69)</td>
<td>Corona Map</td>
</tr>
<tr>
<td>Health or travel declaration</td>
<td>8 (6.96)</td>
<td>Covid-19 Vietnam</td>
</tr>
<tr>
<td>Location monitoring</td>
<td>7 (6.08)</td>
<td>Private Kit: Safe Paths</td>
</tr>
<tr>
<td>Sharing data or story with others</td>
<td>7 (6.08)</td>
<td>Corona FACTS</td>
</tr>
<tr>
<td>Remote monitoring</td>
<td>6 (5.21)</td>
<td>Covidom Patient</td>
</tr>
<tr>
<td>Virtual medical consultation</td>
<td>6 (5.21)</td>
<td>Lazziodr Covid</td>
</tr>
<tr>
<td>Helpline</td>
<td>6 (5.50)</td>
<td>Covid-19 UAE</td>
</tr>
<tr>
<td>Chatbot</td>
<td>5 (4.35)</td>
<td>HealthLynked COVID-19</td>
</tr>
<tr>
<td>Distance detection</td>
<td>3 (2.61)</td>
<td>VirusRadar</td>
</tr>
<tr>
<td>Recruitment of volunteers</td>
<td>2 (1.74)</td>
<td>Covid Radar</td>
</tr>
<tr>
<td>List of products for combating COVID-19</td>
<td>2 (1.74)</td>
<td>NIOSHc PPEd Tracker</td>
</tr>
<tr>
<td>Checklist of disinfected surfaces</td>
<td>1 (0.87)</td>
<td>Disinfection Checklist</td>
</tr>
<tr>
<td>Making medical appointments</td>
<td>1 (0.87)</td>
<td>GVA CoronVirus</td>
</tr>
<tr>
<td>Medical check-up tracking</td>
<td>1 (0.87)</td>
<td>Self-Quarantine app</td>
</tr>
<tr>
<td>Medical report generator</td>
<td>1 (0.87)</td>
<td>Premedicus</td>
</tr>
<tr>
<td>Medication tracking and reminders</td>
<td>1 (0.87)</td>
<td>Patientsphere for Covid19</td>
</tr>
<tr>
<td>Mood tracking and mental status</td>
<td>1 (0.87)</td>
<td>Covid Coach</td>
</tr>
<tr>
<td>Movement permits</td>
<td>1 (0.87)</td>
<td>Tawakkalna KSAe</td>
</tr>
<tr>
<td>Results of COVID-19 laboratory test</td>
<td>1 (0.87)</td>
<td>Tatamman</td>
</tr>
<tr>
<td>Taking photos of surfaces</td>
<td>1 (0.87)</td>
<td>Disinfection Checklist</td>
</tr>
<tr>
<td>Wearable devices for symptom tracking</td>
<td>1 (0.87)</td>
<td>PatientMpower for COVID-19</td>
</tr>
</tbody>
</table>

aFAQ: frequently asked question.
bCDC: Centers for Disease Control and Prevention.
cNIOSH: National Institute for Occupational Safety and Health.
dPPE: personal protective equipment.
eKSA: Kingdom of Saudi Arabia.

Purposes of Apps Related to COVID-19
The identified technical features (n=29) were then analyzed and organized into five dimensions that represented purposes of these health apps. This led to the development of our taxonomy for health apps related to COVID-19, as shown in Figure 3. These purposes were tracking personal health, raising awareness, monitoring health by health care professionals, managing exposure to COVID-19, and conducting research studies. The majority of technical features were related to the first two purposes. Each purpose is described in the following section.
For tracking personal health, a total of 9 (31%) technical features out of 29 were found relevant, as the data generated from these apps helped their users look after their health. These technical features were gadgets of self-assessment used as an initial triage of possible infection, symptom trackers to check oneself for COVID-19 symptoms on a daily basis, medication trackers and reminders, mood trackers, distance detectors to maintain a safe distance from others, diagnosis recorders used during self-quarantine, integrated cameras for taking photos of surfaces that have been disinfected, checklists of surfaces that have to be disinfected for tracking hygiene practices, and wearable devices for tracking symptoms.

For raising awareness about COVID-19, 8 (28%) technical features were classified under this dimension, as these apps were concerned with providing various data and information to help users stay informed about this disease. These technical features included providing basic health information and advice or FAQs, presenting live statistics and rolling updates, showing the latest news, offering information about health services and care lines, providing interactive maps of active cases and nearby medical facilities to help users learn about this information, chatbots to answer the user’s questions, incorporating lists of products needed for combating COVID-19 to learn about this important precaution, and allowing users to share data and stories with others such as family members and doctors to inform them about their health status and the most current health care information and practice.

For managing exposure to COVID-19, 6 (21%) technical features were classified under this dimension, as these apps help users avoid being exposed to this virus. These features were contact tracing, alerting users who were within close proximity of someone who had tested positive for the virus, reporting suspected cases and declaring travel after arrival, granting movement permits during curfews, monitoring the location of and advice or FAQs, presenting live statistics and rolling updates, showing the latest news, offering information about health services and care lines, providing interactive maps of active cases and nearby medical facilities to help users learn about this information, chatbots to answer the user’s questions, incorporating lists of products needed for combating COVID-19 to learn about this important precaution, and allowing users to share data and stories with others such as family members and doctors to inform them about their health status and the most current health care information and practice.

For managing exposure to COVID-19, 6 (21%) technical features were classified under this dimension, as these apps help users avoid being exposed to this virus. These features were contact tracing, alerting users who were within close proximity of someone who had tested positive for the virus, reporting suspected cases and declaring travel after arrival, granting movement permits during curfews, monitoring the location of and advice or FAQs, presenting live statistics and rolling updates, showing the latest news, offering information about health services and care lines, providing interactive maps of active cases and nearby medical facilities to help users learn about this information, chatbots to answer the user’s questions, incorporating lists of products needed for combating COVID-19 to learn about this important precaution, and allowing users to share data and stories with others such as family members and doctors to inform them about their health status and the most current health care information and practice.
consenting users to further understand trends of COVID-19 within various communities, and tools for sharing results of certified COVID-19 examinations with users.

For health monitoring, 5 (17%) technical features were placed under this dimension, as these apps help users to seek medical assistance from their health care professionals. These features were remote monitoring by health care professionals, virtual medical consultations with clinicians via video or audio calls, medical report generators, tools for making appointments to visit health centers, and helplines to obtain necessary medical help.

Finally, for conducting research studies, many features such as symptoms tracker, distance detector, and self-assessment gadgets enabled this dimension, but only 1 (3%) technical feature uniquely supported it. This feature was intended to enable researchers to recruit volunteers to take part in COVID-19–related studies and clinical research across countries.

Discussion

Principal Findings and Comparison to Prior Studies

This app review shows that the health apps related to COVID-19 vary in terms of their developer type, basic technical features, and purposes of use to combat COVID-19. Regarding the developer types, this review reveals the high number of apps developed by governments or national authorities to fight this infectious disease. In comparison, apps related to noncommunicable diseases like diabetes and hypertension are mostly developed by nongovernmental entities such as health care providers and hospitals [19,20]. This indicates the essential role that apps could play as powerful “weapons” in public health crisis management [32].

The most common technical features in this review focused on offering basic health information and advice on COVID-19 followed by contact tracing. However, the authors noticed that over the review period the number of health apps related to contact tracing was increasing. For example, health apps released at the early stages of the COVID-19 pandemic (ie, February, March, April, and May 2020) tended to be concerned with raising awareness more than other purposes. Apps released in June, July, August, and early September 2020 tended to offer COVID-19 exposure notifications more than any other purpose (see Multimedia Appendix 1). Moreover, it is also expected that contact tracing apps will continue to increase [33,34]. As COVID-19 is highly contagious, digital contact tracing is preferred by many health agencies and governments to expand their capacity for fighting the rapid spread of the virus [34,35]. Contact tracing via apps is also deemed more effective compared to traditional data collection [36]. In traditional contact tracing, tracing is performed through hired tracers and notifications are made by phone calls, which is costly and time consuming, and the chance of missing potential exposures is high [36].

This review also observed the increase in AI-based technical features for providing customized support to fight against the COVID-19 outbreak. For example, AI-enabled health education agents are offered through chatbots. Although 4 apps included in this review had chatbots within their technical features, the number of chatbot apps and their popularity are expected to increase [37]. Health chatbots can provide knowledge about the symptoms caused by the novel SARS-CoV-2 virus, teach their users how to detect if they have been affected by or infected with the virus, and present them with recommendations based on CDC guidelines and advice to reduce the risk of infection [10,38].

Moreover, some researchers are concerned about future lasting effects of the virus, which can be somewhat mitigated with currently available app technology [39]. For instance, Neubeck et al [40] conducted a review of the effectiveness of remote care to cardiovascular patients during the era of COVID-19. They found that there were two specific limitations that could not yet be answered by current mobile apps: rapidly changing symptoms and social isolation. This review found similar limitations in the current technology. Although chatbots are excellent in the initial stages of assessing symptoms or answering questions, they are not advanced enough to provide a sense of human contact that isolated or immunocompromised users may be interested in.

Regarding the purposes of apps, tracking personal health and raising awareness were dominant in this review and in other relevant reviews of COVID-19 apps [41,42]. As the COVID-19 outbreak has progressed, monitoring peoples’ health and adherence to prevention procedures—including mobility, early detection of mild symptoms, and providing necessary psychological support—by health officials and national health care providers has become increasingly difficult to maintain and is anticipated to become even more challenging with an ever-increasing number of cases [43,44]. To combat these likely upcoming issues and at the request of health officials, many of the apps identified in this review had personal health-tracking capabilities. These apps support public health officials’ emphasis on the importance of personal health tracking as a participatory approach to curtail further spread of COVID-19 in the community [45]. By involving most of the population in self-tracking their personal health and providing them with the technology to self-assess, the population can work in tandem with health care providers to combat the effects of the virus.

Additionally, in the 51 countries that are presented in this review, informing the community on how to mitigate their exposure to COVID-19 has been provided by digital health technologies [2]. The authorities in these countries and other stakeholders (eg, health care providers and policy makers) have used apps that provide services such as contact tracing and widespread alerts. Additionally, these apps assist in restricting travel and keeping contact with users, which shows the imperative need for these apps to keep the community safe. Likewise, as health care providers can use these apps to stay informed on the community’s needs, they can in turn plan on how to best deliver treatment services. Each of these groups is responsible for their duty in combatting the virus; in using this technology, various stakeholders can feel confident in knowing what to do for reducing the risk of COVID-19 [2,6].

Implications of Findings

This study provides a holistic review of the technical features that are common in health apps related to COVID-19 and
identifies the most used ones for various purposes as shown in Figure 3. Knowledge of both the technical features and their applications in combating COVID-19 may help developers in making informed decisions when designing apps for various stakeholders.

For governments and health officials, our review shows not only that health apps can support several different methods in which to mitigate the effects of COVID-19 but also that its information can be accessed rapidly and inexpensively [6]. This review shows the ability of COVID-19–related apps to quickly and easily transmit data to both public health centers and treatment providers as well as epidemiologists, virologists, and clinicians. These health apps are equipped with different technical features such as contact tracing, where information can be uploaded and transmitted, privately held and maintained by health care authorities, yet still accessible to the public [46]. Individuals can use these apps to provide information about themselves or their social circle and can be alerted when approaching an area where the risk of exposure is high. These insights may encourage governments and health officials to request building apps in a way that can expand consumers’ capabilities to feel educated, protected, and informed of their own health information and their community during pandemics.

For researchers in public health and medical informatics, there is enormous potential for future research and app-based development with regard to how mobile apps have so far been used to combat COVID-19, as shown in this review, and will ideally be used in the future [47]. One of the most frequent questions about these apps is related to their acceptability [48] and effectiveness [49]. These assessments, which are based on the apps’ technical features (eg, the medication reminders, information on COVID-19 that the users can take advantage of), can inform not only successful individual adoption of these technologies but also effectiveness of overall services that apps can provide [47,50]. Our taxonomy of health apps purposes, illustrated in Figure 3, can be used as a guidance tool in categorizing apps and, assessing their functionalities, and evaluating their acceptability and effectiveness in each category.

Lastly, for average consumers, as health apps related to COVID-19 are low-cost and publicly available resources, this study provides a holistic reference of apps that are currently available in the market across 51 countries. Multimedia Appendix 1 is rich with information about the health apps’ specifications and includes their webpages for convenient access. Multimedia Appendix 1 may help to educate consumers about various apps available and their different functionalities, which may improve their abilities to choose the best suitable app based on their needs and requirements [42].

**Recommendations for Future Studies**

As countries who are actively collecting data are better equipped to make decisions on how to best combat COVID-19, it is recommended to investigate and find approaches for encouraging as many people as possible to use these apps [17,50,51]. With an app, a user can at any time conduct a self-assessment to evaluate any symptoms they may have and take appropriate measures to keep themselves and their community safe. However, poor choices made by developers and governments about the apps’ designs have led to technical flaws and security concerns that could make the apps less powerful and may hinder consumers’ willingness to use them [17]. Therefore, these types of apps should be developed with health informatics experts to improve collaboration between government, health care organizations, and app developers, and to achieve the best quality of data collection and protection [32].

Self-monitoring–related apps have played a large role in health care provision, treating patients without being overwhelmed by in-person visits and enabling treatment providers and patients to use symptom progression tracking in real time [11]. However, health monitoring has to be distinguished as a concept from health tracking [52]. In health tracking, the user takes initiative to complete actionable steps for health self-management [52]. Therefore, it is recommended that this difference be taken into consideration when the evaluation of app functionalities and applications is performed.

Additionally, although daily or even more frequent reminders of medication adherence, filling out self-assessments, and recommendations to self-quarantine may be effective for some users, others need more specialty care [53]. People who are at risk for rapidly changing symptoms must be informed that, when a new symptom suddenly develops, it is imperative that they immediately seek in-person treatment. Most of the apps included in this review did not explicitly have this type of technical feature. Although it has been important that these initially developed apps can answer the questions of a universal audience, there is a need for apps to be nationally accessible but exceptionally customizable.

Furthermore, one of the most pressing questions in clinical treatment and research is how to prevent the feelings of social isolation that quickly developed in a large portion of the population—particularly in older adult and immunocompromised populations [54]. There has been little research on the use of mobile apps to combat symptoms such as loneliness in a worldwide lockdown like the one enacted for COVID-19 [51]. Considering the individual and social effects of the virus that apps are not yet answering and in anticipation of future public health emergencies, medical experts and app developers looking to create innovative and useful products of future public health emergencies, medical experts and app developers looking to create innovative and useful products may want to consider amplifying a more personalized experience with more opportunity for human interaction. Future research can be conducted on both how feelings of depression, isolation, and loneliness may be reduced with the use of mobile health apps and if a personalized experience leads to beneficial, cost-effective in-person treatment [44].

Lastly, few health apps were used for conducting research studies. In this review, this was found to be the overall least common purpose of health apps related to COVID-19. Obtaining informative data on the novel SARS-CoV-2 virus from consumers is essential for public health specialists and medical researchers to successfully carry out their studies, which will inform future understanding of the infection and risk factors for adverse outcomes, characterize the virus transmission patterns, identify high-risk patients, and eventually assist clinicians in...
fighting COVID-19 [43,55]. Therefore, further effort is required from governmental organizations to promote the conduct of participatory disease-based studies of the COVID-19 pandemic through the development of these digital solutions [45].

Limitations of This Study

This review has its own limitations. Our search for health apps was limited to the major app stores Apple Store and Google Play. However, these stores are the largest global platforms for app distribution, with 4.41 million apps as of May 2020, which accounted for about 80% of apps in the market [56]. Additionally, as searching all national app stores from a single country is difficult since international apps are not visible, other apps may have been missed [41,42]. Thus, other sources (e.g., news and the Google search engine) were used to search for apps to overcome this problem. Furthermore, the quality of these apps was not examined and rated as suggested by Stoyanov et al [57], but rather, the apps’ information that was retrieved from the app stores was thoroughly described and presented in Multimedia Appendixes 1 and 2. In addition, as 67% (77/115) of the included apps were developed by national health officials or governments, accessing some of these apps’ content required national identification codes or local country phone numbers; this led the authors to making the decision to not perform an assessment of these apps’ quality, as most information would be inaccessible [36,42].

Conclusions

This study provides an overview and taxonomy of the health apps currently available in the market to combat COVID-19 based on their differences in terms of basic technical features and purposes of use. The analysis of 115 health apps related to COVID-19 led to extracting 258 excerpts that were grouped into 29 technical features as shown in Table 3. These technical features were then categorized, which led to five overarching dimensions or purposes of apps for fighting COVID-19 as shown in Figure 3. Further effort is required from researchers to evaluate these apps’ effectiveness and acceptability, and from governmental organizations to increase public awareness of these digital solutions. Our taxonomy of these apps’ purposes can be used as a guidance tool in categorizing apps and then assessing their functionalities, as well as to evaluate their effectiveness in each category.
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Abstract

Background: The COVID-19 pandemic has forced drastic changes to daily life, from the implementation of stay-at-home orders to mandating facial coverings and limiting in-person gatherings. While the relaxation of these control measures has varied geographically, it is widely agreed that contact tracing efforts will play a major role in the successful reopening of businesses and schools. As the volume of positive cases has increased in the United States, it has become clear that there is room for digital health interventions to assist in contact tracing.

Objective: The goal of this study was to evaluate the use of a mobile-friendly app designed to supplement manual COVID-19 contact tracing efforts on a university campus. Here, we present the results of a development and validation study centered around the use of the MyCOVIDKey app on the Vanderbilt University campus during the summer of 2020.

Methods: We performed a 6-week pilot study in the Stevenson Center Science and Engineering Complex on Vanderbilt University’s campus in Nashville, TN. Graduate students, postdoctoral fellows, faculty, and staff >18 years who worked in Stevenson Center and had access to a mobile phone were eligible to register for a MyCOVIDKey account. All users were encouraged to complete regular self-assessments of COVID-19 risk and to key in to sites by scanning a location-specific barcode.

Results: Between June 17, 2020, and July 29, 2020, 45 unique participants created MyCOVIDKey accounts. These users performed 227 self-assessments and 1410 key-ins. Self-assessments were performed by 89% (n=40) of users, 71% (n=32) of users keyed in, and 48 unique locations (of 71 possible locations) were visited. Overall, 89% (202/227) of assessments were determined to be low risk (ie, asymptomatic with no known exposures), and these assessments yielded a CLEAR status. The remaining self-assessments received a status of NOT CLEAR, indicating either risk of exposure or symptoms suggestive of COVID-19 (7.5% [n=17] and 3.5% [n=8] of self-assessments indicated moderate and high risk, respectively). These 25 instances came from 8 unique users, and in 19 of these instances, the at-risk user keyed in to a location on campus.

Conclusions: Digital contact tracing tools may be useful in assisting organizations to identify persons at risk of COVID-19 through contact tracing, or in locating places that may need to be cleaned or disinfected after being visited by an index case. Incentives to continue the use of such tools can improve uptake, and their continued usage increases utility to both organizational and public health efforts. Parameters of digital tools, including MyCOVIDKey, should ideally be optimized to supplement existing contact tracing efforts. These tools represent a critical addition to manual contact tracing efforts during reopening and sustained regular activity.

(JMIR Mhealth Uhealth 2021;9(3):e24275) doi:10.2196/24275
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contact tracing; COVID-19; disease surveillance; digital health

Introduction

SARS-CoV-2, the virus that causes COVID-19, first emerged in late 2019. Months into the pandemic, the spread of COVID-19 continues to affect the world at large [1,2]. In response to COVID-19, entire countries enacted sweeping measures both nationally and in local hot spots. While these actions varied from country to country; in the United States, the declaration of a public health emergency led many state and local governments to implement “stay-at-home” directives, among other guidelines [3-6]. The ramifications were felt on state, city, and community levels; the consequences of these decisions included the closing of many nonessential businesses and a shift to remote work for many employees. Similarly, universities across the country closed research laboratories, removed undergraduate students from campus, and transitioned to virtual classrooms.

In Nashville, TN, the local government laid out a phased reopening of the city after the end of a stay-at-home order, which extended beyond the restrictions at the state level [7]. Phase 1, which began on May 11, allowed retail stores, restaurants, and bars serving food to open at 50% capacity, while high-touch and high-contact businesses such as nail salons, gyms, and entertainment venues remained closed. In phase 1, the Nashville Metro government encouraged social distancing and recommended, but did not require, face masks. Nashville’s phase 2 of reopening began on May 25, increasing restaurant and retail capacity to 75% and opening high-touch businesses and entertainment venues at 50% and limited capacity, respectively. On June 22, Nashville entered phase 3 of the Metro reopening plan, although the city rolled back into a modified phase 2 stage on July 3 after a spike in cases (Figure 1) [8].

Figure 1. Active COVID-19 cases in Davidson County, TN, from mid-March through July 2020. Gray shaded boxes indicate the phases of the Nashville Metro Government reopening plan, while the gold lines indicate the start date of each phase of Vanderbilt University’s (VU) reopening plan.

At Vanderbilt University, similar phased reopening steps were taken [9]. Each phase on campus mandated social distancing and masks, utilized on-campus pedestrian traffic plans, and encouraged remote work from staff or students when possible. The university entered phase 1 of their reopening on May 18, allowing research activities to resume at 33% capacity. On June 8, the university entered phase 2, allowing research capacity to increase from 33% to 50%, provided that 6 feet of social distance could be maintained between workers or students.
As states across the country begin to relax their precautionary measures and resume educational activities in the fall, it is generally understood that there is a need for increased vigilance and precautionary steps [10-12]. Many organizations are utilizing symptom-tracking software to monitor their community members during the reopening process, including in workplaces and on college campuses. Many freely available risk assessments have been widely distributed by public health entities, for-profit technology companies, and for-profit health care systems. While these are useful as informational tools and for understanding health disparities, there are concerns over the accuracy and utility of self-report symptom trackers in reopening efforts given the high degree of asymptomatic transmission associated with the current pandemic [13-16]. This highlights the need for other tools to focus on how to limit the spread from unknown transmission events.

Contact tracing has been a necessary method of identifying potential exposure events and understanding the epidemiology of the novel virus [17-24]. However, months into the pandemic, contact tracing remains largely a manual and labor-intensive process in which health care workers interview confirmed-positive COVID-19 incident cases and gather information on exposed people and locations. As case volumes grow and manual efforts struggle to handle the increase, it is clear that digital technology could assist with this process [25-28]. For instance, Apple and Google have partnered on a passive system that utilizes Bluetooth signals on mobile devices to identify when users are within a given distance for a certain time (a “contact event”) [27]. While Apple and Google have implemented best-in-class enhanced security features (eg, decentralized storage, rotating keys), security vulnerabilities have been identified in other strategies that rely exclusively on Bluetooth signals without similar protections in place [29-32]. Others have developed similar systems that utilize continuous GPS monitoring [25]. These approaches have raised substantial data ownership and privacy concerns, and early reports suggest that Bluetooth and GPS may struggle to accurately identify true contact through walls or on different floors of the interior floorplans common to office buildings and college campuses [33-38].

In response to these concerns, we developed MyCOVIDKey as an alternative digital contact tracing tool based on a combination of recurring risk assessments and a location check-in strategy. Since it relies on discrete event monitoring rather than continuous location monitoring or potentially vulnerable Bluetooth broadcasts, this approach is an alternative to current strategies and can provide an automated solution to supplement manual contact tracing efforts. The key-in feature of MyCOVIDKey, where users scan a location-specific barcode, can, importantly, augment existing contact tracing efforts in the face of asymptomatic transmission or inaccurate and unreliable symptom assessments. In this paper, we describe an app viability study in which we sought to understand the usefulness of this platform, its potential efficacy, and the sensitivity of its parameters.

**Methods**

**Study Design**

The Stevenson Center Science and Engineering Complex (Stevenson Center) of Vanderbilt University’s campus in Nashville, TN, was chosen as the study setting. Stevenson Center consists of 8 buildings in close proximity to one another. The buildings contain classrooms, research and teaching laboratories, graduate student and faculty offices, an engineering library (closed for the duration of the pilot study), and departmental administration offices. The buildings all have multiple floors, dedicated entrances and exits, stairwells, and elevators; several of the buildings are interconnected. For these reasons, Stevenson Center makes an ideal proxy for campuses at large, as well as moderately sized office complexes.

Laminated flyers (Figure 2C) were fixed to walls near building, stairwell, and elevator entrances, as well as in most common rooms and laboratories where users were expected to have returned to once on campus (Figure 3). Each flyer contained a barcode with a data payload of a unique hash code specific to that particular location. We elected to use PDF417 barcodes, commonly used on identification cards, instead of more common barcode types (ie, QR [quick response] code, data matrix). We believed that selecting a less common barcode that is not typically used to encode web addresses would have a positive impact on security by avoiding barcode hijacking (where a barcode is covered by another barcode that redirects a user to a malicious website) and requiring users to use our app instead of their mobile devices’ native camera app (most of which do not natively decode PDF417 barcodes). In total, there were 71 coded locations throughout the different buildings.
Figure 2. (A) The landing page of MyCOVIDKey, shown after a successful login. (B) A pop-up modal window that enables users to key in by scanning a location’s bar code flyer. (C) A representative key-in flyer, with a barcode that has a unique embedded hash code specific to a location on campus.

Figure 3. A coverage map of key-in flyers on the 8th floor of Stevenson Center (SC) 5 and Stevenson Center 7.
The study was set for 6 weeks and began on June 17, 2020. Participants were recruited via flyers posted throughout Stevenson Center as well as department-wide email lists. Users were provided brief instructions via a guided walk-through of the app the first 4 times that they arrived at the home screen. A weekly raffle based on usage was put in place as an incentive; however, all users were free to use the app at will. Upon completion of the pilot study, a survey was sent to all participants. This survey included questions about user demographics, as well as satisfaction questions focused on the MyCOVIDKey user experience. This work focuses on the technical implementation and results from the pilot; a thorough analysis of the postpilot survey, as well as a usability analysis and recommendations for improvement, are described elsewhere [39].

This study was reviewed and approved by the Vanderbilt University Institutional Review Board (#200976) on June 1, 2020.

App Design and Use
The MyCOVIDKey app was hosted by Amazon Web Services [40]. The platform consists of an Apache HTTP web server, a MySQL database, a custom-built PHP application programming interface, and a responsive, mobile-friendly (JavaScript, CSS, HTML) frontend. All data transmission between the server and client devices used secure protocols (HTTPS/SSL). A custom-built paradata capture library was included to perform usage analytics.

The app has a user hierarchy that includes specific privileges for four different classes of users: users, app administrators, contact tracers, and developers (Multimedia Appendix 1). All created accounts are users by default, with additional privileges accessible only if they have been granted by someone with the higher privilege level. With this structure, app administrator and contact tracer are distinct roles: the former sets parameters for use within the app but does not access user data; the latter performs the actual contact tracing with access to identifying information. This user hierarchy builds a foundation for enhanced privacy features where identifying user data can be siloed from deidentified but linked key-in and symptom information. Such an approach, which will be integrated prior to a wider rollout, would follow the lead set by the Apple/Google platform by saving different pieces of data on isolated servers that are managed by distinct user classes. Only in the event of a positive test will the user hierarchy coordinate to access the data necessary for contact tracing.

During account creation, participants provided an email address, password, phone number, name, birth date, and home zip code. Demographic data (age, sex, race) were not collected from users upon creation of a MyCOVIDKey account. After a successful login, users were directed to the landing page (Figures 2A and 4, and Multimedia Appendix 2). On this screen, separate tiles (Figure 5) could be expanded to display information on the user’s current MyCOVIDKey status (including recommendations based on their most recent self-assessment), start a new self-assessment, present a modal window to perform barcode scanning at MyCOVIDKey locations, compare an individual’s usage statistics to the entire cohort, and display their progress for the weekly raffle.
Figure 4. The home screen of MyCOVIDKey displays information about the user’s current MyCOVIDKey status, allows users to perform self-assessments, key in to new locations, and view simple usage statistics. Certain features are disabled, and the text is adjusted to reflect a user’s current status: (A) CLEAR, (B) NOT CLEAR.
The self-assessment was designed to be brief, since it was intended to be used repetitively, yet included COVID-19 symptoms outlined by the Centers for Disease Prevention and Control (CDC), as well as two questions designed to determine exposure risk. Symptom- and exposure-free users were given a status of CLEAR while a selection of any symptom or exposure would designate a status as NOT CLEAR (Figure 6). Although the user-facing result of the self-assessment was binary, internally self-assessments were coded using a point-based system to classify results as “low,” “moderate,” or “high.” Our scoring system counted canonical COVID-19 symptoms (fever, chills, cough, and shortness of breath) and known exposure risks as 3 points; the presence of a rash or loss of smell and/or taste counted as 2 points; and a sore throat, body aches, and diarrhea were scored as 1 point. After summing the individual point values, the risk score was classified as follows: 0 points was defined as low risk, greater than 0 but less than 3 was defined as moderate risk, and greater than or equal to 3 was defined as high risk. While there are many ongoing efforts to distill qualitative COVID-19 symptoms to a numerical risk score, there currently is no standard approach for doing so. As such, the scoring system that we adopted proved useful to numerically differentiate users with canonical symptoms of COVID-19 from those with less specific symptoms.
Figure 6. The modal window to perform a self-assessment shows (A) brief instructions, (B) common symptoms and exposure risks of COVID-19, (C) a confirmation/submission screen, and (D) customized results based on the outcome of the self-assessment. Potential pathways to CLEAR and NOT CLEAR statuses are shown on top (green) and bottom (red), respectively.

Users with a CLEAR status were provided social support and encouragement to stay vigilant; those that received a NOT CLEAR status were instructed that the self-assessment was not a diagnosis and that they should seek diagnostic testing prior to returning to campus. The latter group was provided with a link to locate testing resources based on the zip code that they provided when their account was created [41]. When a self-assessment was completed, the user ID, symptoms, potential exposures, and the time stamp of the self-assessment were recorded. For this study, assessments were given an expiration of 48 hours, after which the key-in feature of the app was disabled until the user took a new self-assessment. This duration was chosen to increase the likelihood of continued usage by minimizing the burden on users during the pilot. However, the frequency of recurring self-assessments could readily be customized by organizational administrators to meet their needs. Upon completing a new self-assessment, the key-in feature was reactivated.

When a user entered a location with a key-in flyer, they could click the “New Key-In” button on the home screen to launch the key-in modal window. From there, the user was prompted to press the “Start Key-In” button, which initiated the barcode scanner (using the Scandit Software Development Kit, v5.0-5.1). When a user scanned a barcode, the app collected that event in the database, recording the user ID of the scanner, the time stamp of the scan, and the location ID that was scanned.

A weekly raffle was implemented on June 23 to incentivize participation. Users were allowed to accumulate entries in the drawing based on the number of self-assessments they performed and their number of key-ins each week. The number of entries was weighted for each event: each self-assessment was worth 10 entries in the raffle, and each key-in was worth 1 entry in the raffle. To avoid attempts to manipulate raffle outcomes by increased usage, the maximum number of entries a user could receive for each type of event was limited to 30.

Administrator features were included that allowed the study team to visualize usage metrics on a dashboard, perform manual contact tracing queries, and see results from the automated contact tracing algorithm. This algorithm is visually depicted in Multimedia Appendix 3. Briefly, when a participant completes a self-assessment that indicates either symptoms of or potential exposure to COVID-19, that creates a “person of interest” (POI) case. A case window is created that extends 48 hours prior to the causative self-assessment time stamp (the reverse case window) and continues for 14 days after the self-assessment (the forward case window). Any locations that the user keys in to during this period become “locations of interest.” A second window of ±30 minutes is then created, centered around the time stamp of the POI’s key-in at a particular location (the “contact overlap window”). Any other users who key in to the same location during the overlap window are deemed “contacts of interest.” It is important to emphasize that these criteria are not the same as the CDC’s guidelines for “close contact”; instead, our approach aligns with the goal of streamlining manual contact tracing efforts, rather than replacing them. As such, the lengths of the forward case window, the...
reverse case window, and the contact overlap window can be customized based on organizational rules, manual contact tracing infrastructure and bandwidth, and location type.

**Data Analysis**

The data that were collected consisted of user information, the results of recurring self-assessments, data from key-ins, as well as app (usage) paradata. At the conclusion of the 6-week pilot, the data were exported from the database for analysis using Python statistical and visualization packages (Python Software Foundation). The data were then coded, identifiers removed, and then loaded into a REDCap project for long-term storage.

**Results**

**Overall Usage**

Over the 6-week pilot period, 45 participants created accounts. While our participants were not entirely from a single department, the majority were affiliated with the Department of Chemistry. For context, the Department of Chemistry has approximately 210 graduate students, postdoctoral fellows, faculty, and staff. During Phase 1 of the reopening, while operating at 33% capacity, 69 people were allowed to occupy space within the department; while at 50% capacity, this number increased to 105 people.

Of the 45 created accounts, 43 users logged in to the app at least once. These participants performed a total of 227 self-assessments and keyed in 1410 times at 48 distinct locations. Our soft launch period resulted in modest participant enrollments and app usage (Figure 7). On June 23, the first recruitment email was sent and the weekly raffle was instituted, and both participant sign-ups and app usage increased substantially. A second recruitment email was sent out approximately mid-way through the study (timed to avoid conflict with the July 4 holiday closure); however, it had little impact on app usage.

**Self-assessment and Key-In Usage**

Self-assessments were performed by 89% (40/45) of users. The majority of the assessments (202/227, 89%) indicated low risk (ie, asymptomatic with no known exposures), 7.5% (17/227) of self-assessments were of moderate risk (ie, nonzero scores less than 3), and 3.5% (8/227) of self-assessments were of high risk (ie, scores of 3 or more) (Figure 8). Accounting for the different dates of user account creation, users performed 1.02
self-assessments per week (Multimedia Appendix 3). There were slight variations in the total number of screenings per week, with the fewest screenings being taken over the July 4 holiday week. The number of high-risk screenings increased in the final week as a result of a confirmed positive case within the study population.

**Figure 8.** Weekly counts of user self-assessments classified as low, moderate, or high risk.

Key-ins were performed by 32 different users and occurred at 48 unique locations. Accounting for the variation in dates of user account creation, on average, users keyed in 6.75 times per week (Multimedia Appendix 4). Only 67% (n=48) of the 71 locations with flyers were actually used by the participants. The 5 most commonly visited locations accounted for almost 50% (688/1410) of all key-ins (Figure 9). Several of the most frequented locations are expected: the most central elevator at the heart of Stevenson Center Building 7 (the home building for the majority of our users) and multiple building entrances. While several locations saw a substantial increase or decrease in usage from week to week, possibly in part due to our enrollment size being small and our results therefore subject to the fluctuations of individual schedules, the rate of usage at the most frequented locations remained roughly constant from week to week.
While Figure 7 suggests a proportional relationship between the usage of the self-assessment tool and the key-in feature, app usage was not evenly distributed among our users, as would be expected with a new technology [42]. Figure 10 shows the total key-ins and screenings for our users (each user being a horizontal line on the y-axis), sorted by the number of key-ins for that user. The top of the graph shows that we had several high-volume participants who utilized both features of the app frequently. Conversely, there were 5 accounts that never keyed in or took a self-assessment (2 of which never logged in after creating an account). A total of 10 users did not use the app beyond their first self-assessment. Interestingly, several users appear to have used the self-assessment tool disproportionately compared to their use of the key-in feature. This is possibly tied to the increase in remote work for those individuals relative to their on-campus hours, or potential concerns over privacy after initial usage of the app.

Figure 10. A comparison of the total key-ins and screenings for each user in the pilot study. The total key-ins per user are shown on the left (green), while the number of screenings is displayed on the right-hand side (blue).
Contact Tracing

The potential for interactions, even in a small number of people, is large (Multimedia Appendix 5). Our app has two approaches for contact tracing using this individualized spatiotemporal data: manual and automatic. In manual contact tracing, administrators can search for a user by name or email address, find the locations that these users have visited, and identify any other users that keyed in to these locations within the overlap window (Multimedia Appendix 6). In automatic mode, a contact tracing case is created after each self-assessment that indicates either symptoms of or potential exposure to COVID-19. Every case consists of a POI (the user that took the self-assessment), locations of interest (locations that the POI keyed in to during their case window), and contacts of interest (other users that keyed in to locations of interest within a predefined “overlap” window). While the manual mode is designed to augment traditional contact tracing with digital data, automatic contact tracing can be used to streamline this process by compiling lists of contacts and locations, and potentially automating some tasks (notifications, cleaning schedules, etc).

Over the duration of the study, 25 self-assessments indicated either symptoms of or potential exposure to COVID-19. The 25 cases came from 8 unique users, and in 19 of the cases, the POI keyed in to a location on campus after their assessment indicated they were NOT CLEAR. In the event of an at-risk self-assessment, our app makes a prominent recommendation that users isolate and assists them to identify testing locations nearby (Figures 4B and 6D), but our pilot did not have the authority to keep users away from campus. For the purposes of this pilot study, we did not collect self-reported information from users on whether they were tested after receiving a NOT CLEAR status.

Of the 19 cases where the POI keyed in at least once on campus, there were 26 unique locations affected. The cases are summarized in a network chart (Figure 11) where each green square represents a location, blue circles represent users, and the red circle represents the POI. Lines connecting the POI and locations represent key-ins at those locations during the case window. Lines connecting other users and these locations represent key-ins during the overlap window. For brevity, we have not included any cases where POIs had multiple NOT CLEAR self-assessments within the same case window in Figure 11. Several cases had no overlapping users, while in others the density of connected locations at risk and contacts at risk was markedly increased.

Figure 11. A network connectivity diagram showing person-of-interest (POI) key-ins to locations of interest, as well as key-ins by other users at those same locations within the overlap window.
All digital contact tracing algorithms have parameters that must be explored in order to optimize accuracy. In our automated algorithm, the following parameters could be adjusted: the reverse case window period, the forward case window period, and the overlap window. We explored the sensitivity of our results to each of these parameters. While the total number of cases is fixed by the results of the users’ self-assessments, as expected, the key-ins per POI, number of locations at risk, and number of contacts at risk all increase as these windows increase (Multimedia Appendices 7-9).

Discussion

Principal Findings

The COVID-19 pandemic has brought disease control strategies to the general public’s attention. The need for robust contact tracing is broadly understood, particularly as states, and consequently, educational institutions, move through their phased reopening plans. While the need is agreed upon, reports of the lack of contact tracing infrastructure highlight the space where digital contact tracing tools can be useful. In this work, we describe a pilot study of MyCOVIDKey, a digital contact tracing app. The app consists of recurring self-assessments and user key-ins, whereby a user scans a unique barcode to indicate their presence at a location. A 6-week pilot study took place within the Stevenson Center Science and Engineering Complex, on the Vanderbilt University campus in Nashville, TN. The pilot study was successful, and after app revisions based on user feedback (presented in detail in Scherr et al [39]), MyCOVIDKey will be ready for wider-scale deployment to campus and office settings. In this study, we found two clear purposes that could be addressed with digital interventions like MyCOVIDKey: (1) the identification of contacts of a POI who could have potentially been exposed and (2) the identification of locations that POIs visited that may be candidates for enhanced cleaning. Both are expected to remain key needs throughout the duration of the pandemic, even after the distribution of a vaccine.

While the postpilot survey results are analyzed separately in greater detail [39], it is worth noting that from this data it was clear that the majority of MyCOVIDKey users were young: 73.3% (22/30) of respondents were aged 20-30 years, while 20% (6/30) were aged 30-40 years and 6.66% (2/30) were 41 years of age or older. In addition, 77% (23/30) of our users were graduate students engaged in research. This cohort represents a biased group that is more likely to adopt newer technologies, confident in utilizing mobile phone apps, and interested in participating in the pandemic response. As such, our users may have different usage patterns, concerns, and preferences than a larger campus population, or even more so compared to a nonacademic audience. This selection bias was unavoidable considering the location and timing of the study, and its impact should be further studied on larger populations.

As we developed our app, we made several key decisions that should be further explored. Some implementations of COVID-19 self-assessments for return-to-work purposes do not allow users to access buildings or floors of their office space if they exhibit symptoms. This study took the alternative approach of allowing users to continue keying in with an at-risk self-assessment. This decision was made primarily for two reasons: (1) our pilot study did not have the authority to deny the participants entry into buildings or send them home from work, as those decisions were left to the reopening guidelines from the university; (2) we believed that there was the likelihood that users with at-risk self-assessments would continue to enter the building, regardless of their MyCOVIDKey status, and it was preferential to obtain data on their locations while at risk. This decision, albeit with a small sample size, was validated by the result that 19 of the 25 NOT CLEAR statuses still keyed in on campus, which indicates minimal behavioral change occurred, in this study, based on the user’s status. Ideally, symptomatic individuals would follow the app’s recommendations and isolate until they have either received a negative diagnostic test result or their window for transmission has lapsed. While this could have resulted from the perception of a lack of enforcement authority of the study, it could have also been explained by any diagnostic testing results that users may have obtained during the study. We are unable to draw conclusions on compliance since we did not actively seek input on diagnostic testing results after a NOT CLEAR status. This lack of diagnostic backing for self-reported symptoms may have introduced some amount of information bias due to the reliance on user memory and self-reporting. Regardless, this highlights a clear distinction between contact tracing software and a “passport” that allows entry if you meet checkpoint criteria. Given the level of asymptomatic spread of COVID-19, we believe that such passports are meaningful when tied to recent diagnostic testing—and considerably less useful with self-assessments alone. This distinction becomes even more critical when entrance to a location is tied to an incentive, for instance financial incentives at work or social or educational incentives on campuses.

In this study, we noted several parameters in our automatic contact tracing algorithm that must be tuned. Using the CDC’s guidelines of 6 feet or less for 15 minutes or more to denote a “true” contact event, there will always be false positives and false negatives associated with digital contact tracing tools. False positives generated by digital contact tracing tools will increase the workload for manual contact tracers. For instance, increasing the overlap window or the case window parameters of our system will increase the number of locations and potential contacts that need to be traced. This could potentially become overwhelming for manual contact tracers in large organizations or in populations where there is a relatively high positivity rate. In contrast, false negatives from digital contact tracing tools will rely on manual efforts to correctly be identified, or risk not knowing forward disease transmission. We therefore recommend that the sensitivity and specificity with our system, and likely other digital contact tracing tools, be optimized depending on the population size, the local disease prevalence, and the level of automation allowed by contact tracing. One option that could be implemented in parallel to relieve burden on manual contact tracing efforts is to allow automated digital tools to only take action based on events that can be classified with a high degree of confidence. Based on the necessary tuning of parameters, it is our belief that digital contact tracing tools still serve best as a complement to manual contact tracing efforts, and not as a standalone replacement. This is not to minimize their
importance. In fact, we believe they are an essential supplement to the realistic infrastructure constraints observed with manual contact tracing. When used appropriately, they can reduce the burden facing manual contact tracers by offloading certain inquiries and tasks.

While all contact tracing tools share the same goals, our technology has some notable differences from other approaches. MyCOVIDKey does not rely on Bluetooth or GPS to identify potential contact events; rather it relies on users to scan a barcode that identifies locations that they enter. This has technical advantages over the latter technologies, namely its ability to distinguish users in the same room from those separated by walls or even on different floors, as well as enhanced user privacy. Its primary disadvantages are that it does not capture potential exposures that could occur in transit between locations, and that it requires users to actively participate rather than rely on a continuous, automated data stream. While passive data collection is attractive to users due to the minimal effort required, it does come with increased privacy concerns—particularly as the sale of user location data for marketing purposes has become commonplace [43-47].

An additional limitation of our platform compared to others is the inability to determine how long users stayed at a particular location or to determine their proximity to other users. Since users are only asked to key in upon entrance, and not exit, in the current version of the software, determining the overlap window’s forward time limit is a challenge. Using the default overlap window of 30 minutes, our results for contacts of interest would count relatively harmless events like the keying in of 2 users to an elevator 25 minutes apart. However, it would miss events that may be noteworthy; for instance, key-ins to a classroom or laboratory that take place an hour apart, but where the POI has not yet left the room. A simple improvement is to allow organizations to define specific windows of interaction for different types of locations. This could more accurately reflect, for instance, that the timescales spent in elevators (seconds) is fundamentally different than time spent in classrooms (minutes) and in research labs (hours). An alternative approach to remedying this would be to ask users to key in at stations upon exiting as well. While this would place more burden on users and may therefore negatively affect continued usage outside of the consistent user group, it would provide the needed closure on user activity to ensure a more prescriptive assessment of risky interactions.

In this study, we did not ask users with a NOT CLEAR status if they received diagnostic testing to confirm or override their status in the app. The primary objectives of this study were to evaluate the usage of the platform and not to compare self-reported symptoms with diagnostic testing. Therefore, users who were identified as NOT CLEAR and considered a POI may have received a negative result from a SARS-CoV-2 diagnostic test and would be allowed to safely return to campus. While inclusion of this information has obvious utility, as in the aforementioned case, its implementation may be (depending on the disclosing party, any verification of the test results with the provider, and the user’s parent organization that is utilizing this information) subject to regulation by the Health Insurance Portability and Accountability Act. In our postpilot survey, we did ask users about their experiences with COVID-19 testing. While explained in greater detail in our analysis of the postpilot survey data [39], one MyCOVIDKey user did report a positive diagnostic test for SARS-CoV-2. Importantly, MyCOVIDKey was able to accurately identify this person as a POI (this user was symptomatic, and their self-assessment indicated high risk), the locations they had visited in the buildings, and their contacts of interest. Given that the on-campus population was small due to local government safer-at-home orders and the university’s emphasis on remote work where possible, the university’s manual contact tracing team had sufficient capacity to handle this case. This reiterates that while the study setting was ideal for this pilot trial, MyCOVIDKey is perhaps most appropriate for settings where contact tracing infrastructure is not able to handle the volume of cases without additional support.

The usage of MyCOVIDKey during the pilot period closely followed the diffusion of innovation theory. The pilot had a group of early adopters that eagerly took on the platform. This core group was responsible for driving early usage and likely had a positive impact on encouraging new sign-ups and continued usage among their peers. Our pilot study launched without an organizational mandate or directive to use our app. In the absence of this, we made use of a weekly raffle to incentivize usage and participation. Businesses and higher-education institutes have the authority to give employees and students such an order. Forced mandates, however, could be met with resentment and resistance that would negatively affect their usage and undermine their objectives. So while it is understood that there is a critical threshold of users that must be reached in order for these tools to be effective [18], organizations must carefully balance the concerns of their members with public health needs when deciding how to meet this threshold.

Conclusion

Contact tracing is an essential component of any response to an epidemic, and digital contact tracing platforms are poised to play a large role in the current COVID-19 pandemic. In this paper, we have described one such tool, MyCOVIDKey, and a pilot evaluation of its usefulness in a university setting. We were able to identify several potential roles of digital contact tracing supplements, including the identification of potential contacts of at-risk individuals and resource allocation for local testing and building facilities management. While our platform, and these results, are directly applicable to campus communities, they are extensible to the reopening of businesses and communities at large as well. Although more studies are necessary to understand how variations in both the district and national levels could affect uptake in disparate populations and to develop effective mobile health implementation approaches [48], digital health interventions will likely be utilized worldwide. All organizations must make decisions on how best to integrate these tools into existing pandemic response infrastructure, as well as how to address potential concerns over data ownership and stewardship, while still reaching a critical threshold of necessary users for these tools to be effective. With a better understanding of the broader utility of MyCOVIDKey and apps like it, refinements will be made to simultaneously enhance the app’s usability and security. Our pilot study shows
that MyCOVIDKey can address the needs of many academic institutions and businesses as they begin to reopen.
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Abstract

Background: Contact tracing apps are potentially useful tools for supporting national COVID-19 containment strategies. Various national apps with different technical design features have been commissioned and issued by governments worldwide.

Objective: Our goal was to develop and propose an item set that was suitable for describing and monitoring nationally issued COVID-19 contact tracing apps. This item set could provide a framework for describing the key technical features of such apps and monitoring their use based on widely available information.

Methods: We used an open-source intelligence approach (OSINT) to access a multitude of publicly available sources and collect data and information regarding the development and use of contact tracing apps in different countries over several months (from June 2020 to January 2021). The collected documents were then iteratively analyzed via content analysis methods. During this process, an initial set of subject areas were refined into categories for evaluation (ie, coherent topics), which were then examined for individual features. These features were paraphrased as items in the form of questions and applied to information materials from a sample of countries (ie, Brazil, China, Finland, France, Germany, Italy, Singapore, South Korea, Spain, and the United Kingdom [England and Wales]). This sample was purposefully selected; our intention was to include the apps of different countries from around the world and to propose a valid item set that can be relatively easily applied by using an OSINT approach.

Results: Our OSINT approach and subsequent analysis of the collected documents resulted in the definition of the following five main categories and associated subcategories: (1) background information (open-source code, public information, and collaborators); (2) purpose and workflow (secondary data use and warning process design); (3) technical information (protocol, tracing technology, exposure notification system, and interoperability); (4) privacy protection (the entity of trust and anonymity); and (5) availability and use (release date and the number of downloads). Based on this structure, a set of items that constituted the evaluation framework were specified. The application of these items to the 10 selected countries revealed differences, especially with regard to the centralization of the entity of trust and the overall transparency of the apps’ technical makeup.

Conclusions: We provide a set of criteria for monitoring and evaluating COVID-19 tracing apps that can be easily applied to publicly issued information. The application of these criteria might help governments to identify design features that promote the successful, widespread adoption of COVID-19 tracing apps among target populations and across national boundaries.

(JMIR Mhealth Uhealth 2021;9(3):e27232) doi:10.2196/27232
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Introduction

The COVID-19 pandemic has drawn unprecedented attention to public health measures and exposed weaknesses in governmental pandemic management efforts throughout all nations. In particular, the evidence on presymptomatic virus transmissions [1] and the large variance in severity between asymptomatic disease progression and deadly disease progression [2] has delineated the limits of centrally coordinated and executed test and trace programs. This has led to increased attention and the development of COVID-19 tracing apps for smartphones, which have been deemed as feasible and potentially effective tools for pandemic management [3]. As a result, apps are now seen as potentially important tools for supporting pandemic management: they provide a promising opportunity to complement the tracing efforts of local health authorities.

The effectiveness of contact tracing apps however depends on how many people in a given population use the app [4], which poses a unique sociotechnical challenge. A study by Trang et al [5] suggests that the large-scale willingness to use such apps is closely tied to the design factors of the app itself. This is especially true for the following design factors: privacy preservation, transparency, and convenience. Furthermore, when expanding the scope of app use to an international level, demands for transparent and open app developments become even more pressing. Contact tracing apps should not only have the ability to function in one country, but also have the ability to be interoperable with the solutions used in other countries (or the same app should be used in multiple countries), as SARS-CoV-2 spreads around the globe with little regard for national borders. At the same time, app users must be assured that a given contact tracing app is not misused as a surveillance tool by the issuing government. Such misuse might compromise human rights, privacy, and the acceptance of app use. Thus, technical app designs, especially those that relate to privacy-preserving elements, have far-reaching consequences.

The challenges of effectively using contact tracing apps are fundamentally similar across governments. This calls for the close monitoring of the different approaches to guiding governments in choosing the most promising apps. Although several studies have investigated the acceptance factors of COVID-19 tracing apps [5-8], limited research has been conducted on cross-country comparisons. O’Neill et al [9] published an overview of several national COVID-19 tracing apps. However, their study was not conducted in a scientific context, and they used a rather small set of evaluation criteria [9]. Ming et al [10] assessed various COVID-19–related apps across several countries but only briefly touched on these apps’ tracing functionalities. Furthermore, checklists and item sets that pertain to the evaluation of general mobile health apps [11-15] do not seem particularly suited for evaluating contact tracing apps, as most criteria do not apply or are too unspecific. Therefore, our goal was to develop an item set that was suitable for describing and monitoring nationally coordinated COVID-19 contact tracing apps. This item set could provide a framework for describing the key technical features of such apps and monitoring their use based on widely available information.

Methods

In order to develop a suitable evaluation framework that accounts for feasibility in terms of the public availability of relevant information, we conducted an inductive procedure in which we screened the development and use of COVID-19 tracing apps in different countries over several months (from June 2020 to January 2021). The process of identifying and monitoring the apps was performed by using an open-source intelligence (OSINT) approach [16]. This procedure lends itself to the collection of data and information on new and emerging situations wherein there is only limited scientific knowledge available. Although this method involves drawing on scientific publications in journals, it goes beyond this and draws on a multitude of publicly available sources such as (1) grey literature (technical reports, preprints, white papers, and business documents); (2) government data (reports, press conferences, websites, and speeches); (3) conventional media (newspapers, magazines, radio, and television); and (4) the internet (web-based publications, blogs, and social media).

This approach enables the gathering of the most current information in a timely manner and helps to quickly assess the different cultural contexts of various countries. Textbox 1 provides an overview of the sources that were used in this study.

Two authors with backgrounds in medical informatics and information systems conducted parallel searches for publicly available information. Collected materials were reviewed by a third author who had a background in medical informatics. The third author also checked the collected information to determine whether the same information from different sources matched or contradicted each other. The search engines Google, DuckDuckGo, and Google Scholar were used for the search (search term combination format: “COVID-19 tracing app name” + “country name”). In addition, Wikipedia entries for COVID-19 contact tracing apps that were written in the native language of the apps’ respective countries were translated by using services that were provided by Google and Microsoft (for information that was hardcoded in pictures or fliers, the Google Translate app was used). This was done to find references for COVID-19 contact tracing apps, as Wikipedia pages that were written in the native languages of the apps’ respective countries were more up to date than those that were written in English and German (the two languages spoken by the authors). Our main information source was official information that was provided by the countries themselves (ie, technical reports from the apps’ developers or media statements that were provided by official representatives of the countries). Media and academic publications were used to verify the information that was provided by the official sources of the countries or to find information that was not provided by official sources.
Textbox 1. Overview of the type of sources in this study.

<table>
<thead>
<tr>
<th>Source Type</th>
<th>Documents</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic publications (9 documents) [5-8,17-21]</td>
<td></td>
<td>Peer-reviewed information from conferences or journals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Can also include non-peer-reviewed sources like theses and dissertations</td>
</tr>
<tr>
<td>Public government data (28 documents) [22-48]</td>
<td></td>
<td>Official sources, such as public government reports, press releases, government websites, or development repositories (e.g., GitLab and GitHub)</td>
</tr>
<tr>
<td>Grey literature (5 documents) [49-53]</td>
<td></td>
<td>Technical reports or preprints</td>
</tr>
<tr>
<td>Media (11 documents) [9,54-63]</td>
<td></td>
<td>News and articles from newspapers, magazines, radio, television, and podcasts (e.g., British Broadcasting Corporation, The Guardian, and The New York Times), especially those on the internet</td>
</tr>
<tr>
<td></td>
<td></td>
<td>News and articles from social media websites (e.g., Twitter, YouTube, etc)</td>
</tr>
</tbody>
</table>

The initial entry points for researching relevant information revolved around subject areas that were reported to be important design factors in previous studies [5,18-21,53] on tracing apps, such as transparency, privacy protection, data processing techniques (the protocols used and the centralization of data processing), and app features. The documents and websites that were gathered from selected countries were then analyzed by using content analysis methods, which were applied throughout several iterations to inductively extract coherent, topical categories that emerged from the available information [64]. Each category was refined into subcategories and a set of related features. These were subsequently paraphrased as question items. The final item set was then reapplied to the selected countries.

The iteration process, its findings, and the final item set framework are presented in the Results section. Figure 1 summarizes our entire methodological approach. These methodological steps were applied to information from a sample of countries with contact tracing apps that were officially provided by the government to (1) automatically inform users about whether they have potentially been exposed to COVID-19 and (2) help public health officials with tracing and containing the spread of SARS-COV-2. The sample of national tracing apps was purposefully selected; our intention was to include apps from different countries from around the world. By looking at various countries, we aimed to explore the variety and variability in the technical attributes of COVID-19 tracing apps. The nationally commissioned apps from the following countries (in alphabetical order) constituted the purposeful sample: Brazil, China, Finland, France, Germany, Italy, Singapore, South Korea, Spain, and the United Kingdom (England and Wales). These countries reflect different regions that had different experiences with the COVID-19 outbreak and the containment of the pandemic. We also expected different technological approaches across the selected countries.
Results

Summary of Categories

After the initial screening of the sources, several clusters of information needs emerged. These were refined and summarized into five categories (Textbox 2). These categories were then used to derive the final item set.

In the following sections, the information we collected for each category is presented. These data are based on our review of the following apps: Corona Warn App (Germany), TousAntiCovid (France), Immuni (Italy), Radar COVID (Spain), Koronavilkkku (Finland), NHS (National Health Service) COVID-19 (England and Wales), TraceTogether (Singapore), Self-Diagnosis app (South Korea), Self-Quarantine app (South Korea), and Coronavirus-SUS (Sistema Único de Saúde; Brazil). Of note, China has no single app and instead uses various other apps (eg, WeChat) that have integrated tracing solutions. The order of this list mirrors the availability of information (most to least available) in the 10 selected countries.
Textbox 2. Categories and related information needs.

**Background information**
- Open-source code
- How transparent is the development process?
- Is information regarding the development process and the app disseminated? If yes, how is it done?

**Purpose and workflow**
- Is the exact position of users being tracked?
- Can health authorities contact users via the app?
- Is additional data gathered (eg, for epidemiological analysis)?

**Technical information**
- Which protocol is implemented?
- Which tracing technology is used?
- Is the Google/Apple Exposure Notification System used?
- Is it interoperable with other apps?

**Privacy protection**
- Is a centralized or decentralized approach used?
- Can the gathered data be deleted?
- Does the user have to provide any personal information?
- Is the use of the app mandatory (eg, access controls)?

**Availability and use**
- When was the app released?
- How often was the app downloaded?

**Background Information**

After investigating the first category (ie, background information), we found that the provision of primary background information by the issuers of the apps (Table 1) was essential for assessing the issuers’ intentions for the app and the apps’ implications for data privacy. The apps of Germany [41], France [24], Italy [38], Spain [65], Finland [66], England and Wales [67], and Singapore [23] have open-source repositories of their code bases and websites [32,34-37,42,68,69], which act as dedicated information hubs for citizens and tourists. Except for Singapore’s and South Korea’s apps, all countries’ apps were commissioned by their respective health and digital ministries. However, the apps were mainly developed, deployed, and maintained by the private industry sector. Singapore and South Korea have dedicated ministries that are capable of developing contact tracing apps with minor support from the private industry sector. Only the German development team from SAP SE (Systeme, Andwendungen, Produkte in der Datenverarbeitung, Societas Europaea) provided some form of insight into their app development process via a wide range of documents, including the scoping document, technical documentation, and an issue tracker that can be found in their publicly accessible GitHub repository [41]. There was no documentation found for the apps of Brazil, China, and South Korea (eg, documents with information about open-source code or dedicated websites). As such, various publicly available sources, like statements from press conferences, government-issued guidelines, coverage by traditional media, and social media, had to be searched to obtain information about these countries’ apps [28,48,55,57,60,70-73].
Table 1. Background information provided by the issuers of the apps.

<table>
<thead>
<tr>
<th>App</th>
<th>Country</th>
<th>Open-source repository</th>
<th>Information websites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corona Warn App</td>
<td>Germany</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>TousAntiCovid</td>
<td>France</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Immuni</td>
<td>Italy</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Radar COVID</td>
<td>Spain</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Koronavilkku</td>
<td>Finland</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>NHS* COVID-19</td>
<td>England and Wales</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>TraceTogether</td>
<td>Singapore</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Self-Diagnosis app</td>
<td>South Korea</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Self-Quarantine app</td>
<td>South Korea</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Coronavirus-SUS(b)</td>
<td>Brazil</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Various integrated tracing functions in apps (eg, WeChat)</td>
<td>China</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

\(a\)NHS: National Health Service.
\(b\)SUS: Sistema Único de Saúde.

**Purpose and Workflow**

Our analysis of the second category (ie, the purpose of the app) showed that all of the apps that were included in this study were developed to help public health officials with tracing and containing the spread of SARS-CoV-2, as stated in the materials that were publicly accessible at the time of our search [26-28,31,32,34-37,42,48,57,60,65,68,72,74,75]. Except for the apps of China and South Korea, all apps notify their users about whether they came into contact with another user who tested positive for COVID-19. China’s app informs its users via a 3-color code system (green, yellow, or red) and uses a quick response (QR) code that can be scanned by authorities and businesses. Green indicates a person who has unrestricted movement, yellow indicates a person who must undergo a 7-day home quarantine, and red indicates a patient with confirmed COVID-19 who needs to be quarantined for 14 days. In this system, it is not clear as to how these codes are assigned and removed [55,60,71]. South Korea uses a slightly different approach compared to those of the other countries. Most apps automatically match possible COVID-19 contact events. However, South Korea allows its users to self-report their health status via the Self-Diagnosis app. If the reported symptoms are indicative of a SARS-CoV-2 infection, health authorities can intervene. If a person tests positive for COVID-19, a case officer from the local government is assigned, and the person who tested positive must report their symptoms via another app called the “Self-Quarantine app.” If people with COVID-19 leave their designated quarantine areas, they and the case officers receive an alert [57].

**Technical Information**

With regard to the third category (ie, technical information), the Decentralized Privacy-Preserving Proximity Tracing (DP-3T) [49], Temporary Contact Numbers (TCN) [52], BlueTrace [22] and Pan-European Privacy-Preserving Proximity Tracing (PEPP-PT) [76] protocols were found to be used as reference implementations for the various apps (Table 2). DP-3T is used by almost all European countries except for France, which uses PEPP-PT with their own reference implementation for the Robust and Privacy-Preserving Proximity Tracing (ROBERT) protocol [51]. The protocols used for the apps of China and South Korea were not disclosed. The apps of Brazil, Finland, and England and Wales use the Google/Apple Exposure Notification System (GAEN) but do not provide any specific information about which reference protocol they used for app development. The DP-3T, TCN, BlueTrace, and ROBERT protocols all use Bluetooth-based proximity detection approaches. These Bluetooth-based proximity detection approaches use different mathematical models to calculate the likelihood of a potential exposure. The key parameters for these models are the time of being near other devices, the distance to other devices, and the results of an assessment for the contagiousness of a person with COVID-19. The sensitivity of these parameters can be adjusted by the issuer of the app, depending on the number of infections. South Korea relies on users’ self-reports, and when users are quarantined, the country relies on their GPS to alert health authorities about users leaving their quarantine zones [72]. China uses QR codes (to be able to access certain locations, these QR codes have to be scanned upon entry) and other undisclosed sensor data and metadata from smartphones [60,71,73]. Germany, Italy, Brazil, Spain, and England and Wales use the GAEN. The European Union has provided interoperability specifications for cross-border transmission chains between the approved apps that European Union states are planning to implement [29]. In October 19, 2020, the apps of Germany, Ireland, and Italy became interoperable with each other. This was made possible by the European interoperability gateway service, which will include other countries (eg, Finland) in the future [30,31]. Singapore and South Korea have dedicated ministries that are capable of developing contact tracing apps with only minor support from the private industry sector.
Table 2. Technical information of the apps.

<table>
<thead>
<tr>
<th>App</th>
<th>Country</th>
<th>Protocol</th>
<th>Tracing technology</th>
<th>GAEN(^a)</th>
<th>Interoperable with apps from other countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corona Warn App</td>
<td>Germany</td>
<td>DP-3T(^b) and TCN(^c)</td>
<td>Bluetooth</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>TousAntiCovid</td>
<td>France</td>
<td>ROBERT(^d)</td>
<td>Bluetooth</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Immuni</td>
<td>Italy</td>
<td>DP-3T</td>
<td>Bluetooth</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Radar COVID</td>
<td>Spain</td>
<td>DP-3T</td>
<td>Bluetooth</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Koronavilkku</td>
<td>Finland</td>
<td>—</td>
<td>Bluetooth</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>NHS(^f) COVID-19</td>
<td>England and Wales</td>
<td>—</td>
<td>Bluetooth</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>TraceTogether</td>
<td>Singapore</td>
<td>OpenTrace</td>
<td>Bluetooth</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Self-Diagnosis app</td>
<td>South Korea</td>
<td>—</td>
<td>Reported data</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Self-Quarantine app</td>
<td>South Korea</td>
<td>—</td>
<td>Reported data and GPS</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Coronavirus-SUS(^g)</td>
<td>Brazil</td>
<td>—</td>
<td>Bluetooth</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Various integrated tracing functions in apps (eg, WeChat)</td>
<td>China</td>
<td>—</td>
<td>Quick response code, sensor data, and metadata</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

\(^a\)GAEN: Google/Apple Exposure Notification System.
\(^b\)DP-3T: Decentralized Privacy-Preserving Proximity Tracing.
\(^c\)TCN: Temporary Contact Numbers.
\(^d\)ROBERT: Robust and Privacy-Preserving Proximity Tracing.
\(^e\)Not available.
\(^f\)NHS: National Health Service.
\(^g\)SUS: Sistema Único de Saúde.

Privacy Protection

The different protocols have various implications with regard to the privacy of users (the fourth category). China and South Korea use fully centralized protocols and have no methods in place for anonymizing collected data (Table 3). The other apps from Germany, France, Italy, Spain, England and Wales, Singapore, and Brazil use different protocols but function similarly to each other. All countries’ apps use Bluetooth to perform tracing; they do not use any other methods of geolocation (eg, using GPS data). As such, the apps only record how long two devices (smartphones) come into contact but not where contacts occur. Singapore’s app requires mobile phone numbers to be registered. However, aside from this feature, none of the apps collect any user-identifying data and only exchange alternating IDs via Bluetooth. If the GAEN is used, the tracing and identification of contact events with people who test positive for COVID-19 are locally conducted on users’ smartphones in a decentralized manner. The apps of Singapore and France also trace contacts locally on smartphones via user logs. However, user logs must be uploaded to the centralized servers of health authorities for report processing. These servers identify contact events with people who test positive for COVID-19 and send warning messages to users. Additionally, Singapore has combined the function of its contact tracing app, TraceTogether, with the function of the SafeEntry check-in system. In this system, a QR code that contains users’ contact information must be scanned before entering a location. This information is then uploaded to a government server. England and Wales have also implemented a similar venue check-in function directly into their app.

In the decentralized approach of Germany, Italy, Spain, Finland, England and Wales, and Brazil, user logs never leave the smartphone. However, if app users from these countries test positive for COVID-19, they can enable their apps to upload a key to the central server of health authorities. This key is then sent to all devices, and health authorities can subsequently derive device IDs and check if they match one of the encounters in the user log. The use of contact tracing apps in Germany, France, Italy, Spain, Finland, England and Wales, Brazil, and Singapore is completely voluntary. Furthermore, the apps, along with their data, can be removed and deleted at any time.
Table 3. Privacy protection.

<table>
<thead>
<tr>
<th>App</th>
<th>Country</th>
<th>Contact tracing approach</th>
<th>Report processing approach</th>
<th>User can opt out</th>
<th>Anonymity (no user registration)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corona Warn App</td>
<td>Germany</td>
<td>Decentralized</td>
<td>Decentralized</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>TousAntiCovid</td>
<td>France</td>
<td>Decentralized</td>
<td>Centralized</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Immuni</td>
<td>Italy</td>
<td>Decentralized</td>
<td>Decentralized</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Radar COVID</td>
<td>Spain</td>
<td>Decentralized</td>
<td>Decentralized</td>
<td>Yes</td>
<td>___ a</td>
</tr>
<tr>
<td>Koronavilkku</td>
<td>Finland</td>
<td>Decentralized</td>
<td>Decentralized</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>NHS b COVID-19</td>
<td>England and Wales</td>
<td>Decentralized</td>
<td>Decentralized (tracing)/centralized (check-ins)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>TraceTogether</td>
<td>Singapore</td>
<td>Decentralized</td>
<td>Centralized</td>
<td>Yes</td>
<td>Phone number</td>
</tr>
<tr>
<td>Self-Diagnosis app</td>
<td>South Korea</td>
<td>—</td>
<td>Centralized</td>
<td>No</td>
<td>Name, address, and phone number</td>
</tr>
<tr>
<td>Self-Quarantine app</td>
<td>South Korea</td>
<td>—</td>
<td>Centralized</td>
<td>No</td>
<td>Name, address, and phone number</td>
</tr>
<tr>
<td>Coronavirus-SUS c</td>
<td>Brazil</td>
<td>Decentralized</td>
<td>Decentralized</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Various integrated tracing functions in apps (eg, WeChat)</td>
<td>China</td>
<td>Centralized</td>
<td>Centralized</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

aNot available.

bNHS: National Health Service.
cSUS: Sistema Único de Saúde.

Availability and Use

With regard to the fifth category (ie, availability and use), the use of contact tracing apps first occurred in Asian countries, starting with China [70] (integrated tracing functions in existing apps like WeChat or Alipay) and South Korea [28] (Self-Diagnosis app and Self-Quarantine app) in February 2020 and Singapore [77] (TraceTogether) in March 2020. Italy [74] (Immuni), France [75] (their app originally launched as StopCovid and relaunched as TousAntiCovid in October 2020 [78]), and Germany [27] (Corona Warn App) all released their contact tracing apps in June 2020. Brazil expanded the function of its app [48] (Coronavirus-SUS) so that citizens could seek information about COVID-19 (eg, noticeable fake news and recent outbreak locations) and report possible COVID-19 symptoms to check for a potential SARS-CoV-2 infection; a tracing function was added in August 2020. Most of the autonomous communities in Spain adopted the Radar COVID app after COVID-19 testing ended in other regions at the end of August 2020 [79]. Finland also released its app at the end of August 2020 [33]. After a failed attempt at developing a contact tracing app (a result of privacy issues), England and Wales abandoned its first app development approach and released a new app in September 2020. This app also used the GAEN [25,26,54].

Although most countries in our sample regularly reported download numbers, Brazil did not provide regular reports on recent download numbers (Table 4). There are also no comparable download numbers available for China and South Korea, as China integrated their tracing functions into popular existing apps and South Korea used a different tracing system in which not all citizens continuously use one app. For South Korea however, download numbers are available from the Google Play Store; Apple does not report on the number of downloads.
Table 4. Availability and use.

<table>
<thead>
<tr>
<th>App</th>
<th>Source type</th>
<th>Date reported</th>
<th>Downloads, n (% of population)</th>
<th>Country</th>
<th>Release date</th>
<th>Date reported</th>
<th>Source type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corona Warn App</td>
<td>Official</td>
<td>February 11, 2021</td>
<td>25.4 million (30.6%)</td>
<td>Germany</td>
<td>June 16, 2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tous AntiCovid</td>
<td>Official</td>
<td>December 8, 2020</td>
<td>11 million (16.4%)</td>
<td>France</td>
<td>June 2, 2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immuni</td>
<td>Official</td>
<td>February 22, 2021</td>
<td>10.3 million (17.06%)</td>
<td>Italy</td>
<td>June 15, 2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radar COVID</td>
<td>Official</td>
<td>February 14, 2021</td>
<td>7.03 million (17%)</td>
<td>Spain</td>
<td>August 2020</td>
<td>February 14, 2021</td>
<td></td>
</tr>
<tr>
<td>Koronavilkku</td>
<td>Official</td>
<td>November 5, 2021</td>
<td>&gt;2.5 million (45.3%)</td>
<td>Finland</td>
<td>August 31, 2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NHS COVID-19</td>
<td>Official</td>
<td>February 10, 2021</td>
<td>21.8 million (36.7%)</td>
<td>England and Wales</td>
<td>September 24, 2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TraceTogether</td>
<td>Official</td>
<td>February 23, 2021</td>
<td>4.2 million (73.7%)</td>
<td>Singapore</td>
<td>March 20, 2020</td>
<td>February 23, 2021</td>
<td></td>
</tr>
<tr>
<td>Self-Diagnosis app</td>
<td>Google Play Store</td>
<td>February 23, 2021</td>
<td>&gt;500,000 (0.96%)</td>
<td>South Korea</td>
<td>March 2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Quarantine app</td>
<td>Google Play Store</td>
<td>February 23, 2021</td>
<td>&gt;500,000 (0.96%)</td>
<td>South Korea</td>
<td>March 2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coronavirus-SUS b</td>
<td>Official and press</td>
<td>December 8, 2020</td>
<td>10 million (4.77%)</td>
<td>Brazil</td>
<td>August 1, 2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Various integrated tracing functions in apps (eg, WeChat)</td>
<td>——</td>
<td>February 2020</td>
<td>___c</td>
<td>China</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aNHS: National Health Service.
bSUS: Sistema Único de Saúde.
cNot available.

Evaluation Framework

Conducting research on the collected materials and the five categories allowed us to create more specific subcategories and derive a potential item set that was suitable for describing and monitoring nationally coordinated tracing apps (Table 5). As more information was found through the OSINT-based search, the items were phrased in a more detailed manner. This proposed item set for a monitoring framework was applied to the apps of the 10 countries that were analyzed in this study (Multimedia Appendix 1). In total, 19 items were applied to the 11 apps of the 10 countries. This yielded 209 cells of information in the matrix. However, data for 22 cells were not publicly available. These 22 cells were mainly related to information from China, but they were also somewhat related to information from South Korea, Brazil, Spain, and England and Wales. The items that were missing information were primarily related to the protocols that countries used and data privacy issues, particularly those concerning conformance with data protection regulations and the secondary use of data (other purposes).
Table 5. Proposed item set for a monitoring framework.

<table>
<thead>
<tr>
<th>Category, subcategory, and item number</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background information</td>
<td></td>
</tr>
<tr>
<td>Name</td>
<td>What is the name of the app?</td>
</tr>
<tr>
<td>Q1.1</td>
<td></td>
</tr>
<tr>
<td>Open-source code</td>
<td></td>
</tr>
<tr>
<td>Q1.2</td>
<td>Is there a publicly accessible repository of the source code?</td>
</tr>
<tr>
<td>Q1.3</td>
<td>Is the published source code up to date?</td>
</tr>
<tr>
<td>Public information</td>
<td></td>
</tr>
<tr>
<td>Q1.4</td>
<td>Is there some form of material (eg, website, guideline, or Frequently Asked Questions page) for informing the public about the app?</td>
</tr>
<tr>
<td>Collaborators</td>
<td></td>
</tr>
<tr>
<td>Q1.5</td>
<td>Which institutions worked together to develop, host, and maintain the app?</td>
</tr>
<tr>
<td>Purpose and workflow</td>
<td></td>
</tr>
<tr>
<td>Warning process design</td>
<td></td>
</tr>
<tr>
<td>Q2.1</td>
<td>What is the main mode of action for warning app users?</td>
</tr>
<tr>
<td>Secondary data use</td>
<td></td>
</tr>
<tr>
<td>Q2.2</td>
<td>What other purposes are the data used for?</td>
</tr>
<tr>
<td>Technical information</td>
<td></td>
</tr>
<tr>
<td>Protocol</td>
<td></td>
</tr>
<tr>
<td>Q3.1</td>
<td>Which tracing protocols (eg, DP-3T\textsuperscript{a}, TCN\textsuperscript{b}, ROBERT\textsuperscript{c}, and BlueTrace) are implemented in the app?</td>
</tr>
<tr>
<td>Tracing technology</td>
<td></td>
</tr>
<tr>
<td>Q3.2</td>
<td>Which tracing technology (eg, Bluetooth, GPS, and barcodes) is used by the app?</td>
</tr>
<tr>
<td>Exposure notification system</td>
<td></td>
</tr>
<tr>
<td>Q3.3</td>
<td>Is the Google/Apple Exposure Notification System used?</td>
</tr>
<tr>
<td>Interoperability</td>
<td></td>
</tr>
<tr>
<td>Q3.4</td>
<td>Is the app actively interoperable with apps from other countries?</td>
</tr>
<tr>
<td>Privacy protection</td>
<td></td>
</tr>
<tr>
<td>Entity of trust</td>
<td></td>
</tr>
<tr>
<td>Q4.1</td>
<td>Is the process of contact tracing (eg, tracking each contact event) centralized or decentralized? Provide a short description of the workflow.</td>
</tr>
<tr>
<td>Q4.2</td>
<td>Is the report processing approach (eg, matching contact events and informing the user) centralized or decentralized? Provide a short description of the workflow.</td>
</tr>
<tr>
<td>Q4.3</td>
<td>Are app data processed as mandated by data protection regulations?</td>
</tr>
<tr>
<td>Q4.4</td>
<td>Is the data automatically destroyed after a fixed period of time?</td>
</tr>
<tr>
<td>Q4.5</td>
<td>Can the user opt out?</td>
</tr>
<tr>
<td>Anonymity</td>
<td></td>
</tr>
<tr>
<td>Q4.6</td>
<td>Does the user have to register any information (eg, mobile phone number, name, address, or date of birth)?</td>
</tr>
<tr>
<td>Availability and use</td>
<td></td>
</tr>
<tr>
<td>Release date</td>
<td></td>
</tr>
<tr>
<td>Q5.1</td>
<td>On which date could the app be downloaded by the public?</td>
</tr>
<tr>
<td>Number of downloads</td>
<td></td>
</tr>
<tr>
<td>Q5.2</td>
<td>Are there officially reported download numbers?</td>
</tr>
</tbody>
</table>

\textsuperscript{a}DP-3T: Decentralized Privacy-Preserving Proximity Tracing.

\textsuperscript{b}TCN: Temporary Contact Numbers.
Discussion

Principal Results
COVID-19 tracing apps have become instruments in the arsenal of measures for fighting the spread of the disease. Many countries have adopted these instruments in their national pandemic management plans. This study therefore aimed to explore and identify the core features of COVID-19 tracing apps in order to provide a generic framework for conducting cross-country comparisons and monitoring apps over time. We found and screened publicly available information via an OSINT approach for analyzing selected subject areas, which served as initial entry points for collecting data. We then defined five categories to structure the evaluation framework. These categories were based on recurring information, and information for the framework was selected based on obtaining enough publicly available data. The categories were as follows: background information, purpose and workflow, technical information, privacy protection, and availability and use. Based on these categories, we constructed a set of specific items that could be used to evaluate the core features of COVID-19 tracing apps. In order to showcase the item set’s usefulness, it was applied to 10 countries that nationally commissioned COVID-19 tracing apps (ie, Brazil, China, France, Germany, Italy, Spain, Finland, Singapore, South Korea, and the United Kingdom [England and Wales]). Our comparison revealed differences among each countries’ apps, especially with regard to the centralization of the entity of trust and the overall transparency of the apps’ technical makeup. The proposed item set will help researchers evaluate the spread and use of contact tracing apps within and across countries in the future.

Key Characteristics for Evaluating COVID-19 Tracing Apps
The application of OSINT in the emerging field of COVID-19 tracing apps heavily depends on the public availability of essential and comprehensive background information. Ideally, such information can be retrieved from an official website that informs the public and provides technical background information. Information on app development is even more useful, as open-source projects provide detailed insights and involve unrestricted code audits. In open-source projects, the source code and the entire project description are often transparently accessible. Detailed insights on app protocols and their implementation are interesting from both a technical and economic point of view (eg, increasing public acceptance); transparency likely facilitates trust, which is associated with increased public acceptance [6,7]. Our analysis revealed varying degrees of transparency across countries, as some countries disclosed most of the abovementioned information (Germany, France, Italy, Spain, the United Kingdom, and Singapore), while others provided noticeably less information (Brazil, China and South Korea).

As the motivation to download and use an app is the ultimate predictor of an app’s success, information about download numbers, acceptance, and use are the most crucial for differentiating between successful and unsuccessful app designs. According to our initial findings, relative app download numbers were highest in Singapore, Finland, the United Kingdom, and Germany. Although download numbers are indicators of motivation, they do not necessarily reveal information about an app’s actual use [17]. App use can only be measured centrally by certain methods. For instance, Germany’s COVID-19 tracing app analyzes the total number of shared negative and positive test results [50]. However, the characteristics described in our framework could be used as possible predictors of app adoption rates in cross-country adoption research.

An app’s technical design is essential not only for assessing its usefulness, but also for preserving privacy. In particular, the decision to use Bluetooth, GPS, or other means (eg, QR code scanning with corresponding protocols) determines whether the app serves the purpose of tracing or location tracking. The latter could potentially result in greater privacy concerns. Thus, tracking is unlikely to be accepted in many countries. On the other hand, several COVID-19 tracing app users have expressed their interest in obtaining more detailed information about close encounters with people with COVID-19 after receiving rather superficial information from their Bluetooth-based tracing apps [59]. This shows that COVID-19 tracing app developers face the challenge of striking the right balance between maximizing privacy preservation and maximizing usefulness (ie, the range of functionalities). It has yet to be determined which composition of app traits works best in which cultures. The use of Bluetooth is also closely related to the use of the GAEN. The GEAN system seems to be indispensable, as tracing apps that do not use it cannot run in the background of Apple/Android phones. Furthermore, many countries have shifted toward using the GAEN [58]. However, in the future, it might be desirable to find technical solutions for overcoming public health agencies’ and governments’ dependency on Google and Apple.

Another important technical feature in our item set is interoperability, which refers to an app’s ability to operate in a synchronized manner with the COVID-19 tracing apps of other countries. This has become increasingly important, given the likely resurgence of international travel when the pandemic starts to recede. Du and colleagues [80] have stated that the risk of creating a useless Tower of Babel of contact tracing apps is very real, as contact tracing apps’ inability to work across different countries renders them ineffective. Researchers should therefore identify which apps allow for cross-country use. This is particularly interesting to people who live in regions that neighbor other countries, which is quite common in Europe.

The acceptance of COVID-19 tracing apps hinges on both its perceived benefits and perceived barriers (eg, privacy concerns) [8]. The basic and technical information that are outlined in this study lay the foundation for privacy preservation. However, such information must be supplemented with data on a range of additional factors that relate to the entity of trust and anonymity. With regard to the entity of trust, we included indicators that can be used to determine whether a central or decentralized data processing method is used. We found that this distinction could and should be determined for contact tracing.
approaches and report processing approaches. Centrality is a particularly critical factor, as the providers of COVID-19 tracing apps are often governmental agencies, and many users might be reluctant to entrust their government with the exclusive handling of health-related data. In our sample, South Korea and China stood out because they opted for approaches with higher degrees of centrality. Furthermore, the aspects of centrality and a range of other well-known criteria for privacy preservation need to be considered. Therefore, we included automatic data deletion after a fixed period of time, the possibility to opt out, and the need to refrain from storing additional personal data (eg, mobile phone numbers) into our item set.

Limitations
Several limitations apply to our study. First and foremost, the OSINT approach depends on the public availability of reliable and trustworthy data and information. Second, the great majority of items could be answered for most, but not all, countries. This could have been due to missing information or language issues. Incorporating the insights of experts from the studied countries could have provided us with additional information and a more nuanced picture of app use/development. However, the approach we chose is more feasible, and its pragmatic nature allows for the flexible incorporation of various information sources in a quickly evolving field. Third, we developed the item set by analyzing a limited number of countries, and we cannot exclude the possibility that additional criteria would have emerged if we included additional countries in the analysis.

Conclusion and Outlook
Ours is one of the first studies to provide a set of criteria for evaluating nationally commissioned COVID-19 tracing apps and to apply such criteria to 10 industrialized countries. Although cross-country comparisons have been previously conducted [6,9], our study provides a more comprehensive yet relatively easy-to-apply evaluation framework that uses various technical factors from publicly available sources as potential determinants of app adoption.

The evaluation of COVID-19 tracing apps is crucial for the assessment of factors that facilitate these apps’ widespread acceptance and usefulness within and across countries. The more people who accept and use the app, the better the virus can be contained. This has been demonstrated by simulation studies [4]. Given that transparency and privacy protection are crucial for building people’s trust in apps, the technical features that are proposed in our framework might play an important role in promoting widespread app adoption. The initial application of our framework to the 10 countries in this study revealed differences in countries’ app adoption rates. Based on the app download numbers, Finland, Germany, and the United Kingdom were more successful in deploying their apps because they chose transparent and decentralized contact tracing and report processing approaches. However, Singapore was the only city-state in our sample, and it had the highest app adoption rates.

The associations between technical features and app success must be addressed more thoroughly in future research. This can be done by analyzing a greater number of countries, and our framework provides the groundwork to do so. We made the item set very concise so that it can be easily shared with scientists in other countries via a collaborative approach or used to survey people in other countries via a crowdsourcing platform that is similar to that of Trang et al [5]. At the end of the pandemic, it will be interesting to see the role that apps actually played in the fight against the pandemic across different countries (ie, outside of those included in this study). Our framework will help studies that aim to evaluate apps’ contributions to the overall management of pandemics, by providing core descriptors of COVID-19 warning apps that can be used as predictors.

Insights on the success factors of tracing apps might prove useful for designing general national health apps. Over time, tracing apps might be combined with health record apps, as there have already been discussions and instances of developers expanding their apps’ features to include contact and symptom diaries, vaccination certificates, and educational resources for public health messaging.
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Abstract

Background: Mobile health (mHealth) apps are a potential means of empowering patients, especially in the case of multimorbidity, which complicates patients’ care needs. Previous studies have shown that general practitioners (GPs) have both expectations and concerns regarding patients’ use of mHealth apps that could impact their willingness to recommend the apps to patients.

Objective: The aim of this qualitative study is to investigate French GPs’ attitudes toward the prescription of mHealth apps or devices aimed toward patients by analyzing GPs’ perceptions and expectations of mHealth technologies.

Methods: A total of 36 GPs were interviewed individually (n=20) or in a discussion group (n=16). All participants were in private practice. A qualitative analysis of each interview and focus group was conducted using grounded theory analysis.

Results: Considering the value assigned to mHealth apps by participants and their willingness or resistance to prescribe them, 3 groups were defined based on the attitudes or positions adopted by GPs: digital engagement (favorable attitude; mHealth apps are perceived as additional resources and complementary tools that facilitate the medical work, the follow-up care, and the monitoring of patients; and apps increase patients’ compliance and empowerment); patient protection (related to the management of patient care and fear of risks for patients, concerns about patient data privacy and security, doubt about the usefulness for empowering patients, standardization of the medical decision process, overmedicalization, risks for individual freedom, and increasing social inequalities in health); doctor protection (fear of additional tasks and burden, doubt about the actionability of patient-gathered health data, risk for medical liability, dehumanization of the patient-doctor relationship, fear of increased drug prescription, and commodification of patient data).

Conclusions: A deep understanding of both the expectations and fears of GPs is essential to motivate them to recommend mHealth apps to their patients. The results of this study show the need to provide appropriate education and training to enhance GPs’ digital skills. Certification of the apps by an independent authority should be encouraged to reassure physicians about ethical and data security issues. Our results highlight the need to overcome technical issues such as interoperability between data collection and medical records to limit the disruption of medical work because of data flow.

(JMIR Mhealth Uhealth 2021;9(3):e21795) doi:10.2196/21795
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**Introduction**

**Background**

Mobile health (mHealth) technologies are apps or devices designed to deliver health information, collect clinical health data, provide real-time monitoring of patients’ vital signs, and sometimes direct therapeutic interventions. The medical and health care literature presents mHealth apps as a means of empowering patients by providing them with medical and health-related information and education, improving their compliance with treatment, and helping them manage their own health [1]. Many patients consider that mHealth apps aimed toward enabling patients to facilitate the self-management of their illnesses [2], especially in the case of multimorbidity that complexifies patients’ care needs, leading to difficulties in coping with illnesses and an increased burden of illness and treatment [3]. In addition, several clinical trials have shown a meaningful effect on health outcomes attributable to apps that mostly address diabetes, mental health, and obesity [4].

In France, as in most European countries, general practitioners (GPs) occupy a central place in the health care system. In 2014, more than 80% of French people aged 15 years and older had consulted a GP during the year [5]. Not only are GPs primary care providers and gatekeepers but they also manage and coordinate the health care pathways of their patients [6-8].

Multimorbidity, defined as the simultaneous coexistence of more than 1 chronic condition in a single individual, is increasing in primary care and leading to more complex medical care [9]. GPs play a central role in organizing care delivery for patients with multimorbidity [10] and managing complex decision making and providing patients with support to self-manage their illnesses [11]. To provide a comparison with another European country, in Scotland, about a quarter (23.2%) of the population has chronic multimorbidities [12]. The increase in multimorbidity does not only concern the older adults; by the age of 50 years, half of the Scottish patients had at least one morbidity in 2007 [12]. This leads us to believe that a large proportion of chronically ill patients should be concerned with effective tools or devices that could help both patients and their physicians to manage their illnesses, especially through mHealth technologies.

mHealth apps are available on smartphones or tablets. In 2019, almost 8 out of 10 French people had a smartphone, but only 44% of those aged 70 years and older had a smartphone [13]. In this population, the use of a smartphone to browse the internet decreases after 40 years of age: 85% (40-59 years), 69% (60-69 years), and 57% (70 years and older). In the end, only 26% of all people aged 70 years and older browse the internet on a mobile device; however, this rate has been increasing over the past year (+7 points for those aged 70 years and older and +10 points for those aged 60-69 years) [13].

In France, GPs can prescribe some connected devices, that is, these devices are reimbursed by the health insurance scheme (eg, glucometers such as Freestyle Libre). Currently, only 1 app (Moovcare) is reimbursed by the health insurance scheme and can be prescribed for the clinical follow-up of patients with lung cancer. Other stand-alone mHealth apps are not yet reimbursed; therefore, doctors can only advise them. However, will French GPs be ready to prescribe mHealth apps to their patients when these apps will be certified by health authorities?

Both a Swedish [14] and an Australian [15] study suggest that physicians tend to recommend health apps to their patients sparingly, even if they have a positive attitude and perceive an improvement in patients’ self-management ability as the main benefit of health apps [14]. The lack of knowledge of effective apps seems to be the main barrier [15,16]. Dutch GPs seem to have a supporting or mixed attitude toward the integration of mHealth in primary care [17]. A German survey [18] conducted with 1070 GPs showed that “skeptical physicians”—who are concerned about data security, reliability of apps, legal questions, and additional burdens—are more numerous (44%) than the “open-minded physicians” (35%), who emphasized motivational and compliance advantages. However, a majority of the GPs interviewed perceived valuable application potential for health apps and positive contributions to health care and recovery. They are now in favor of recommending mHealth apps to patients, even if they had been reluctant to do so in the past.

**Objectives**

The aim of this study is to investigate French GPs’ attitudes toward prescription or recommendation of mHealth apps or devices aimed toward patients by analyzing their perceptions and expectations of mHealth technologies. On the basis of a sociological approach and following previous research [19-21], this paper aims to provide an empirically grounded typology of the attitudes of French GPs toward the prescription of mHealth apps.

**Methods**

**Design**

This qualitative study, which was conducted from October 2018 to March 2019, involved semistructured face-to-face interviews and 2 focus groups (FGs) with GPs.

Ethical approval was obtained from the French Institute of Medical and Health Research Ethics Committee (IORG0003254 and FWA00005831) and the Institutional Review Board (IRB00003888; opinion number 18-499). All participants gave their consent after receiving both oral and written information about the study.

**Study Participants and Recruitment**

As French general practice is predominantly in the private sector [22], all participants were in private practice.

On the basis of a purposive sample strategy, 20 GPs working in South-East France were interviewed individually. To obtain various viewpoints about GPs’ perceptions and expectations of mHealth apps aimed toward patients, we interviewed GPs who were at different stages in their career trajectory, worked in areas with different population densities, and worked in solo or group practice (single specialty or multispecialties; Table 1). As part of the recruitment of study participants, 90 physicians were initially contacted using a professional phone directory.
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Of these, 12 agreed to participate in an interview, 6 refused to participate, and a large majority (72/90, 80%) did not give an answer (positive or negative). A total of 8 participants were recruited via snowball sampling. The recruitment process ended when the theoretical saturation point (defined later) was reached.

Table 1. General practitioners' characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Individual interviews (n=20)</th>
<th>Focus groups (n=16)</th>
<th>Total sample (N=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>5 (25)</td>
<td>9 (56)</td>
<td>14 (39)</td>
</tr>
<tr>
<td>40-50</td>
<td>1 (5)</td>
<td>1 (6)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>50-60</td>
<td>6 (30)</td>
<td>4 (25)</td>
<td>10 (28)</td>
</tr>
<tr>
<td>&gt;60</td>
<td>8 (40)</td>
<td>2 (13)</td>
<td>10 (28)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>12 (60)</td>
<td>8 (50)</td>
<td>20 (56)</td>
</tr>
<tr>
<td>Female</td>
<td>8 (40)</td>
<td>8 (50)</td>
<td>16 (45)</td>
</tr>
<tr>
<td>Private practice context, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solo practice</td>
<td>5 (25)</td>
<td>1 (6)</td>
<td>6 (17)</td>
</tr>
<tr>
<td>Group practice</td>
<td>12 (60)</td>
<td>9 (56)</td>
<td>21 (28)</td>
</tr>
<tr>
<td>Multidisciplinary primary health care organization</td>
<td>3 (15)</td>
<td>6 (38)</td>
<td>9 (25)</td>
</tr>
<tr>
<td>Involved in medical training of residents, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>14 (70)</td>
<td>16 (100)</td>
<td>30 (83)</td>
</tr>
<tr>
<td>No</td>
<td>6 (30)</td>
<td>0 (0)</td>
<td>6 (17)</td>
</tr>
</tbody>
</table>

In addition, to debate about physicians' expectations for mHealth apps, 2 FGs were organized with 7 and 9 GPs each. All 16 participants were involved in university training for the GP residents. The first FG was conducted in Nice (South-East of France), whereas the second was held in Rouen (North-West of France; Table 1).

**Procedure**

Individual interviews were conducted by a medical sociologist (LA). She approached the participants by email and conducted face-to-face interviews at physicians' offices with willing participants for a duration of 28 to 87 minutes (median=40). The FGs were organized in a university setting. Each FG was conducted by an experienced moderator (TB and MS), and the cumulative duration of the interviews was 132 minutes.

An interview guide was used to conduct the interviews and FG discussions. It covered the following areas: knowledge and interest in digital technologies, possible use of mHealth apps, experience of recommending mHealth apps or devices, effects on doctor-patient relationship, risks and benefits for the patient, doubts and fears, and effects on patient responsibility and autonomy. We used a FG approach designed to explore the stable opinions, norms, and group processes that arise within the group.

Interviews and group discussions were audio recorded and transcribed. All personally identifiable information was removed from the transcripts. Interviews and FG were identified with a code: E (for interview)+number, FG (for focus group)+city initial (R for Rouen, N for Nice)+age.

**Data Analysis**

A qualitative analysis of each interview and FG was conducted using grounded theory coding analysis [23]. Transcripts of the personal and collective interviews were hand coded using an iterative inductive process. The first step was initial coding, and segments of transcripts were coded into categories until the categories accounted for all the variations in the data. In the second step (focused coding), selective coding and relationships between the categories were refined and core categories were identified and arranged into broad emergent thematic categories. The third step (axial coding) aimed at identifying the core phenomenon, causal conditions, resultant strategies, context, and consequences [23].

To propose a researcher-constructed typology to simplify and "to reduce the complexity of the natural world by focusing attention on a usually small number of elements or issues of interest to the researcher" [24], we searched for an empirical dimension connected with our research object (GPs' perceptions of mHealth, expectations, concerns, and fears). We identified the dimension of the value given by GPs to the mHealth apps aimed toward patients. This empirical dimension has emerged as a central issue in our data and allowed to organize the data in new ways following 2 axes: (1) the value of the apps for patients (from high to low) and (2) the value of the apps for medical work (from high to low). Next, we reassembled the data into 4 themes (Table S1 given in Multimedia Appendix 1): (1) GPs’ willingness: apps as additional resources to medical work, (2) GPs’ skepticism or resistance, (3) high value of the apps for patient, and (4) less value of the apps and risks for patient.
Finally, we constructed a typology that is a theorizing process to understand and explain the phenomenon at hand, that is, the range of attitudes of GPs toward the possible prescription of mHealth apps. Considering the position of GPs’ concerns and expectations on the value axes, 3 groups of attitudes or positions adopted by the GPs were identified and defined: digital engagement, patient protection, and doctor protection.

Interview transcripts were coded by LA and checked by AS. The FG transcripts were coded by TB and checked by DD and AS. To ensure the validity of the analysis, the following strategies were used: saturation and constant comparison. Data collection and analysis were conducted simultaneously, leading the purposeful sampling to confront the validity of analysis or to explore new concepts until no further new items emerged (theoretical concept saturation was reached). The data codes, categories, and themes were constantly checked, compared, and contrasted. Selective coding and relationships between the categories were discussed within our interdisciplinary research team that included a medical anthropologist (AS), a medical sociologist (LA), and 3 GPs (DD, TB, and MS) who are involved in research in general practice and training of junior GPs. These findings were also examined in relation to the existing literature to identify any inaccuracies and/or misinterpretations.

**Results**

**Attributes and Types**

Considering the value assigned to mHealth apps by participants and their willingness or resistance to prescribe, we identified 3 positions: digital engagement, patient protection, and doctor protection. However, these categories are ideal types of attitudes and not of people. In other words, each GP interviewed tended to adopt one type of attitude but had an ambivalent discourse regarding specific aspects of the prescription of mHealth apps or the patients’ use of apps.

We detail these 3 positions by giving their characteristics, which we illustrate with a few short relevant verbatims. In addition, the reader may find other illustrative excerpts from interviews classified by themes during the final coding in Table S1 in Multimedia Appendix 1.

**Digital Engagement**

Some of the GPs adopted a rather favorable posture for mHealth and perceived mHealth apps as additional resources. Most of them were familiar with the tools; they used professional apps and had tested some mHealth apps:

One that is very often recommended for chronic back pain is the application Activ’Dos. I know that one well because I have used it myself. It is rather well done. (...) I tested it on myself, so I advise it for my patients and show them how to use it. [E19]

Although our sample is not a representative one, it is instructive to stress that among the 20 GPs interviewed individually, 10 used professional apps, 11 knew of one or more mHealth apps aimed toward patients, and 6 had previously advised an mHealth app to their patients. Most of them reported a lack of knowledge or familiarity with these tools and even a lack of interest. However, they expressed a desire to gain more digital skills.

The main perceived benefit was the facilitation of medical work and follow-up care. Participant GPs stressed the reliability and objectivity of measurements allowed by the app, its traceability, and the possibility of a history of measurements that facilitate medical work in terms of diagnosis and patient care plan:

[About blood pressure measurements] An application would be much better. I give them papers with charts to fill in, then they bring me their charts...which is just fine! I scan them and put them in the files, but if I had that on the Internet, it would be...much simpler. [E15]

A patient’s digital logbook is perceived to be more convenient than the usual paper logbook. From this point of view, digital tools are additional control devices that could facilitate better monitoring of patients, because this self-monitoring could be more intensive and occur in real time:

It should be a tool that facilitates the transmission of information from him to me. (...) It would be a bit like having the nurse visit the patient every day (...) with an eye on the patient’s state of health on a daily basis. I think that would be useful. [E10]

The case of diabetic patients was often cited as an example of the utility of the mHealth app, especially to help physicians in remote decision making. On the basis of the history of blood glucose tests transmitted via an app connected to the medical records, and without meeting the patient, the physician could adjust the therapeutic regimen and dosages:

The major interest is the communication of data (...) so the interest is double for the diabetic, (...) there is no need to go anywhere. All of the data are transferred to the doctor. He has, for example, a week of (blood sugar) curves and can remotely (...) adapt the insulin and the dosage and the therapeutic measures for the diabetic. [E7]

From their point of view, the mHealth app could serve as an extension supporting previously practiced medical work for tasks such as relaying advice related to healthy food or physical activities, self-monitoring, and education. GPs interviewed presented mHealth apps aimed toward patients as complementary tools to medical practice; however, they stressed that an app should not replace the physician:

[mHealth apps] This would be to help the doctor on a daily basis, or to help the patient in the care and management of his illness, but certainly not to make medical diagnoses or to provide pseudodiagnoses (...) in the place of the doctor. [E1]

They also perceived benefits related to patients’ engagement in their care. From the point of view of physicians interviewed, mHealth apps could improve patients’ compliance with treatment and provide patients with reliable health-related information and education. The availability of targeted, easy-to-access information could help them manage their own health and adopt a healthy lifestyle:
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Sometimes when we give advice, we don’t know what happens once they have gone home. If they have their application, it will support our advice about diet regimes, advice about care for certain chronic illnesses like diabetes... So, these are tools to help gain knowledge about their illness, to better understand the complications. [E20]

Patient Protection

Although GPs perceived benefits in terms of patient involvement and engagement, they also put forth a protective posture vis-à-vis their patients and the possible risks such apps could engender. Some of the risks mentioned were related to smartphone use and were falling within the lay representations of the technology:

- Addiction to smartphones:
  
  It depends on the tool and depends on the usage of that tool. There are uses which become addictive, which become stressful, and harmful. [E11]

- Dangers of cell phone radiation:
  
  What does all the radiations do? (...) they say that telephones can cause brain tumors? (...) We are not 100% sure of their safety, so the person who is going to go around all the time with applications that link data, isn’t it potentially dangerous? [E3]

- Distortion of ongoing relationships and cognitive changes:
  
  The fact of having your telephone in hand all the time...it necessarily cuts off social interaction between people. And also, there are many cognitive changes when we are used to using apps from such a young age (...) we make less of an effort to remember things, less of an effort to search for information where it existed before, we have perhaps less critical distance from the sources we use (...) some sort of middle ground has to be found between using an application from time to time and without it severing all preexisting social ties. [E19]

Another risk mentioned was related to the content of the apps that could provide irrelevant, unreliable, or nonevidence-based information:

There is always a risk that the information is not adapted to their case. [E18]

From the point of view of the study participants, a certification vis-à-vis their patients and the possible risks such apps could engender. Some of the risks mentioned were related to smartphone use and were falling within the lay representations of the technology:

- Addiction to smartphones:
  
  It depends on the tool and depends on the usage of that tool. There are uses which become addictive, which become stressful, and harmful. [E11]

- Dangers of cell phone radiation:
  
  What does all the radiations do? (...) they say that telephones can cause brain tumors? (...) We are not 100% sure of their safety, so the person who is going to go around all the time with applications that link data, isn’t it potentially dangerous? [E3]

- Distortion of ongoing relationships and cognitive changes:
  
  The fact of having your telephone in hand all the time...it necessarily cuts off social interaction between people. And also, there are many cognitive changes when we are used to using apps from such a young age (...) we make less of an effort to remember things, less of an effort to search for information where it existed before, we have perhaps less critical distance from the sources we use (...) some sort of middle ground has to be found between using an application from time to time and without it severing all preexisting social ties. [E19]

Another risk mentioned was related to the content of the apps that could provide irrelevant, unreliable, or nonevidence-based information:

There is always a risk that the information is not adapted to their case. [E18]

From the point of view of the study participants, a certification performed by independent authorities, such as governmental agencies and health care professionals, could prevent the aforementioned risk:

I do not give advice to a patient if there is no scientific argument to back it up. I cannot suggest an app if it is not scientifically valid, or even independent, and if the protection of personal data is not guaranteed. [E2]

They were also concerned about the security of the apps and had several fears about patients’ data privacy and security:

An app, proposed by a Lab [pharmaceutical industry]: NO! I would not trust it! [the risk would be] targeting, collecting patient data in their favor, to promote their products (...) because I think that the Lab collects patient data because the patients enter the data. To what end will they use this data? I am also there to protect my patients’ DATA, and I want to guide them in the use of applications that will not put their data protection at risk. [FGN-30.2]

This protective posture was also fueled by the perception of another category of risks related to the management of patient care. From these GPs’ point of view, self-medication or self-management could lead to patient isolation, increase patients’ anxiety, or give patients a false sense of security:

The objective is not to collect data but to know how to analyze the data in a relevant and pertinent way. (...) it really must be standardized, otherwise there is a false sense of security: “I feel all alone.” [E8]

Moreover, health apps are not seen as relevant tools for empowering patients because, as a participant said, “those who are going to get involved are patients who are already involved” (E17), whereas those who had little self-involvement in the management of their health will not become more empowered by mHealth apps:

We aren’t going to gain much. It will over-empower those who were already too much and...not change much. [E8]

They also pointed to the risk of the standardization of the medical decision-making process based on patient monitoring with apps, which is opposed to a family practice. This standardization could lead to overmedication:

We can adapt these software programs all we like, I am not sure that we will ever be able to obtain the intuitive perspective that is the transcription of countless information that we have accumulated through experience and knowledge about our patients. [E20]

They feared that apps might increase normative injunctions to achieve perfect health. In addition, they feared that patient autonomy requirements would put too much responsibility on patients and decrease their individual freedom:

Surveillance and self-management is all right but we shouldn’t be obsessed with all these settings. (...) There is too much information, I find, from the apps, the television, advice... (...) We have the right to cheat a bit, but I have the impression that we must live in a world that is more and more perfect. [E9]

Finally, some of them suggested that apps could intensify social inequalities in health, being prescribed only to certain patients, depending on their income level, their level of digital literacy, and/or their linguistic ability:

What counts also, because I work in a difficult neighborhood, is applications that are adaptable–so, according to the languages the people speak, their level of literacy, because I am afraid that some apps...
are too specialized, and that deepens social inequalities of health. [FGN-30.1]

**Doctor Protection**

In response to the issues and challenges of the prescription of mHealth concerning medical practices, some GPs adopted an attitude that aims to protect their work and their professional position. They view the prescription of apps as an additional workload, especially because of the noninteroperability between patient-reported outcomes or patient data automatically

The management of patient-gathered health data (such as important events that occurred in the meantime: follow-up that would lessen the doctor’s acquaintance with his patients are less closely monitored.... So of course

Apps would offer scattered information that might generate a great quantity questions from patients:

**If the patient comes with more information (...) if he has read up, he gets off track. He has even more questions. (...) Raising questions is a very good thing because patients have to, of course, be informed...but at their level (...) during the consultation, there are often several reasons for the consultation, we have to think about performing cancer screening from the age of 50, we have to think about vaccinations...this is just adding yet another thing to think about (...) during the consultation, we just don’t have the time. [E10]

Likewise, patients’ use of health apps might space out medical follow-up that would lessen the doctor’s acquaintance with his or her patient and increase the time necessary to know the important events that occurred in the meantime: So they are more independent and self-reliant which is good, but when they come back to see us it will be a waste of time because what have they done during all this time? Why did they do this or that? The patients are less closely monitored.... So of course this will forcibly be more difficult to manage. [E18]

The management of patient-gathered health data (such as patient-reported outcomes or patient data automatically generated by apps) will create extra work and increase the workload, especially because of the noninteroperability between the apps and the electronic medical record:

**I REFUSE to be INUNDATED with “patient” data that arrive every evening and that I am supposed to have seen, with people who will come in and say “Have you seen my curves? What do you think about that?” That, that WOULD BE AWFUL!!! It would be the last straw! (...) That (the data flow) shouldn’t be an extra burden (...) So, I can imagine to what point the apps, if they provide a constant flow of information when the patient isn’t even here, would really make things difficult for me. [FGR-50]

GPs are dubious about the value of patient-gathered health data compared with other clinical data to improve patient care and care planning and about the actionability of such data in the clinical realm:

*I am bothered when people come and show me the results of their Freestyle app (...) I am lost with the averages in the result curves which I could care less about, and then we have to regulate the insulin...NO! the ONLY THING I AM INTERESTED IN is the morning blood sugar level!! I couldn’t care less about the rest! [FGR-50]

They raised concerns of medical liability associated with remote monitoring:

**The fear is that you prescribe mobile apps to all of your patients (including those with high blood pressure) and then, one night you are snug in bed and you receive a text message “Mr. So-and-So has a systolic of 200!!” [Laughter] ... you don’t sleep a wink all night! [FCN-40]

Moreover, they emphasized that health apps should not be a substitute for diagnostic tasks:

**The patient mustn’t go imagining that that (apps) will replace us. (...) it is just a digital tool and doesn’t have a global vision, a vision of everything and anything that could interfere with this or that... It must be a complement to what already exists; it must not replace the doctor’s point of view. [E15]

mHealth apps are thought to be a disruptive technology that could alter care practices by reinforcing the purely technical aspects of medicine. Some GPs questioned the risk of transferring their role to the tools. Dehumanization of relationships is feared: mHealth apps could limit the specificities of general medical practice, such as negotiating with the patient’s follow-up plan and its adjustments, and might reduce interaction with patients and the tracking of emotions that are important to medical diagnosis and follow-up:

**We might even be tempted to do that. (...) To delegate the work (...) (but) the empathy that we put into the explanation (of the illness), that is capital for the patient (...) we will have to learn to use that, but without forgetting our role, that does not discharge (...) because that contact, when we no longer have it will be the moment when we become technicians and we will only have to apply algorithms. [E20]

Another concern was the fear of increased drug prescriptions and health care expenses, especially if health apps are developed by the pharmaceutical industry:

**There is an app that is officially provided by a patient organization, but in reality a lab (pharmaceutical industry) is behind it and financing it (...) The app is...
for the simple detection of AMD [age-related macular degeneration] (...) it is financed by the lab that supplies the products. The injection costs 800 euros to prevent AMD! [E4]

That is why they were favorable to certification by independent authorities, such as governmental agencies and the health care professional community:

I would prescribe them (the apps) more readily if there were some authority that certified them and had the reputation of being independent... [E14]

Finally, they fear the exploitation of people’s personal information, the commodification of patient data, and a new form of population monitoring:

The diffusion of the mass (of data) is something I fear much more. And that after that, we would treat certain sub-populations, in a statistical sense of the term, sub-populations with differentiated risk-management, that is a huge risk. [E8]

Discussion

Principal Findings

On the basis of the perceptions and expectations of mHealth apps aimed toward patients of a sample of 36 French GPs, our study offers a typology that makes it possible to account for the different attitudes of GPs with regard to the recommendation of apps. Rather than discussing each category of attitudes, we analyzed the GPs’ fears, concerns, and tensions highlighted by the typology that can explain the resistance, on some of their parts, to recommend or prescribe mHealth apps to patients.

The first source of tension emerges in the approach of the doctor-patient relationship and the medical work of care management. mHealth apps are frequently presented in medical and public health literature as a means of empowering patients [25], and several GPs are sensible to this argument to prescribe mHealth. Several qualitative studies suggest that patients perceive mHealth apps as a means of self-monitoring and self-management of their health and an aid in gaining control and autonomy over their own health and health care [2]. Although the GPs interviewed approved patient engagement in their health care, they feared risks that did not seem to have been disclosed by previous studies. They pinpointed risks related to doctor-patient relationships (dehumanization), patient follow-up (isolation, anxiety, self-medication, false sense of security, numerical standards for normalcy, and disappearance of doctor mediation in the interpretation of data), and medical practice (substitution for medical diagnosis, overmedicalization, standardization of follow-up and prescription, and reduction of professional autonomy). Finally, like their “skeptical” German colleagues [18], the GPs interviewed stressed security, privacy, and confidentiality concerns about patient-generated data.

mHealth can generate tensions if the tool provides patient information that the GP does not need for his or her expertise or if the flow of information disrupts medical work, reduces valuable medical time, or increases the workload. This is consistent with a previous study [18]. To manage care and follow-up, GPs require different information about their patients. Therefore, mHealth apps can support medical practice in generating patient data [1]. However, as shown by previous studies, doctors “feel more comfortable about data that they have collected themselves about the patient (...) rather than those collected by patients themselves on their own initiative” [26]. To consolidate their expertise (medical decision making and plan care), they expect data “valence of actionability” [27], which refers to patient-generated data integration in clinics and the physician’s responsibility in subsequent medical interventions.

The GPs interviewed stressed the lack of guidelines for patients’ use of mHealth apps and the need for independent certification to ensure quality and trustworthiness of the apps before recommending them, as suggested by previous studies [14,15]. Certification of mHealth apps could be a way to increase GPs’ confidence in mHealth apps and promote the digital engagement of physicians. However, the huge production of new mHealth apps renders certification tasks more complex [28].

Our typology underlines tensions in GP’s medical work that would be induced by patients’ use of mHealth apps. However, these tensions could be experienced by GPs differently, depending on national health care contexts and considering the various patient requirements and expectations that may differ according to the diverse organizations of health care systems in other countries. For instance, some mHealth apps may be alternatives to medical consultation in developing countries where access to health care is restricted or in industrialized countries where care costs are substantial and for patients living far from health care services. On the other hand, a solidarity-based public health insurance system, such as the French system that covers 70% to 100% of primary care costs, does not favor patient self-care. As a result, prescribing mHealth apps is more likely to be perceived by GPs as a supplementary workload. However, the globalized mHealth technologies market proposes the use of mHealth apps without distinguishing between the different expectations of each relevant actor in each country.

Finally, transversal to these different attitudes, in our study, most GPs consider the smartphone to be an integral part of daily lives of many people. Not all physicians interviewed were entirely convinced that mHealth apps have the potential to revolutionize the management of disease. However, they regarded the introduction of mobile apps as an inevitable development in the field of medicine and one that could be leveraged to change patients’ behavior.

As we have emphasized, each GP interviewed could have an ambivalent discourse with regard to specific aspects of the prescription of mHealth apps or patients’ use of apps. Some sociological approaches propose a nuanced understanding of users’ attitudes toward digital health [29]. Rather than the classical opposition found in the literature between “resistance to” [30-33] and “acceptance of” [34-37] digital health technologies, Marent et al [29] prefer to use the concept of ambivalence as a “means of facilitating and capturing contradictions and tensions in accounts of digital health” [29]. According to these authors, “ambivalence is the simultaneous experience of two (ambi) opposing orientations or values
(valences)” that “indicates an oscillation or tension between opposite poles of feeling and thinking,” at an individual or collective level. In the case of the physicians interviewed, we hypothesize that this ambivalence is generated by a tension between the desire to see patients’ commitment to care progress and the fear of seeing their medical authority challenged [26]. To alleviate this tension, some GPs interviewed adopted a paternalistic stance [26] by highlighting their medical responsibility to protect patients and medical ethics [38].

From a daily work perspective, our findings could help GPs to identify the category of attitudes with regard to the recommendation of apps in which they fall and to make them aware of their ambivalence. They could then anticipate strategies to lessen their personal constraints on practices such as task delegation, personal training, adequate medical record software choice, production of information devices for patients, and identification of apps that match their values and expectations. Subsequently, they could slowly but steadily start prescribing mHealth apps to targeted patients at targeted times.

**Limitations**

The main limitation of this study is the high rate of nonrespondents (72/90, 80%). Moreover, the recruitment process led to a high number (30/36) of GPs involved in medical training. This overrepresentation may be a bias because respondents, especially physician trainers, could be aware of mHealth and more willing to participate in the study. It is possible that the nonrespondents were not interested in mHealth and, therefore, were even less concerned about their prescription. However, the “thick description” [39] of the various GPs’ postures and their latent meanings revealed by sociological analysis make our typology transferable to other national contexts [39].

**Recommendations for Implementation**

As GPs are leading providers of health information and advice to patients, a deep understanding of both expectations and fears of GPs is essential to motivate them to recommend mHealth apps to their patients. To this end, there is a need to provide appropriate education and training to enhance the digital skills of GPs [15,40]. Our findings show that certification of the apps by an independent authority should be encouraged to reassure physicians about ethical and data security issues [14,15,28]. Our findings also highlight the need to overcome technical issues such as the interoperability between data collection and medical records to limit the disruption of medical work by the data flow. It could be useful to reorganize the medical work, with consultation devoted both to the prescription of apps and the interpretation of the patient-generated data, to lift economic barriers and to preserve personalized management of patient care.

We can anticipate that the availability and assistance of self-monitoring apps in the context of the response to the COVID-19 epidemic to follow infected patients [41,42] could impact the willingness of GPs to prescribe mHealth apps to their patients.

**Conclusions**

The results obtained using a sociological analysis clearly reveal the tight imbrication of social and cultural factors underlying the attitudes of GPs toward prescriptions of mHealth apps. Our analysis could be informative for medical teachers, public health decision makers, and all professionals grappling with questions of integrating mHealth in medical practices.
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