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Abstract

Background: The COVID-19 pandemic catalyzed the adoption of home telemonitoring to cope with social distancing challenges. Recent research on home telemonitoring demonstrated benefits concerning the capacity, patient empowerment, and treatment commitment of health care systems. Moreover, for some diseases, it revealed significant improvement in clinical outcomes. Nevertheless, when policy makers and practitioners decide whether to scale-up a technology-based health intervention from a research study to mainstream care delivery, it is essential to assess other relevant domains, such as its feasibility to be expanded under real-world conditions. Therefore, scalability assessment is critical, and it encompasses multiple domains to ensure population-wide access to the benefits of the growing technological potential for home telemonitoring services in health care.

Objective: This systematic review aims to identify the domains and methods used in peer-reviewed research studies that assess the scalability of home telemonitoring–based interventions under real-world conditions.

Methods: The authors followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) guidelines and used multiple databases (PubMed, Scopus, Web of Science, and EconLit). An integrative synthesis of the eligible studies was conducted to better explore each intervention and summarize relevant information concerning the target audience, intervention duration and setting, and type of technology. Each study design was classified based on the strength of its evidence. Lastly, the authors conducted narrative and thematic analyses to identify the domains, and qualitative and quantitative methods used to support scalability assessment.

Results: This review evaluated 13 articles focusing on the potential of scaling up a home telemonitoring intervention. Most of the studies considered the following domains relevant for scalability assessment: problem (13), intervention (12), effectiveness (13), and costs and benefits (10). Although cost-effectiveness was the most common evaluation method, the authors identified seven additional cost analysis methods to evaluate the costs. Other domains were less considered, such as the sociopolitical context (2), workforce (4), and technological infrastructure (3). Researchers used different methodological approaches to assess the effectiveness, costs and benefits, fidelity, and acceptability.

Conclusions: This systematic review suggests that when assessing scalability, researchers select the domains specifically related to the intervention while ignoring others related to the contextual, technological, and environmental factors, which are also relevant. Additionally, studies report using different methods to evaluate the same domain, which makes comparison difficult. Future work should address research on the minimum required domains to assess the scalability of remote telemonitoring services and suggest methods that allow comparison among studies to provide better support to decision makers during large-scale implementation.
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Introduction

The Universal Health Coverage commitment aligned with the emergence of COVID-19 reinforced the value of telemedicine services and elected these services crucial to coping with the pandemic’s challenges in the health care sector. Since the pandemic reached the western countries, home telemonitoring offered an alternative to control the health status of infected nonsevere patients at their homes to avoid unnecessary visits to the hospital [1].

During the early part of 2020, from a social perspective, the fast-track solution to prevent the spread of COVID-19 focused on social distancing [2]. Governments forced people to stay at home, canceled mass gatherings, imposed teleworking, and closed all educational institutions [3]. From a health care perspective, governments took some extreme measures to increase the capacity to cope with the virus, namely reduction or deferral of nonurgent care and hands-on visits, and postponement of nonurgent surgeries [4]. These measures exposed high-risk groups, such as the elderly at home, people at long-term care facilities, patients with chronic conditions, and hidden diseases [5]. Inevitably, physicians started following-up with their patients through video calls and remote monitoring to continue treatment and avoid long-term complications [6]. In parallel, health care providers launched new telehealth services to assist patients in their homes [7]. Policy makers and practitioners did not have enough information to decide which pilot intervention they should disseminate into real-world settings, considering different financial reimbursement strategies, health care system organizations, and workforce acceptance levels [8].

With technological progression and decreasing equipment costs, remote patient monitoring emerged as a telemedicine application. It comprises interactive and noninteractive technologies to support health care and monitor patients’ health status in their homes [9].

Home telemonitoring is one type of remote patient monitoring, which has shown and is showing potential to improve clinical and patient-reported outcomes and ensure cost reductions for health care practices [10]. In this work, the authors consider the definition given by Paré and colleagues [11] for home telemonitoring. A service based on home telemonitoring consists of health care professionals monitoring the patient’s health status at a distance. Patients or caregivers transmit their health-related data to a responsible health care professional through information and telecommunication technologies. Research on home telemonitoring showed benefits concerning health care systems’ capacity constraints [12], patient empowerment, and treatment commitment [13]. It revealed significant improvement in clinical outcomes even in some diseases [11]. Despite the considerable investment in accelerating health information technology [14], there is not enough information on determining whether home telemonitoring is appropriate and feasible for implementation in a real-world context [15]. Scaling up a health intervention requires wise and efficient spending of resources [16]. Therefore, it is crucial to assess the suitability of scaling up home telemonitoring interventions with proven efficacy to provide answers to the following two questions [17]: Does it work in practice? Is it worth it?

To answer these questions and decide which technology-based health intervention can be scaled up for mainstream care delivery, one must assess its scalability (ie, the ability to be expanded to real-world conditions without compromising on effectiveness and access to the eligible population) [18].

Most of the studies focus only on assessing the effectiveness and costs of a health intervention. Nevertheless, these are two of many considerations to address when evaluating the potential of scaling up an intervention [19]. Other domains such as the feasibility and adaptability of the health intervention and the political or strategic contexts are rarely analyzed. As emphasized by Milat and his colleagues [15] in their recently proposed Intervention Scalability Assessment Tool (ISAT), assessing a health intervention’s scalability involves considering multiple domains, such as the political and strategic contexts, workforce, and infrastructure, among others.

There is a need to conduct evidence-based studies that assess pilot interventions’ potential to achieve population-wide benefits [20]. Scalability studies that also consider the intervention’s suitability to the socioeconomic context in question are important to estimate the success of deploying these interventions in different contexts [15].

Owing to the lack of research on scalability analysis, in this paper, the authors present a systematic review, based on Milat and colleagues’ domains [15], to identify and characterize methods used to assess the potential to scale-up home telemonitoring interventions in the context of a growing telehealth service in the industry. This study focuses on peer-reviewed studies conducted to evaluate the scalability of follow-up interventions based on home telemonitoring. The authors aim to provide a comprehensive overview of these studies concerning the domains and methods used and identify gaps for future research to address when evaluating the potential to implement or scale-up home telemonitoring interventions. As the authors are not aware of other systematic reviews focusing on this aspect, they believe that this review will enlighten researchers, practitioners, and policy makers regarding the most used strategies to assess the scalability of home telemonitoring interventions.

Methods

The search strategy followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) guidelines to conduct the review [21]. The population, intervention, comparison, outcome (PICO) framework [21] allowed the identification of key concepts such as “Home Telemonitoring,” “Follow-up,” “Scalability,” and “Assessment” to formulate a well-focused question and facilitate the literature search. To
optimize the search through effective queries, the authors used PubMed’s Medical Subject Headings (MeSH) to identify indexed terms [22]. This step was fundamental as this review emerges from the combination of research fields with different terms for the same concept. Textbox 1 presents the rationale used to build the final query used in each database.

Textbox 1. Queries used to search each database.

<table>
<thead>
<tr>
<th>Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. (((Telemonitoring) OR (Home remote monitoring)) AND (Mobile Health OR health OR mHealth OR eHealth OR Telehealth OR Telemedicine)) OR (Telehomecare)</td>
</tr>
<tr>
<td>2. (Scalability) OR (Feasibility) OR (Scaling up OR scale up OR upscale OR up-scale OR scale-up) OR ((Deployment OR Implementation OR Application) OR (Broad-scale OR Wide-scale OR Widespread OR Mainstream) OR (((Efficienc*) AND (Program OR Intervention)) OR Economic* Viability)</td>
</tr>
<tr>
<td>3. (Follow-up Care* OR Follow Up Care* OR Care*) OR (Case Management OR Patient Care Planning)</td>
</tr>
<tr>
<td>4. (((Appraisal* OR Evaluation* OR Assessment* OR Appropriateness) AND ((Impact) OR (Cost-Effective* OR Qualitative OR Quantitative OR Index* OR Methodolog*) OR (Clinical Trial* AND (Pragmatic OR Naturalistic Randomized OR Practical OR Real World)) OR (Sustainability) OR (Profitability) OR (Risk*)))</td>
</tr>
<tr>
<td>5. #1 AND #2 AND #3 AND #4</td>
</tr>
</tbody>
</table>

Figure 1 illustrates the search performed in PubMed, Scopus, Web of Science, and EconLit covering studies from 2000 to 2020 (Figure 1 - Set #1). The authors chose to explore EconLit owing to the economic evaluation required to assess a health care intervention’s scalability. The authors selected full-text and peer-reviewed papers written in English (Figure 1 - Set #2).

After removing the duplicates and references without abstracts (Figure 1 - Set #3), two authors independently scanned the titles and abstracts identified in the literature search and applied the selection criteria presented in Textbox 2 (Figure 1 - Set #4).

To guarantee that the article’s topic aligned with the research question, the same authors scanned the 49 full-text articles, which reduced the number of studies considered for review to 13 (Set #5).

The authors analyzed 13 full-text articles, corresponding to 13 studies, in detail and registered all the observations in a literature matrix [23]. First, to better explore each intervention and summarize relevant, well-specified, and secure data, the authors conducted an integrative synthesis. The main variables were the country of origin, publication year, sample size, setting, duration of follow-up, comparator arms, type of technology, and study outcomes [24].

Second, the authors assessed the strength of each eligible study’s evidence according to the 9-level classification system proposed by Jovell and Navarro-Rubio [25].
Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram showing the included studies.
Finally, they conducted narrative and thematic analyses to identify themes and patterns in the eligible articles and outline the findings under specific headings [24] to better examine how each study assessed the potential of scaling up an intervention. When disagreements occurred, the authors reached a consensus via discussion. One author extracted data from the studies and completed quotes, and the second author validated the data according to the definition of each category. The authors conducted this analysis based on the work undertaken by Milat and colleagues [18] in the development of a tool to perform systematic assessments of the suitability of health interventions for scale-up (ISAT). ISAT comprises three parts: setting the scene, planning the intervention implementation, and summarizing the scalability assessment. The first two parts made it possible to classify each study according to the stage of scale-up, context, and focus area. Moreover, Milat and colleagues’ domains enabled the authors to identify the methods and instruments used by the researchers to assess the intervention’s scalability [18].

The research conducted for each domain assessed in the eligible papers was classified as qualitative or quantitative. The research was classified as qualitative if it was based on the description of experiences, emotions, behaviors, events, or actions [26] and quantitative when the respective authors used numerical data to measure, categorize, or identify patterns, relationships, or generalizations through statistical analysis [26].

**Results**

**Country of Origin and Year of Publication**

From 2009 to 2020, the authors analyzed 13 studies in 7 countries, which focused on the potential to scale-up home telemonitoring health care interventions; however, more than half (n=7) were published between 2018 and 2020. Most of the articles (n=8) were from Canada and the United States, whereas the rest were from 5 European countries—Denmark (n=1), Italy (n=1), Lithuania (n=1), Netherlands (n=1), and Spain (n=1).

**Population and Home Telemonitoring Intervention Assessment**

**Target Condition or Disease**

The studies addressed either chronic or acute conditions, with a higher number of studies addressing only chronic conditions (n=8). The full spectrum of chronic conditions covered were cardiovascular diseases (n=4), chronic obstructive pulmonary diseases (n=2), cerebrovascular diseases (n=1), chronic obstructive sleep apnea (n=1), cystic fibrosis (n=1), and diabetes mellitus (gestational [n=1] and type 1 and 2 [n=1]). Further, one study only characterized the patients’ condition as chronic or acute, and the remaining studies addressed multiple conditions (eg, surgical patients, cardiovascular and pulmonary diseases, diabetes mellitus).

**Duration and Setting of Home Telemonitoring Intervention**

Home telemonitoring was integrated into a follow-up service in the 13 studies and required a responsible health care professional (or a team) to manage the patient’s care. The minimum duration of the follow-up was 3 consecutive nights (sleep apnea [27]). However, the 1-year (n=4) and 6-month (n=4) follow-up interventions were the most implemented. In particular, authors reporting the secondary prevention of cerebrovascular disease [28] defined the intervention according to recommended monitoring protocols, assuming a 20-year time horizon for the modeling strategy. Moreover, 10 studies had 2 dedicated teams for executing the intervention; one was

---

**Textbox 2. Eligibility criteria for screening titles, abstracts, and full-text papers.**

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health interventions shown to be efficacious on a small scale or under controlled conditions</td>
<td>Telemonitoring involving invasive medical devices</td>
</tr>
<tr>
<td>Assessment of the health intervention’s ability to be expanded to real-world conditions to reach a more significant proportion of the eligible population while retaining effectiveness.</td>
<td>Studies that use telemonitoring “not involving the patients, their relatives, or informal caregivers, their relatives, or informal caregivers</td>
</tr>
<tr>
<td>Studies assessing at least one domain of scalability through the evaluation of feasibility, acceptability, costs, sustainability or, adaptability (ie, to suit the needs of the context in which it is to be scaled up)</td>
<td>Studies that described the concept of scalability without providing an assessment method</td>
</tr>
<tr>
<td>Described methods to assess the scalability of a health intervention</td>
<td>Studies just focusing on describing disease risk patterns or intervention efficacy testing</td>
</tr>
<tr>
<td></td>
<td>Study protocols or medical testing procedures for potential scalability assessment and possible scale-up</td>
</tr>
<tr>
<td></td>
<td>Statistical or conceptual modeling without a real-world study</td>
</tr>
<tr>
<td></td>
<td>Facilitators and barriers to scale-up within specific interventions or general experiences of scale-up that did not provide a scalability assessment method</td>
</tr>
<tr>
<td></td>
<td>Studies recommending an assessment method (of feasibility or acceptability or costs or sustainability or adaptability), but that did not assess the potential to scale-up a telemonitoring-based health intervention</td>
</tr>
</tbody>
</table>

**Eligibility criteria for screening titles, abstracts, and full-text papers.**

- **Inclusion criteria:**
  - Health interventions shown to be efficacious on a small scale or under controlled conditions
  - Assessment of the health intervention’s ability to be expanded to real-world conditions to reach a more significant proportion of the eligible population while retaining effectiveness.
  - Studies assessing at least one domain of scalability through the evaluation of feasibility, acceptability, costs, sustainability or, adaptability (ie, to suit the needs of the context in which it is to be scaled up)
  - Described methods to assess the scalability of a health intervention

- **Exclusion criteria:**
  - Telemonitoring involving invasive medical devices
  - Studies that use telemonitoring “not involving the patients, their relatives, or informal caregivers, their relatives, or informal caregivers
  - Studies that described the concept of scalability without providing an assessment method
  - Studies just focusing on describing disease risk patterns or intervention efficacy testing
  - Study protocols or medical testing procedures for potential scalability assessment and possible scale-up
  - Statistical or conceptual modeling without a real-world study
  - Facilitators and barriers to scale-up within specific interventions or general experiences of scale-up that did not provide a scalability assessment method
  - Studies recommending an assessment method (of feasibility or acceptability or costs or sustainability or adaptability), but that did not assess the potential to scale-up a telemonitoring-based health intervention

---
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responsible for the patient’s holistic care management and the other for telecare management. In two studies, the conventional care team was accountable for usual care and telecare management, and in the other, there was no traditional care team.

**Types of Technologies**

The technologies used in the studies ranged from a kit with just one regular telephone (1) to an integrated communication and data collection system with mobile devices (5). Moreover, six studies conducted home telemonitoring interventions with an integrated clinical data system, remote monitoring digital technology (mobile devices that collect physiological signs), and a telephone.

**Study Design Assessment**

**Study Characteristics**

The average total sample size of the studies was approximately 436 (maximum: 3086, minimum: 34), with an average treatment and control group size of 260.

To better understand the type of research conducted, it is essential to highlight that 6 out of the 13 studies were experimental. Therefore, the authors of these studies allocated participants to different treatment groups. As the other 7 studies were observational, there was no allocation of the participants. Most of the studies (n=10) were comparative studies (control group) with conventional care services, and the other 3 were single-arm studies.

**Study Design Classification**

According to the 9-level classification system proposed by Jovell and Navarro-Rubio [25], the studies conducted by Padwal and colleagues [28], and Vestergaard and colleagues [29] were classified as “very good,” as they conducted randomized controlled trials with large samples. The studies by Lugo and colleagues [27], and Paré and colleagues [30] were classified as “good” as these studies were randomized controlled trials with small samples. Furthermore, the studies of Ware and colleagues [31], as well as Zaliūnas and colleagues [32], were classified as “poor” because they consisted of noncontrolled clinical series or descriptive studies. The other 7 were classified as fair and included nonrandomized controlled prospective studies (n=3), cohort studies (n=3), and case-control studies (n=1).

**Scalability Assessment**

Table 1 displays the scalability assessment domains for each study.
Table 1. Scalability assessment domains for each study.

<table>
<thead>
<tr>
<th>Application field</th>
<th>Stage of scale-up</th>
<th>Domains for scale-up</th>
<th>Domains for implementation planning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre–scale-up</td>
<td>Problem</td>
<td>Intervention</td>
</tr>
<tr>
<td>Improved health outcomes in a rural area [33]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Diabetes [34]</td>
<td>Pre–scale-up</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Cystic fibrosis [35]</td>
<td>Pre–scale-up</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Chronic heart failure [36]</td>
<td>Pre–scale-up</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Obstructive sleep apnea [27]</td>
<td>Pre–scale-up</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Secondary prevention of cerebrovascular disease [28]</td>
<td>Pre–scale-up</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Heart failure [29]</td>
<td>Pre–scale-up</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Gestational diabetes mellitus [37]</td>
<td>Pre–scale-up</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Rural home health agencies [38]</td>
<td>Scale-up</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease [30]</td>
<td>Scale-up</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Ischemic heart disease [32]</td>
<td>Implementation</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Heart failure [31]</td>
<td>Implementation</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease [39]</td>
<td>Implementation</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**Scale-Up Stages**

The authors classified eight studies as being in the pre–scale-up stage because their descriptions consisted of steps or activities conducted before scaling up the evidence-based home telemonitoring intervention. Two studies described steps or actions involved in the dissemination of the intervention. The authors classified the other three studies as being in the implementation stage because their descriptions indicated using or integrating the evidence-based intervention within a setting.

**Domains Considered for Scale-Up**

Although all the studies described the problem under intervention and the target population, one study [36] did not provide details concerning the proposed home telemonitoring intervention to address the issue. All studies referred to the level of evidence available to support the proposed intervention’s scale-up, either by referring to their work or other scientific literature. Three studies did not consider the known costs and benefits of delivering the intervention [31,32,39], and three more did not consider the strategic/political/environmental contexts that influence the scaling up of the intervention [27,35,36].

**Domains Considered for Implementation Planning**

Seven studies considered intervention changes when assessing fidelity, and nine studies assessed the level of acceptability perceived by the program deliverers or recipients of the intervention. Further, 9 studies referred to the definition of the intervention settings and the workforce required to scale-up, and 10 described the necessary infrastructure.
All the studies accounted for the sustainability of the home telemonitoring service by either referring to the long-term outcomes of the scale-up or the medium- and long-term sustainability of the intervention following scale-up.

Methods for Scalability Assessment

This section explains the research foci and methods used by the eligible studies in each domain of scalability assessment. When describing the problems, interventions, and contexts of their studies, all the researchers adopted qualitative research methods, as Table 2 shows. The definitions of the domains and research foci are given in Multimedia Appendix 1. We have included six publications [40-45] in this appendix.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Research focus</th>
<th>Research type</th>
<th>Data collection technique</th>
<th>Data analysis technique</th>
<th>Studies, n</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem</td>
<td>Problem description</td>
<td>Qualitative</td>
<td>Document analysis</td>
<td>Narrative summary</td>
<td>13</td>
<td>[27-39,46-50]</td>
</tr>
<tr>
<td>Context</td>
<td>Context description</td>
<td>Qualitative</td>
<td>Document analysis</td>
<td>Narrative summary</td>
<td>10</td>
<td>[28-34,37-39]</td>
</tr>
</tbody>
</table>

All the studies adopted quantitative research methods to assess clinical outcomes namely surveys or questionnaires (n=10), published databases (n=2), and observations (n=1) (Table 3). To assess humanistic and satisfaction outcomes, the researchers chose surveys or questionnaires; however, for assessing usage outcomes, they either conducted observations (n=9) or used published databases (n=3). As for validated instruments, only one was used in one study [27] to assess clinical outcomes, namely the Epworth Sleepiness Scale (ESS) [51]. For assessing humanistic outcomes, three validated questionnaires were used: EuroQol 5-Dimensions 5-Levels (EQ-5D-5L) [52] in the contexts of heart failure [29] and obstructive sleep apnea [27]; Quebec Sleep Questionnaire (QSQ) [53] for obstructive sleep apnea; and Chronic obstructive pulmonary disease Assessment Test (CAT) [54] for chronic obstructive pulmonary disease [39]. In the context of ischemic heart disease [32], two more validated questionnaires were used: Patient Satisfaction Questionnaire Form III (PSQIII) [55] and Thought Control Questionnaire (TCQ) [56].

<table>
<thead>
<tr>
<th>Research focus and data collection technique</th>
<th>Studies, n</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical outcome assessment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observation; published databases</td>
<td>3</td>
<td>[28,36,38]</td>
</tr>
<tr>
<td>Nonvalidated surveys or questionnaires</td>
<td>9</td>
<td>[29-35,37,39]</td>
</tr>
<tr>
<td>Validated surveys or questionnaires</td>
<td>1</td>
<td>[27]</td>
</tr>
<tr>
<td>Humanistic outcome assessment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonvalidated surveys or questionnaires</td>
<td>3</td>
<td>[32-34]</td>
</tr>
<tr>
<td>Validated surveys or questionnaires</td>
<td>3</td>
<td>[27,29,39]</td>
</tr>
<tr>
<td>Satisfaction assessment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonvalidated surveys or questionnaires</td>
<td>7</td>
<td>[27,29,30,33,34,37,39]</td>
</tr>
<tr>
<td>Validated surveys or questionnaires</td>
<td>1</td>
<td>[32]</td>
</tr>
</tbody>
</table>

For the domains of fidelity and acceptability, quantitative research methods involving observations were more predominantly used as the main data collection methods, as shown in Tables 4 and 5. Contrarily, for analyzing infrastructure, setting, and workforce, most of the studies chose qualitative techniques (n=8).
Table 4. Studies on scalability assessment concerning the reach and acceptability domain for implementation planning involving data analyses using descriptive and inferential statistics.

<table>
<thead>
<tr>
<th>Research focus and type</th>
<th>Data collection technique</th>
<th>Studies, n</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptability assessment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative</td>
<td>Observation</td>
<td>7</td>
<td>[27,30,32-34,37,39]</td>
</tr>
<tr>
<td>Qualitative</td>
<td>Semistructured interviews</td>
<td>1</td>
<td>[38]</td>
</tr>
<tr>
<td>Compliance assessment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative</td>
<td>Nonvalidated surveys or questionnaires</td>
<td>1</td>
<td>[31]</td>
</tr>
<tr>
<td>Quantitative</td>
<td>Validated surveys or questionnaires</td>
<td>1</td>
<td>[32]</td>
</tr>
<tr>
<td>Penetration assessment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative</td>
<td>Observation</td>
<td>2</td>
<td>[31,37]</td>
</tr>
</tbody>
</table>

Table 5. Research focus and methods found in the studies for scalability assessment concerning the fidelity and adaptability domain for implementation planning.

<table>
<thead>
<tr>
<th>Research focus and type</th>
<th>Data collection technique</th>
<th>Data analysis technique</th>
<th>Studies, n</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptability assessment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative</td>
<td>Observation</td>
<td>Descriptive statistics; inferential statistics</td>
<td>1</td>
<td>[27]</td>
</tr>
<tr>
<td>Qualitative</td>
<td>Observations; oral history or life stories</td>
<td>Narrative summary</td>
<td>2</td>
<td>[32,38]</td>
</tr>
<tr>
<td>Feasibility assessment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative</td>
<td>Observation</td>
<td>Descriptive statistics; inferential statistics</td>
<td>2</td>
<td>[31,37]</td>
</tr>
</tbody>
</table>

When conducting economic evaluation (Table 6), the authors found 7 different types of techniques used across 10 studies (see Multimedia Appendix 2 for the main results of the studies that conducted economic evaluation of home telemonitoring). The most popular technique was cost-effectiveness analysis used in three studies with different fields of application. These three studies were able to show outcome improvements and cost savings. Table 7 presents the scalability assessment studies concerning the setting and workforce, infrastructure, and sustainability domains for implementation planning.

Table 6. Quantitative research studies focusing on data collection using document screening and published databases for scalability assessment considering the costs and benefits domain for scale-up (research focus: economic evaluation).

<table>
<thead>
<tr>
<th>Data analysis technique</th>
<th>Studies, n</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost analysis</td>
<td>2</td>
<td>[34,35]</td>
</tr>
<tr>
<td>Cost-benefit</td>
<td>1</td>
<td>[38]</td>
</tr>
<tr>
<td>Cost-effectiveness</td>
<td>3</td>
<td>[27,33,37]</td>
</tr>
<tr>
<td>Cost minimization</td>
<td>1</td>
<td>[30]</td>
</tr>
<tr>
<td>Cost utility</td>
<td>2</td>
<td>[28,29]</td>
</tr>
<tr>
<td>Cost-saving simulation</td>
<td>1</td>
<td>[35]</td>
</tr>
<tr>
<td>Value of information analysis</td>
<td>1</td>
<td>[36]</td>
</tr>
</tbody>
</table>
Table 7. Studies on scalability assessment concerning the setting and workforce, infrastructure, and sustainability domains for implementation planning.

<table>
<thead>
<tr>
<th>Domain and research focus and type</th>
<th>Data collection technique</th>
<th>Data analysis technique</th>
<th>Studies, n</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting and workforce</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Setting and workforce assessment</td>
<td>Qualitative</td>
<td>Observations; oral history or life stories</td>
<td>Narrative summary</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Quantitative</td>
<td>Observation</td>
<td>Descriptive statistics</td>
<td>1</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>Qualitative</td>
<td>Observations; oral history or life stories</td>
<td>Narrative summary</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Qualitative</td>
<td>Semistructured Interviews</td>
<td>Descriptive statistics</td>
<td>1</td>
</tr>
<tr>
<td>Sustainability</td>
<td>Qualitative</td>
<td>Observations; oral history or life stories</td>
<td>Narrative summary</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Qualitative</td>
<td>Semistructured interviews</td>
<td>Narrative summary</td>
<td>1</td>
</tr>
</tbody>
</table>

**Scalability Assessment**

All the 13 articles assessed scalability based on the results achieved in the respective studies. Table 8 summarizes the assessments obtained through narrative analysis. On the one hand, two studies provided positive assessments regarding the potential to scale-up the intervention. On the other hand, eight studies highlighted the need for cost-effectiveness or cost-benefit analysis before proceeding to scale-up the intervention.

Table 8. Scalability assessment based on the authors’ conclusions in each study.

<table>
<thead>
<tr>
<th>Scalability assessment</th>
<th>Studies, N</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not able to be expanded</td>
<td>1</td>
<td>[27]</td>
</tr>
<tr>
<td>Able to be expanded, but the diffusion and sustainability will depend on a supportive policy environment</td>
<td>1</td>
<td>[34]</td>
</tr>
<tr>
<td>Able to be expanded but requires cost-benefit analysis for reimbursement planning</td>
<td>3</td>
<td>[28,36,38,39]</td>
</tr>
<tr>
<td>Able to be expanded but requires cost-effectiveness analysis</td>
<td>3</td>
<td>[29,30,35]</td>
</tr>
<tr>
<td>Able to be expanded but requires some technical changes, cost-benefit analysis for reimbursement planning, and solutions for regulatory issues</td>
<td>2</td>
<td>[32,33]</td>
</tr>
<tr>
<td>Able to be expanded under real-world conditions</td>
<td>2</td>
<td>[31,37]</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Results**

Despite the rapid growth of telemedicine applications in the last few years, particularly after the emergence of COVID-19, scientific studies assessing the scalability of these health interventions are scarce [19].

In this review, all the eligible studies are from developed countries, particularly the United States and Canada. The absence of such studies in developing countries could be owing to the lack of specialized human resources, information and communications technology (ICT) infrastructure, and equipment [46]. Besides, the significant difference found between North America and Europe might be related to the requirement of evidence to justify private payer reimbursement for health care interventions [47] or the investment in developing strategies to encourage telemedicine adoption [48]. Nevertheless, this review has not identified studies from countries that invested significantly in telehealth solutions, such as the United Kingdom or Australia [46]. The justification for this might be the frequent research focus of health interventions on clinical effectiveness [11], instead of assessing their scale-up potential. More than half of the studies were published between 2018 and 2020. Thus, this research area is receiving more attention from the scientific community as a logical next step after demonstrating robust evidence regarding the effectiveness and technological maturity of such interventions.

The use of one of the most recent scalability assessment frameworks [18] granted the opportunity to compare the strategies used to assess the scale-up potentials of interventions in each study. This advantage of this framework is that it allows the analysis of different domains considering the stage of the
transference process of an intervention from a research setting into the practical implementation stage.

This review suggests an agreement in some analyzed domains, such as problems, interventions, effectiveness, costs, and benefits, to support the decision to scale-up interventions. However, this is not the case for the methods and instruments used. For example, although cost-effectiveness was the most common approach across the 13 studies, researchers used 7 different cost analysis methods. Moreover, to demonstrate effectiveness, studies provided evidence of different outcomes, such as clinical, humanistic, and utilization outcomes. This inconsistency leads to different scalability assessments and does not enable comparing interventions with home telemonitoring technologies.

There is a recognized methodological gap in understanding other relevant domains such as the sociopolitical context, setting, workforce, and implementation infrastructure to provide the home telemonitoring intervention to the target population. A common framework will allow determining if interventions demonstrated as effective are appropriate and feasible in other settings [18,49].

Lastly, another relevant result obtained from this systematic review was that researchers assigned different weights to the analyzed domains when concluding the intervention scalability. On the one hand, 12 studies concluded their ability to scale-up based on the costs and outcomes of the interventions, although they had analyzed other domains. On the other hand, one study restrained the decision to scale-up the intervention based on the policy environment. Future research should address the influence that each domain has on the final decision to scale-up the interventions with sound and transparent methods, avoiding mistakes reported in the literature [50].

Limitations

This relevant limitation of this review might be associated with the low maturity of this research area, despite its recent growth. Additionally, one database filter concerned peer-reviewed journals, which influenced the rejection of studies with no statistical significance but could have been relevant in this review with respect to the domains and methods used when assessing scalability. This review only considered studies published in English, which might have influenced the number of eligible studies. Moreover, the authors did not conduct a meta-analysis owing to the limited number of studies on this subject. Finally, the domains used to analyze the scalability assessment strategies were predefined, thus limiting the spectrum of domains studied.

Conclusions

Studies on home telemonitoring interventions integrated into follow-up care have already proved their efficacy. Although some studies focused on including domains such as effectiveness, costs, and benefits, these are not enough to assess the potential of scaling up these interventions. As technology progresses and the need for providing care to more people in their homes increases, it is extremely important to conduct more studies on scalability assessment considering domains such as workforce and infrastructure characteristics and the strategic context. Future research should establish rigorous study designs and scientific methods to assess scalability based on the results of this systematic review. Further understanding of the usage of health services and medium- and long-term sustainability of interventions would yield more robust evidence to support their future integration into mainstream care delivery systems. This research area, although still emerging, will advance knowledge on the factors that influence the successful scale-up of interventions.
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Abstract

Background: In the United States, nearly 80% of family caregivers of people with dementia have at least one chronic condition. Dementia caregivers experience high stress and burden that adversely affect their health and self-management. mHealth apps can improve health and self-management among dementia caregivers with a chronic condition. However, mHealth app adoption by dementia caregivers is low, and reasons for this are not well understood.

Objective: The purpose of this study is to explore factors associated with dementia caregivers’ intention to adopt mHealth apps for chronic disease self-management.

Methods: We conducted a cross-sectional, correlational study and recruited a convenience sample of dementia caregivers. We created a survey using validated instruments and collected data through computer-assisted telephone interviews and web-based surveys. Before the COVID-19 pandemic, we recruited dementia caregivers through community-based strategies, such as attending community events. After nationwide closures due to the pandemic, the team focused on web-based recruitment. Multiple logistic regression analyses were used to test the relationships between the independent and dependent variables.

Results: Our sample of 117 caregivers had an average age of 53 (SD 17.4) years, 16 (SD 3.3) years of education, and 4 (SD 2.5) chronic conditions. The caregivers were predominantly women (92/117, 78.6%) and minorities (63/117, 53.8%), experienced some to extreme income difficulties (64/117, 54.7%), and were the child or child-in-law (53/117, 45.3%) of the person with dementia. In logistic regression models adjusting for the control variables, caregiver burden (odds ratio [OR] 1.3, 95% CI 0.57-2.8; P=.57), time spent caregiving per week (OR 1.7, 95% CI 0.77-3.9; P=.18), and burden of chronic disease and treatment (OR 2.3, 95% CI 0.91-5.7; P=.08) were not significantly associated with the intention to adopt mHealth apps. In the final multiple logistic regression model, only perceived usefulness (OR 23, 95% CI 5.6-97; P<.001) and the interaction term for caregivers’ education and burden of chronic disease and treatment (OR 31, 95% CI 2.2-430; P=.01) were significantly associated with their intention to adopt mHealth apps. Perceived ease of use (OR 2.4, 95% CI 0.67-8.7; P=.18) and social influence (OR 1.8, 95% CI 0.58-5.7; P=.31) were not significantly associated with the intention to adopt mHealth apps.

Conclusions: When designing mHealth app interventions for dementia caregivers with a chronic condition, it is important to consider caregivers’ perceptions about how well mHealth apps can help their self-management and which app features would be most useful for self-management. Caregiving factors may not be relevant to caregivers’ intention to adopt mHealth apps. This is promising because mHealth strategies may overcome barriers to caregivers’ self-management. Future research should investigate reasons why caregivers with a low education level and low burden of chronic disease and treatment have significantly lower intention to adopt mHealth apps for self-management.
mHealth applications; mobile health; intention to adopt mHealth applications; dementia caregivers; family caregiving; chronic disease self-management; mobile phone

Introduction

Background

In the United States, more than 11 million family caregivers provide care to a loved one with Alzheimer disease or related dementias [1,2]. Up to 80% of the caregivers have chronic health conditions [3,4]. However, because of the high demands of caregiving responsibilities, caregivers experience challenges with their own self-management [5]. Self-management is an individual’s ability to manage or cope with the physical, psychosocial, and cultural effects of living with a chronic health condition [6].

Previous research supports that family caregivers of people with dementia perform less self-management than noncaregivers and experience worse health and well-being outcomes [7-10]. High caregiver burden and stress are barriers to self-management for family caregivers of people with dementia [5,11,12]. The COVID-19 pandemic has further exacerbated challenges to caregivers’ self-management, with preliminary research reporting that the pandemic has increased anxiety and strain among family caregivers [13,14]. In addition, family caregivers are experiencing poorer mental and physical health outcomes than noncaregivers during the COVID-19 pandemic [15]. This further highlights the critical need for innovative methods that are readily accessible and improve caregiver self-management, health, and well-being.

Literature Review

mHealth strategies are effective in improving self-management and health outcomes of persons living with diabetes, mental health conditions, and cancer, among other chronic conditions [16-19]. However, family caregivers are less likely to use mobile apps for health-related needs than the general population [20], and fewer than 50% of the dementia caregivers use mHealth apps for their own health [21]. The reasons for these findings are largely unknown and require additional study [20,21].

The Technology Acceptance Model (TAM) is a well-known theoretical framework for exploring the factors associated with mHealth app adoption. The TAM was originally developed to explain the intention to adopt software systems [22] but has since been adapted to explore mHealth app adoption [23,24]. The TAM posits 2 technological factors that predict intention to adopt technology are perceived usefulness (beliefs about how well mHealth apps will help oneself to perform self-management) and perceived ease of using technology (one’s beliefs that using mHealth apps will take little effort) [24-26]. Perceived usefulness and perceived ease of use have been positively associated with the intention to adopt mHealth solutions among persons with a chronic condition [23,24,27] and with dementia caregivers’ intention to adopt wearable devices to manage persons with dementia [28] and caregiving-supportive technologies [29].

Prior studies have expanded the TAM to improve its utility and predictive power [23,24,28,30-32]. For example, in noncaregiver populations living with a chronic condition, social influence (perceptions that people who are important in your life believe that you should use technology) and perceptions of chronic disease threats have been associated with the intention to adopt mHealth solutions such as apps [23,24,30,31]. Perceptions that caregiving mHealth apps can prevent threats to the care recipient’s health have also been associated with the intention to adopt mHealth apps among caregivers [32]. Nevertheless, it is unclear how caregivers’ own chronic disease threats or burden may influence their intention to adopt self-management mHealth apps.

Furthermore, the findings from other studies suggest that caregiving factors may be relevant to caregivers’ intention to adopt mHealth apps. For example, in the context of mHealth apps that support caregiving, caregivers with higher caregiver burden and strain had higher mHealth app use [33], and mHealth app use reduced caregiver strain and depression [34]. However, it is unclear if these caregiving factors are relevant to caregivers’ use of mHealth apps for self-management. As caregiver burden and hours providing care per week are barriers to caregivers’ self-management [5,12], it is important to further explore how these caregiving factors may affect caregivers’ use of mHealth apps for their self-management.

In addition, racial and ethnic groups have similar rates of smartphone ownership according to national surveys [35,36], with Hispanic and Asian households having slightly higher smartphone ownership [36]; however, there are differences in whether they have downloaded an mHealth app [37,38]. Other studies have supported the existence of income and education differences in mobile device use [37,38], but that education may be a more comprehensive predictor of electronic health use than income [38]. Thus, it is also important to explore how the factors associated with mHealth adoption may differ by race or ethnicity and education to address disparities in mHealth app adoption.

Objectives

Taken together, although much progress has been made in expanding the TAM, there is still limited knowledge of the factors associated with mHealth app adoption among dementia caregivers with a chronic condition. Caregivers are often burdened to care for their own chronic health conditions, in addition to the multimorbidities of the person with dementia, and therefore have unique barriers to self-management compared with other populations [5]. To our knowledge, there are no prior studies that have investigated the factors associated with the intention to adopt mHealth apps for self-management among caregivers living with a chronic health condition. To fill this gap, the purpose of this study is to understand factors related to the intention of family caregivers of people with dementia...
to adopt mHealth apps for their own chronic disease self-management. The study aims are as follows:

- **Aim 1:** to examine the relationships among dementia caregivers’ technological, self-management, and caregiving factors and their intention to adopt mHealth apps for self-management. **Hypothesis 1:** we hypothesized that technological and self-management factors would be positively, and caregiving factors would be negatively, associated with the intention to adopt mHealth apps for chronic disease self-management, controlling for the caregivers’ multimorbidities, age, gender, and income.
- **Aim 2:** to explore whether the caregivers’ race or ethnicity and education moderate the relationship between the study variables and caregivers’ intention to adopt mHealth apps for chronic disease self-management.

## Methods

### Study Design and Sample

We conducted a cross-sectional, correlational study and collected data in English and Spanish using computer-assisted telephone interviews and a web-based survey, both of which used the same web-based REDCap (Research Electronic Data Capture [39]) survey. Individuals were eligible for the study if they met the following criteria: aged 18 years or older; caring for a family member or friend with Alzheimer disease or related dementias; living with a chronic health condition; able to speak and understand English or Spanish; and owns, or has access to, a mobile device. Family caregivers were excluded if they, or the persons with dementia being given care, were institutionalized.

Using G*Power version 3.1.9.2 (Heinrich Heine University) and effect sizes from a recent study [23], we estimated that a sample size of 110 was needed for 85% power to detect a medium effect size with α=.05 for 2-sided tests. We also aimed to oversample minority caregivers by stratifying study recruitment. We doubled the population-based proportions of each racial or ethnic group [1] and planned to recruit 30 Black or African American, 25 Hispanic or Latino, and 11 Asian caregivers.

### Procedures

All study procedures were approved by the Johns Hopkins Medicine Institutional Review Board (IRB). The study survey was created and piloted with content experts. After entering it into REDCap, it was piloted on the web and over the phone. We conducted a cross-sectional, correlational study and collected data in English and Spanish using computer-assisted telephone interviews and a web-based survey, both of which used the same web-based REDCap (Research Electronic Data Capture [39]) survey. Individuals were eligible for the study if they met the following criteria: aged 18 years or older; caring for a family member or friend with Alzheimer disease or related dementias; living with a chronic health condition; able to speak and understand English or Spanish; and owns, or has access to, a mobile device. Family caregivers were excluded if they, or the persons with dementia being given care, were institutionalized.

Using G*Power version 3.1.9.2 (Heinrich Heine University) and effect sizes from a recent study [23], we estimated that a sample size of 110 was needed for 85% power to detect a medium effect size with α=.05 for 2-sided tests. We also aimed to oversample minority caregivers by stratifying study recruitment. We doubled the population-based proportions of each racial or ethnic group [1] and planned to recruit 30 Black or African American, 25 Hispanic or Latino, and 11 Asian caregivers.

### Study Variables and Instruments

The theoretical framework guiding the study was an expanded TAM, which included the factors relevant to caregivers and their self-management [5,24,33,34]. The theoretical framework included the technology-related factors from the original and expanded TAM, caregiving factors, and a self-management factor (burden of chronic disease and treatment, defined as how much the caregivers’ chronic condition and its treatment impacts daily life). It also proposed that education and race or ethnicity moderate the relationships between technology, self-management, and caregiving factors and the intention to adopt mHealth apps (Figure 1).

To measure the sociodemographic variables, we used questions from the US Census and national surveys. Income was captured with a well-validated question of financial strain (“How hard is it for you to pay for the very basics like food, housing, medical care, and heating?”) [44]. Multimorbidity was operationalized with chronic disease counts, a list of 24 chronic conditions obtained from the Centers for Medicare & Medicaid Services Chronic Condition Warehouse [45]. Using chronic disease counts is a common method to measure multimorbidity and is significantly related to many health outcomes [46].
We operationalized the independent variables (perceived usefulness and perceived ease of use) and dependent variable (intention to adopt) using adapted versions of the 3 original TAM scales [22,23,30,47], which all had good reliability (Cronbach α > .9) and validity [26,30,47]. Researchers have modified the original scales to measure the internet and mHealth apps and reported that the modified scales had good internal consistency (Cronbach α > .8) [23,48]. For this study, we changed the original wording from “[information] system” to “mHealth app” and “in my job” to “manage my chronic condition,” as one’s job is conceptualized as self-management [22,23]. In our sample, the intention to adopt (Cronbach α = .91), perceived usefulness (Cronbach α = .96), and perceived ease of use (Cronbach α = .91) scales all had high internal consistency.

Social influence was measured using the Social Influence Scale developed when the TAM was expanded [30]. The original scale had good reliability and validity [30], and an adapted version measuring social influence in the context of the intention to adopt mHealth apps among patients with heart failure had good internal consistency (Cronbach α = .8) [23,48]. For this study, we changed the original wording from “[information] system” to “mHealth app” and “in my job” to “manage my chronic condition,” as one’s job is conceptualized as self-management [22,23]. In our sample, the intention to adopt (Cronbach α = .91), perceived usefulness (Cronbach α = .96), and perceived ease of use (Cronbach α = .91) scales all had high internal consistency.

We measured caregiver burden using the 12-item short-form version of the Zarit Burden Interview (ZBI), which has been widely used in dementia caregiving research and found to have good internal consistency, test-retest reliability, and strong correlations with the full ZBI [49-51]. In this study sample, the ZBI instrument had Cronbach α = .90. The number of hours providing care weekly was operationalized using items from the National Long-Term Care Survey that Gitlin et al [52] shortened and adapted for use with dementia caregivers. These items ask how much time caregivers spend helping a person with dementia to perform certain activities of daily living or instrumental activities of daily living. The instrument in our sample had good internal consistency (Cronbach α = .84).

Finally, caregivers’ burden of chronic disease and treatment was operationalized using the Illness Intrusiveness Ratings Scale (IIRS). This 13-item instrument measures the degree to which a disease and its treatment disrupt one’s life and activities [53]. Numerous studies have validated the IIRS in various populations with a chronic disease and have supported its reliability and validity [53]. In our caregiving sample, the IIRS had excellent internal consistency (Cronbach α = .93).

Handling Fraudulent and Missing Data
Some web-based surveys were anonymous. Thus, fake or fraudulent survey responses were potential issues that could affect research integrity [54]. REDCap does not collect IP addresses or cookies. Thus, we included other methods for detecting and handling fraudulent responses. For example, we reviewed the web-based survey completion times, response patterns, participants’ contact information, and contact attempts. Furthermore, the participants needed to fill out a petty cash voucher to be reimbursed for the study, which allowed the team to ensure that the responses were genuine and not fraudulent.
to verify information for some respondents; however, not all participants included in the analyses completed a voucher. Guided by the recommendations in the study by Teitcher et al [54], we excluded survey responses (14/186, 7.5%) that had (1) very short survey completion times (limits established by mock survey and average completion times), (2) unvalidated email addresses (eg, no responses to emails), and (3) inconsistent response patterns (eg, Christmas tree answers).

Next, we examined the data for missing, don't know, and refused to answer values. All variables had less than 4% don't know and 1% missing values, except for the question asking participants if they had other chronic conditions (5/117, 4.3% missing). We treated don't know and refused to answer choices as missing values and imputed a neutral or very conservative (eg, no chronic condition) value for each missing answer.

Data Analyses

Aim 1: Testing Hypothesis 1

We used descriptive statistics (mean, median, and SD) to summarize the variables and examined the distributions of independent and dependent continuous variables. We also examined the correlation matrix of bivariate associations between the independent variables and the dependent variable. All TAM variables had left-skewed distributions, with 70.1% (82/117) of the participants choosing values above neutral (somewhat agree and higher; Table S1 in Multimedia Appendix 2). We originally planned to model the outcome using linear regression; however, the data violated the assumptions of linear regression (the predicted values were associated with residual values) even after linear transformations of the outcome. Thus, we dichotomized the outcome and modeled it using multiple logistic regression.

Aim 2: Exploring Moderation

For moderation testing, we used the final model from the aim 1 analyses. Subsequently, we dichotomized race or ethnicity into White, non-Hispanic and people of color and education at its median (16 years). We created interaction terms for each dichotomized independent variable: race or ethnicity and education. All statistically significant interaction terms (P<.05) were included in the final model for aim 2.

Results

Sample Characteristics

The study team recruited 498 people interested in the study (Figure 2). The final sample consisted of 117 eligible caregivers; 59.8% (70/117) completed the web-based survey, and 40.1% (47/117) completed the phone survey (Table 1). Only 1 Spanish-speaking caregiver completed the Spanish web-based survey, although 79 were recruited and 11 were eligible.
Figure 2. CONSORT (Consolidated Standards of Reporting Trials) flow chart of study recruitment.

Ineligible (n=258)
- Caregiver or loved one institutionalized (n=48)
- No chronic condition (n=77)
- Not dementia caregiver (n=125)
- Do not own or have access to mobile device (n=5)
- < 18 years old (n=1)
- Cannot speak or understand English (n=2)
- Incomplete screening (n=38)
- Maximum contact attempts (n=11)
- Not interested (n=5)

Recruitment (n=498)

Eligible (n=186)

Did not start web-based survey
- Maximum contact (n=4)
- Not interested (n=2)
- No contact information (n=32)

Did not start phone survey
- Maximum contact (n=1)
- Not interested (n=1)
- Partially completed survey
- Maximum contact (n=6)
- No contact information (n=2)
- Potentially fraudulent (n=14)

Web-based survey (n=70)

Phone survey (n=47)
Table 1. Sociodemographic characteristics of the study sample of dementia caregivers living with a chronic health condition (N=117).

<table>
<thead>
<tr>
<th>Sociodemographic characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.7 (17.4)</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>16 (3.3)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>92 (78.6)</td>
</tr>
<tr>
<td>Male</td>
<td>25 (21.4)</td>
</tr>
<tr>
<td><strong>Race or ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White or non-Hispanic</td>
<td>54 (46.2)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>31 (26.5)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>17 (14.5)</td>
</tr>
<tr>
<td>Asian</td>
<td>11 (9.4)</td>
</tr>
<tr>
<td>Native American</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>Multiple</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married or living as married</td>
<td>58 (49.6)</td>
</tr>
<tr>
<td>Never married</td>
<td>34 (29.1)</td>
</tr>
<tr>
<td>Widowed, divorced, or separated</td>
<td>23 (21.9)</td>
</tr>
<tr>
<td>Refused to answer</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td><strong>Income (financial strain), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Not at all or not very difficult</td>
<td>53 (45.3)</td>
</tr>
<tr>
<td>Somewhat difficult</td>
<td>48 (41)</td>
</tr>
<tr>
<td>Very or extremely difficult</td>
<td>16 (13.7)</td>
</tr>
<tr>
<td><strong>Chronic health conditionsa</strong></td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>4 (2.5)</td>
</tr>
<tr>
<td><strong>Common chronic conditions, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>55 (47)</td>
</tr>
<tr>
<td>Depression</td>
<td>50 (42.7)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>40 (34.2)</td>
</tr>
<tr>
<td>Rheumatoid arthritis or osteoarthritis</td>
<td>39 (33.3)</td>
</tr>
<tr>
<td>Asthma</td>
<td>32 (27.4)</td>
</tr>
<tr>
<td>Migraine or chronic headache</td>
<td>32 (27.4)</td>
</tr>
<tr>
<td>Mental health condition</td>
<td>27 (23.1)</td>
</tr>
<tr>
<td>Diabetes (type 1 and 2)</td>
<td>24 (20.5)</td>
</tr>
<tr>
<td>Cataracts</td>
<td>23 (19.7)</td>
</tr>
<tr>
<td><strong>Relationship to person with dementia, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Child or child-in-law</td>
<td>53 (45.3)</td>
</tr>
<tr>
<td>Grandchild</td>
<td>22 (18.8)</td>
</tr>
<tr>
<td>Spouse or significant other</td>
<td>22 (18.8)</td>
</tr>
<tr>
<td>Other (family member)</td>
<td>12 (10.3)</td>
</tr>
<tr>
<td>Friend</td>
<td>8 (6.8)</td>
</tr>
<tr>
<td><strong>Paid to provide care, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>106 (90.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>10 (8.5)</td>
</tr>
</tbody>
</table>
Values

<table>
<thead>
<tr>
<th>Sociodemographic characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refused to answer</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Time spent caregiving per week (hours), mean (SD)</td>
<td>27.3 (30.8)</td>
</tr>
</tbody>
</table>

aNine most common chronic conditions in the sample.

On average, the caregivers were aged approximately 53 years (SD 17.4), with an age range of 19-88 years. Most of the sample consisted of women (92/117, 78.6%), and more than half were minorities (63/117, 53.8%). Approximately half of the caregivers were married or living as married (58/117, 49.6%), and 29.1% (34/117) had never married. On average, the caregivers had completed 16 (SD 3.3) years of education, and more than half of the caregivers (64/117, 54.7%) reported that it was somewhat difficult to extremely difficult to manage on their income. Of the 117 participants, 53 (45.3%) were the child or child-in-law of the person with dementia, with an even proportion of caregivers being the spouse or significant other (22/117, 18.8%) or grandchild (22/117, 18.8%). The caregivers had, on average, 4 (SD 2.5) chronic health conditions, with a range of 1-15 (Table 1).

The web-based survey respondents were, on average, approximately 20 years younger ($t_{115}=-7.81; P<.001$), had one less chronic condition ($t_{115}=-3.15; P=.002$), provided 25 fewer hours of care per week ($t_{53}=-4.07; P<.001$), and had a 15-point higher burden of chronic disease and treatment ($t_{115}=4.08; P<.001$). In addition, a greater proportion of the web-based survey respondents were the grandchild of the person with dementia (22/70, 31% compared with 0/47, 0%; $\chi^2=20.5; P<.001$). There were no other significant differences in the sociodemographic characteristics or main variables between the web-based and phone survey respondents.

**Aim 1 Results: Testing Hypothesis 1**

In bivariate associations, the intention to adopt mHealth apps was significantly associated with perceived usefulness ($\chi^2=49.8; P<.001$), perceived ease of use ($\chi^2=28.7; P<.001$), and social influence ($\chi^2=10.2; P=.002$). Furthermore, perceived usefulness explained 52% of the variance in the outcome (Nagelkerke $R^2=0.52$). However, the caregivers’ intention to adopt mHealth apps was not significantly associated with burden of chronic disease and treatment ($\chi^2=3.2; P=.09$), caregiver burden ($\chi^2=0.6; P=.45$), or hours spent caregiving per week ($\chi^2=1.8; P=.18$).

After controlling for age, gender, income, and multimorbidity, we found that perceived usefulness (odds ratio [OR] 31, 95% CI 10-94; $P<.001$), perceived ease of use (OR 10.2, 95% CI 4.1-25; $P<.001$), social influence (OR 3.5, 95% CI 1.6-7.7; $P=.002$), and burden of chronic disease or treatment (OR 2.3, 95% CI 0.91-5.7; $P=0.08$) were individually associated with the caregivers’ intention to adopt mHealth apps with a $P<.15$, the a priori screening criteria. Caregiver burden (OR 1.3, 95% CI 0.57-2.8; $P=.57$) and hours spent caregiving per week (OR 1.7, 95% CI 0.77-3.9; $P=.18$) were not associated with the intention to adopt mHealth apps in adjusted models with $P<.15$, our a priori screening criteria, and were not included in the final aim 1 model.

The final aim 1 model is presented in Table 2. After controlling for other independent variables, only perceived usefulness was statistically significantly associated with the intention to adopt mHealth apps (OR 15, 95% CI 4.3-51; $P<.001$), although the overall model was significant ( Hosmer-Lemeshow test, $\chi^2=11.5; P=.18$). Specifically, caregivers who had high perceptions that mHealth apps were useful to their self-management had 15 higher odds of intending to adopt mHealth apps compared with those with low perceptions of mHealth apps being useful for self-management.
Table 2. Final multiple logistic regression models for aims 1 and 2.

<table>
<thead>
<tr>
<th>Variablea</th>
<th>Aim 1 final modelb</th>
<th>Aim 2 final modelc</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1: control variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multimorbidity</td>
<td>0.87 (0.7-1.1)</td>
<td>0.93 (0.74-1.2)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>1.03 (0.99-1.1)</td>
<td>1.03 (0.99-1.1)</td>
</tr>
<tr>
<td>Gender</td>
<td>0.6 (0.16-2.2)</td>
<td>0.41 (0.1-1.6)</td>
</tr>
<tr>
<td>Income</td>
<td>0.66 (0.21-2.1)</td>
<td>0.63 (0.16-2.4)</td>
</tr>
<tr>
<td><strong>Step 2: independent variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>23 (5.6-97)d</td>
<td>23 (5.6-97)d</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>3.1 (0.95-10)</td>
<td>2.4 (0.67-8.7)</td>
</tr>
<tr>
<td>Social influence</td>
<td>1.9 (0.64-5.5)</td>
<td>1.8 (0.58-5.7)</td>
</tr>
<tr>
<td>Burden of chronic disease or treatment (IIRS)</td>
<td>2.5 (0.68-9.2)</td>
<td>0.31 (0.038-2.5)</td>
</tr>
<tr>
<td><strong>Step 3: interaction term</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>—f</td>
<td>0.24 (0.034-1.6)</td>
</tr>
<tr>
<td>IIRS × education</td>
<td>—</td>
<td>31 (2.2-430)f</td>
</tr>
</tbody>
</table>

aMeasurement of variables is as follows (variable: measurement)—multimorbidity: chronic disease counts from the Centers for Medicare & Medicaid Services Chronic Condition Warehouse [45]; age, gender, education: questions from the US Census and other national surveys; income: Likert-type question asking, “How hard is it for you to pay for the very basics like food, housing, medical care, and heating?” [44]; perceived usefulness: Perceived Usefulness Scale modified for mHealth apps [22,23]; perceived ease of use: Perceived Ease of Use Scale modified for mHealth apps [22,23]; social influence: Social Influence Scale modified for mHealth apps [23,30]; burden of chronic disease or treatment: Illness Intrusiveness Ratings Scale [53].
bAim 1 final model statistics: Hosmer-Lemeshow test, \( P=0.18 \); Nagelkerke \( R^2=0.57 \).
cAim 2 final model statistics: Hosmer-Lemeshow test, \( P=0.82 \); Nagelkerke \( R^2=0.62 \).
d\( P<0.01 \).
eIIRS: Illness Intrusiveness Ratings Scale.
fVariables not tested in aim 1 analyses.
g\( P=0.01 \).

Aim 2 Results: Exploring Moderation

After exploring moderation, race or ethnicity did not significantly change the relationship between the independent variables and the outcome. The only statistically significant interaction term associated with the caregivers’ intention to adopt mHealth apps was education and burden of chronic disease or treatment (OR 31, 95% CI 2.2-430; \( P=0.01 \); see Tables S2 and S3 in Multimedia Appendix 2 for group comparisons).

In the final model with the interaction terms included, perceived usefulness (OR 23, 95% CI 5.6-97; \( P<0.001 \)) and the interaction term for education and burden of chronic disease or treatment (OR 31, 95% CI 2.2-430; \( P=0.01 \)) were statistically significantly associated with the intention to adopt mHealth apps. Specifically, the odds of intending to adopt an mHealth app were 23 times greater among caregivers with high beliefs that mHealth apps are useful for self-management compared with those with low beliefs that mHealth apps are useful, controlling for all other variables. In addition, the odds of intending to adopt mHealth apps for self-management were 31.6 times greater among caregivers with a high level of education and high burden of chronic disease and treatment compared with those with a low level of education and low burden of chronic disease and treatment. The other independent and control variables were not significant, although the overall model was significant (Hosmer-Lemeshow test, \( \chi^2=4.4; P=0.82 \)) and explained 62% of the variance in the outcome.

Discussion

Principal Findings

The aim of this study was to explore the barriers to and facilitators of the intention to adopt mHealth apps for self-management among dementia caregivers with a chronic condition. In our study of 117 caregivers, we found that perceived usefulness explained 52% of the variance and was the strongest predictor of caregivers’ intention to adopt mHealth apps for their self-management. Furthermore, after controlling for perceived usefulness, other independent variables were no longer significantly associated with the intention to adopt mHealth apps. None of the caregiving variables were significantly associated with the caregivers’ intention to adopt mHealth apps in any model. We also found that caregivers with a high education level and greater burden of chronic disease and treatment had a significantly greater intention to adopt mHealth apps for their self-management than those with a low education level and low burden of chronic disease and treatment.
Perceived usefulness has consistently been a strong predictor of the intention to adopt mHealth solutions among older adults and persons with a chronic condition [24,31,59]. In later iterations of the TAM, perceived usefulness constructs had strong power to predict and were a key determinant of the intention to adopt various health technologies, including mHealth solutions [24,31,59]. For example, Dou et al [24] reported that perceived usefulness had a strong, significant positive association with the intention to adopt mHealth apps, whereas perceived ease of use was only significant when the mHealth apps were also perceived as useful. When designing mHealth app interventions for older adults with a chronic condition, it is critical to apply a user-centered design approach, which includes understanding which app features are most relevant for certain populations [60]. Future research should consider the specific features of mHealth apps that caregivers perceive as useful to their self-management, which can further facilitate their mHealth app adoption.

Although only perceived usefulness was statistically significant, perceived ease of use was clinically meaningful because caregivers who believed that mHealth apps were easy to use had 2.4 times greater intention to adopt them. This finding may not have reached statistical significance because of insufficient sample size or the age of our caregiving sample, reflecting a younger, more tech-savvy generation. For example, we only included caregivers who owned or had access to mobile devices. Previous studies have found that younger adults have higher mobile device ownership and mobile app use, as well as better technology skills than older generations [57,61]. In a larger sample of 381 dementia caregivers who were older adults (mean age 63 years, SD 13 years), Xiong et al [62] reported that ease of installation and use of caregiving-supportive technologies were the most important factors in the caregivers’ decision to adopt these technologies, although the study did not investigate perceived usefulness. Other research has supported the finding that the ease of using mHealth apps is an important consideration for older adults because of cognitive, motivational, and physical barriers [60,63,64]. Nevertheless, the study by Burstein et al [29] found that after controlling for perceived usefulness, ease of use was not significantly associated with willingness to adopt caregiving-supportive technologies among older adults (mean age 59 years), similar to our findings. Taken as a whole, existing TAM research suggests that perceived usefulness is a significant facilitator of caregivers’ intention to adopt technology, although ease of use may be more salient for older adult caregivers or for sustained engagement with mHealth apps, rather than for adoption [27].

In our caregiving sample, social influence had a larger, although statistically nonsignificant, OR of 1.8 (95% CI 0.58-5.7). Existing studies on the significance of social influence with regard to health-related technology adoption have been mixed. Some studies report that social influence is a significant facilitator of health-related technology adoption among general consumers [65] and patients with heart failure [23], whereas others report that it is not significant among older adults [59]. Among dementia caregivers, Dai et al [28] found that social influence significantly positively predicted the caregivers’ intention to adopt wearable devices to manage the care recipient’s health. However, social influence was not significantly associated with mHealth app adoption for caregivers’ self-management in our sample. This discrepancy in the findings may be related to differences in population, type of technology, or sample demographics. For example, our sample consisted of caregivers who were predominantly English-speaking, middle-aged, and the child or grandchild of the person with dementia. Compared with our caregiving sample, the sample in the study by Dai et al [28] consisted of younger caregivers, with more men, who lived in sub-Saharan Africa. In addition, our outcome investigated mHealth apps for caregivers’ self-management, which is different from caregiving technologies [28]. Caregivers have a high interest in adopting caregiving technologies, but much less is known about their interest in adopting technologies for their self-management [32,66]. In-depth qualitative investigations can improve our understanding of mechanisms by which social influence impacts technology adoption; and whether social influence is more important for certain groups (eg, older caregivers) or technologies (caregiving vs self-management technologies).

In our study, social influence reflected subjective norm (perceptions that people who are important in your life believe that you should perform an action) from the Theory of Reasoned Action [23,30]. However, social support is another construct relevant to older adults’ technology adoption that reflects the quality of social relationships [67,68] and may affect caregivers’ adoption of mHealth apps. For example, previous qualitative studies have suggested that some dementia caregivers have poor technology literacy and rely on family to assist with using technology [68,69], although quantitative studies have found that dementia caregivers have good eHealth literacy [21]. A recent cross-sectional study supported that both subjective norm and social relationships were significant correlates of the intention to adopt mHealth apps among older adults [70]. Thus, future research is warranted to understand how social support and social influence may interact to affect mHealth app adoption among caregivers and how social support or influence may differ according to caregivers’ technology literacy.

Furthermore, our sample size (n=117) was smaller than the samples in the studies by Dai et al (n=350) [28], Cajita et al (n=129) [23], and Kim and Park (n=728) [65]. Similar to the ease-of-use variable, it is possible that social influence has a smaller effect size, requiring larger samples to detect a significant relationship. Researchers should consider conducting meta-analyses to determine the effect sizes required to detect statistically significant relationships among the TAM variables. A meta-analysis will provide precise effect size estimates, with greater generalizability.

Caregiver burden and the hours spent caregiving did not contribute significantly to explaining the intention to adopt mHealth apps among family caregivers. Although these 2 caregiving factors negatively impact caregivers’ self-care [5], our findings suggest that they may not be relevant to caregivers’ decisions about whether to adopt mHealth apps for self-management. The median time spent caring in our sample (18.3 hours) was lower than the US population average for...
dementia caregivers (26.3 hours) [1], although our sample had high levels of burden (mean ZBI score of 21), which reflects the findings of other researchers [49,71,72]. Nevertheless, our sample consisted of middle-aged and well-educated caregivers. Thus, additional research is needed to test whether these findings can be extrapolated to caregivers who are older adults and less educated.

We found that the burden of chronic disease and treatment was not significantly associated with caregivers’ intention to adopt mHealth apps. Our study finding conflicts with that of existing studies. Other researchers have found that perceived disease threats were significantly associated with the intention to adopt mHealth solutions among persons with a chronic condition [24,31]. A possible explanation is that our concept and the methods we used to measure it were different. We examined the current burden of chronic disease and treatment on caregivers’ lives, not their perceptions of the future consequences of a disease, as in previous studies [24,31]. Thus, it is possible that the current burden of chronic disease and treatment may not motivate the adoption of mHealth apps compared with the future perceived threats of a chronic disease. Further research is required to explore this proposition.

In our sample, the caregivers’ education and burden of chronic disease and treatment interacted to produce a greater and significant effect on their intention to adopt mHealth apps. The OR (31, 95% CI 2.2-430) should be interpreted with caution because of the smaller number of caregivers in the high and low groups (Table S3 in Multimedia Appendix 2). To the best of our knowledge, very few studies have investigated how sociodemographic variables interact with chronic disease or self-management variables to affect technology adoption. A prior study investigated how age and perceived disease threat interacted to influence the intention to adopt an mHealth app and found that it was not statistically significant [31]. As prior studies have not yet examined how education and chronic disease factors may interact to affect the intention to adopt mHealth apps, additional research is needed to support this finding.

Interpreted in the context of existing research, our study offers new insights into the factors related to caregivers’ intention to adopt mHealth apps for self-management. However, additional research is still needed to maximize mHealth app adoption in this population. Furthermore, the diversity of populations, mHealth strategies, and study findings substantiate the importance of user-centered design and the development of mHealth solutions with the end users as key stakeholders [60,66]. Future research should involve dementia caregivers as stakeholders throughout the process of conceptualizing, designing, and testing mHealth strategies for their self-management.

Limitations
This study has some limitations. We recruited a convenience sample using community-based (Baltimore, Maryland) and web-based methods. Thus, our results may not be generalizable to all family caregivers of people with dementia, such as those who lack access to the internet or social media. However, web-based recruitment methods enabled us to reach a larger caregiving population across the United States, which may also improve the external validity of the findings. In addition, this study was cross-sectional; thus, relationships are associative, not causal. Another limitation is that only 1 Spanish-speaking caregiver completed the survey, although 11 were eligible. We speculate that this was due to the caregivers’ difficulties with navigating the REDCap survey, which does not allow researchers to change the language of prebuilt, English-only survey buttons and functionalities. The attrition of Spanish-speaking caregivers occurred when they navigated to a different part of the survey with nonmodifiable, English-only REDCap buttons. Future researchers should consider this critical limitation of the REDCap platform.

Another limitation is that the study was originally powered for linear regression. As our data violated the assumptions of linear regression, we needed to use logistic regression. This change increased the models’ degrees of freedom and reduced the power to detect differences among groups. Post hoc power analyses indicated that our study had 80% power to detect an OR of 3 or higher to be statistically significant at α=.05. Thus, we may be making a type II error with some of the independent variables in our final model (such as perceived ease of use and social influence). However, in scatterplot matrices, we did not observe a linear relationship between the caregiving factors and the outcome, thus reinforcing our finding that the caregiving variables may not be relevant to caregivers’ intention to adopt mHealth apps.

Conclusions
In our sample of caregivers with one or more chronic conditions, the perceived usefulness of mHealth apps was the strongest and most significant variable associated with their intention to adopt mHealth apps for self-management. Although ease of use and social influence were not statistically significant, they were clinically significant with larger ORs. Future research is needed to determine which app features are most useful for caregivers’ self-management, estimate effect sizes for sample size calculations, and systematically review how relationships vary by population or type of mHealth strategy.

Our findings also support the theory that the caregiving factors may not influence caregivers’ intention to adopt mHealth apps for self-management. Thus, mHealth solutions may overcome the barriers to caregivers’ self-management. Furthermore, caregivers with a high education level and greater burden of chronic disease and treatment have a higher likelihood of intending to adopt mHealth apps for self-management. Future research should explore the mechanisms by which education and self-management may interact.

Engaging dementia caregivers as stakeholders throughout the process of mHealth app conception, design, and testing can promote their adoption of mHealth apps. This process of user-centered design ensures that these apps are useful and easy to use, addresses factors relevant to caregivers, and builds support systems that encourage adoption.
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Abstract

Background: Patient activation has an impact on the management of patients’ health, clinical outcomes, and treatment costs. Mobile electronic devices (MEDs) have shown the potential to engage patients in wellness behavior. Furthermore, the potentially positive role of MEDs is evident in supporting health professionals in their practice.

Objective: This study aims to explore the impact of MEDs on patient activation to search for information on chronic conditions and medications and the impact of MEDs on the empowerment of health professionals or future health professionals.

Methods: We conducted 6 focus groups—2 with health sciences students, 2 with health professionals, and 2 with hospitalized patients with chronic conditions. A protocol comprising eight questions was used to guide discussions. Audio-recorded data were transcribed verbatim and analyzed thematically; a ranking system was used to analyze the relevance of identified themes and subthemes, using a coding system depicted by the + symbol, to indicate different relevance levels.

Results: Our results suggest that MEDs can positively affect patient activation to search for chronic conditions and medication information by facilitating patients’ information-seeking behavior. Key drivers leading to patients’ activation to seek information related to chronic conditions and medications through MEDs were the accessibility and abundance of available and detailed information, reduced search time, information updates, and convenience in finding information at any time and place. The lack of accurate information in one’s native language, access to incorrect information, and limited access to the internet were key obstacles to seeking information related to chronic conditions and medications via MEDs. In addition, findings of this study suggest that MEDs in general and mobile apps, in particular, may have a positive impact on the work routine of health care professionals as they enable them to make quicker decisions by accessing the required information faster, thus improving practice efficiency. Furthermore, the appropriate usage of MEDs by patients for seeking information about their chronic conditions and medications may positively impact the physician-patient relationship. All focus groups recognized the questionable reliability of health information on the internet and its potential negative effects on patients. Therefore, our findings suggest the need for an additional role of health professionals in assisting patients in using MEDs to search for health and medication information, such as providing reliable websites and mobile apps where patients can safely search for health-related information on the web.

Conclusions: The use of MEDs may help activate patients to seek chronic conditions and medication-related information, potentially leading to better management of their chronic conditions and medications. Our findings also highlight the positive impact MEDs may have on empowering health professionals in their practice and the need for health professionals to help patients through specific education that addresses MEDs utilization for chronic conditions and medication information seeking.
Patient activation is a behavioral concept defined as “the individual’s knowledge, skills and belief in managing his/her health and healthcare” [1]. Patient activation enables an understanding of why some patients engage and are actively involved in their health whereas others are not. Considering the relevance of patients’ roles, health care settings have moved to a more patient-centered model, where patients are encouraged to be effective managers of their health care [2,3]. A higher patient activation level is associated with a wide range of better health outcomes [4], health-related behaviors, and health care costs [5]. In addition, although nearly half of patients assess information about their medical condition or treatments on the web [6], evidence suggests that activated persons are more likely to use web-based health information [7].

Although there have been rapid developments in mobile health (mHealth) apps, their effects on improving health and health care remain unclear [8,9]. However, the role of mobile electronic devices (MEDs) concerning patient engagement and facilitation of communication between patients and health professionals has been recognized. In this regard, several programs using mobile devices to engage and educate patients have been designed [8,10]. Evidence suggests that mobile phone apps can facilitate medication adherence by using functions such as reminder alerts and providing access to drug information [11]. Furthermore, many mobile apps to support health care professionals during their practice have been developed [12-14], thus promoting personalized and efficient health care. Therefore, the potential of MEDs, including laptops, tablets, and especially mobile phones, related to facilitating activation to navigate health information on the web is expected to be highly advantageous to not only patients but also health professionals.

Patient activation levels may increase with time, making patient activation an important focus of interventions to improve health behaviors and outcomes [6,7]. There are four patient activation levels that patients go through as they become more activated, from being disengaged and overwhelmed to maintaining positive health-related behaviors and pushing further [1]. Providing health information to patients is one of the initial steps of engagement in health care self-management. Patient education through health-related informative letters has been found to drive patient activation in patients with chronic conditions such as hypertension, suggesting a significant role of health information in patient activation [15]. However, considering the increased tendency to seek health information on the web [6] and the high rates of MED ownership [16], a potential role of MEDs in facilitating the process of patient education, and consequently the overall patient activation, could be suggested.

Objectives
Currently, there is limited evidence exploring how MEDs could facilitate the activation of patients seeking information on the web about their health and medications and the acceptance of MEDs on health professionals’ work. This study aims to explore (1) the role of MEDs on patient activation toward seeking information about chronic conditions and medications and (2) the impact of MEDs on health professionals or future health professionals’ empowerment.

Methods
Study Design
This qualitative study used focus groups (FGs) as a data collection method, which allowed us to explore various perspectives. Approvals to conduct the study and access to patients were provided by the ethics committee of the Faculty of Medicine, University of Pristina, and the University Clinical Center of Kosovo (UCCK) office for personal data protection, respectively.

Study Setting and FG Participants
In total, 6 FGs were organized with 4 to 7 participants. These numbers were chosen based on the literature suggesting that themes saturation can be achieved on this basis [17]. In particular, saturation was sought despite seeking input from various groups involved in the medication use process, including patients, health professionals, and student health professionals.

To examine the role of MEDs in patient activation toward health information seeking from various perspectives, we conducted FGs with patients, health professionals, and future health professionals. Health sciences students were selected for FG inclusion because of their likelihood of being well-versed and high MEDs users, thus presenting the potential to better understand the acceptance of MEDs from future health professionals. Of the 6 FGs, 2 (33%) were conducted with health science students at the University of Pristina, 2 (33%) with health professionals working at the UCCK, and 2 (33%) with patients with chronic conditions who were hospitalized at the UCCK and receiving more than one medication.

Recruitment
A purposive selection strategy was used, targeting health professional staff of the UCCK, patients with chronic conditions receiving health care treatment at the UCCK, and health sciences students. The study’s setting in Kosovo presents an ideal environment in which to conduct the study, given the high use of internet technology and connectivity of Kosovo’s population. However, there is lack of data that would suggest that Kosovo’s residents leveraged this use into active involvement into technologies that potentially assists them with management of their health conditions or seeking information for health
maintenance purposes. Students were recruited using snowball sampling, whereas health professional staff and patients were approached by the facilitator of FGs and the principal author on the UCCK premises and invited to participate in the study. Before inviting patients and health professionals to participate in the study, researchers informed the respective clinics’ chiefs of staff. Patients were approached during the optimal time of the day after the physicians’ consultations, and FGs were conducted on the same day. Health professionals chose their optimal time and date, which was before starting their shifts or during breaks. Potential subjects who agreed to participate also received an information letter and a letter of consent as an invitation to be a participant in the FG. The design of the FG structure and protocol was based on data from previous studies [18].

**FG Discussion Guide**

The development of the question protocol for this study considered the concept of patient activation and the utility of MEDs in seeking health information on the web relevant to patients’ health care management. In addition, the researchers who conducted the FGs clarified the definition of MEDs verbally as part of the opening statements by taking examples of mobile phones, tablets, and laptops. The question protocol consisted of an opening question, four transitory questions, and three key questions. The opening question was related to searching for health and medication information and participants’ access to MED use. Transitory questions were related to difficulties in seeking information, factors that would help overcome these obstacles, and patient views on health professionals’ roles. Key questions were related to the potential drivers leading to patient activation to seek information on chronic conditions and medications and the role of MEDs during this process.

The FGs were conducted by a facilitator. The principal author also attended the meetings, took notes, and audio recorded to further facilitate data analysis and mitigate against the potential bias introduced by the facilitator. All FGs were conducted in the native language of the participants, which is Albanian, and were held between May and June 2018. Audio-recorded data from FG meetings were transcribed verbatim into Microsoft Word version 2013 and translated and reviewed by 3 researchers.

**Qualitative Analysis**

Data were analyzed thematically in Microsoft Word, using the open, axial, and selective coding strategy [19], initially by one of the researchers of this study, and a second analysis and review were conducted by the other researcher of the study. A ranking system was used to analyze the relevance of the identified themes and subthemes. This approach has been previously reported in the literature [20]. If a similar comment was repeated for a given issue, the + symbol was used. If a comment was repeated only within 1 FG, it was marked +, if a comment was repeated in 2 to 3 FGs, it was marked as ++, and when a comment was repeated in all FGs, it was marked with ++++, where + indicates low relevance, ++ indicates average relevance, and +++ indicates high relevance.

**Results**

**Overview**

A total of 6 FGs involving 31 participants were conducted on the UCCK and Faculty of Medicine premises in Pristina, Kosovo. The 2 FGs with health care professionals were conducted with the health care professional staff of the Clinic of Nephrology and the Infectious Diseases Clinic at the UCCK, 4 and 7 participants, respectively, with ages ranging from 30 to 55 years, of which 73% (8/11) were female. The 2 FGs with patients were conducted with patients admitted to either the Dermatology Clinic (UCCK) or Clinic of Hematology (UCCK), with 4 participants per FG. Patient age ranged from 45 to 75 years, of which 63% (5/8) were women. In addition, a total of 12 students agreed to participate. They were divided into 2 FGs, each composed of 6 participants, with ages ranging from 20 to 25 years, and equal participation of both men and women. The duration of each FG meeting was approximately 50 minutes.

In FG discussions, five main themes were highlighted referring to patient activation via MEDs to seek information on chronic conditions and medications. These themes pertained to motives for seeking information on chronic conditions and medications via MEDs, difficulties and obstacles to seeking information on chronic conditions and medications via MEDs, the overall activation level of patients, the impact of MEDs in activating patients to seek health-related information, and the role of health professionals in facilitating the use of MEDs to enhance patient activation toward seeking health-related information. The themes have been described in more detail below.

**Motives for Seeking Information on Chronic Conditions and Medications via MEDs**

For most students and health care professionals, the internet was the main source of information on chronic conditions and medication, whereas health care professionals were the main source of information for most patients. Key identified motives for using MEDs to seek health-related information were using time efficiently, reducing information ambiguity, and getting the most up-to-date medication information. The subthemes with corresponding comments are shown in Textbox 1.
Detailed Medication Information (+++)

- “I use the applications mostly for medicines, about the effect of a herb, the action mechanism and the contraindications.” [student]
- “We use MED more about drugs than for diseases because it is a problem to find information and read about diseases on Google.” [health professional]
- “Yes, I even use Facebook. If there is any diet to lose weight, I use it. Even when I receive medication information, I get informed, and when I go to the doctor, I ask him about what I have read, without the doctor’s advice I do not use anything.” [patient]

Ease and Time Efficiency of Information Access (+++)

- “I think the reason why we use phones, or the Internet is often the time...you will immediately have thousands of publications or links that send you directly to the requested information. The time of searching for a particular problem is shortened, so it is a way of searching much faster than by searching in books.” [student]
- “The use of MED relates to the comfort offered to find information at any time and in any place.” [health professional]
- “We search drugs (online) because it is faster.” [patient]

Reducing Information Ambiguity (++)

- “Yes, it has become essential to have a mobile with us. In case I encounter ambiguity...” [student]
- “Yes, we use MED, but it is a bit of a problem to open the phone directly with the patient; then the patient perceives us as we do not know things, but we tell them that, eg, a drug could have 50 or 60 commercial names...” [health professional]

New Drugs on the Market (++)

- “...when I hear a new drug name, I search it at least to have the basic information.” [student]
- “We use MED for health and medicines, but mostly to get information about a certain drug that comes out in the market.” [health professional]

Getting Up-to-Date Information (+++)

- “…information via mobile devices, gets the information fast and uses information that is more updated than books.” [student]
- “…the reasons are to be updated for a certain new medication, to recall and recapture things that could have gone through in the second plan...” [health professional]

Wider Range of Information (++)

- “The main motive of looking for a drug is the interest in knowing more drugs because the basic literature is not sufficient.” [student]
- “Internet search through MED provides a wider range of information, all areas are there.” [health professional]

Queries From Other Family Members or Society (+)

- “Usually a certain medical condition that I have or someone in the family does, this is the key to pushing me to research, then also for faculty issues if I need something...” [student]

Medical Condition (++)

- “On internet you can read something superficially, for illnesses we rather read in books.” [health professional]
- “Our medical condition pushes us to search for information.” [patient]

Difficulties and Obstacles to Seeking Information on Chronic Conditions and Medications via MEDs

Unlike participants from patient-based FGs who expressed confidence in using MEDs for information retrieval, students and health professionals reported difficulties and obstacles while seeking health and medication information. However, it should be noted that many participants in patient-based FGs did not use MEDs for information searches specifically related to health and medications. The following key difficulties were identified: lack of accurate information in the native language, limited access to the internet, and access to incorrect information. The subthemes with the illustrated comments are shown in Textbox 2.
The Overall Activation Level of Patients

All participants supported the approach that, in general, it is the patients’ responsibility to actively engage in their health management and, therefore, achieve a higher level of activation. This was also the case for the use of MEDs to facilitate patient activation. According to them, the physician’s responsibility is in diagnosing and prescribing, whereas before and after this, it depends on the patient’s behaviors. However, some patients declared that they were not the only ones responsible for actively engaging in their health management. They see themselves and the physician at the same level of responsibility. The subthemes and related comments are listed in Textbox 3.

Textbox 3. Theme 3—summary of comments that correspond to each of the subthemes.

Self-care Suggesting a High Level of Activation (+++)
- “The patient is responsible for his/her health, the doctors are also [responsible], but secondary [compared to the patient]. I think that the patient is more responsible for their own health.” [student]
- “Responsibility is of the doctor when prescribing the drug, but the patient must adhere to the doctor’s counsel. As far as I prescribe metformin and the patient eats baklava [sweets], then it is no longer my responsibility.” [health professional]
- “For your health, you have to be responsible. If you are not responsible for yourself, then the doctor cannot be either.” [patient]
- “Much depends on the patient because the doctor cannot go to the patient’s home and take care of him.” [patient]

Self-care Suggesting a Low Level of Activation (+)
- “We face a lot of health-related neglect by patients themselves. It is unimaginable how little we care about ourselves; we care more about our cars...” [health professional]
- “Together, if you do not help the doctor, he finds it difficult [to manage your health].” [patient]

The Impact of MEDs in Activating Patients to Seek Health-Related Information

The MEDs’ impact on patients was related primarily to their empowerment by facilitating patient activation to seek health-related information. The impact was considered positive if the information was searched adequately and access to accurate and credible information was provided. However, a potential disadvantage to using MEDs from the patients’ perspective, was the possibility of bypassing the physician’s
visit. Health professionals suggested that when patients are more informed about their health condition, this facilitates health professionals’ work because of better patient understanding and communication level. To ensure the overall positive impact of MEDs, health professionals suggested the option of providing patients with access to credible health information. Furthermore, patients can be given access to websites with health professionals available to respond to their queries. Information uncertainty and the possibility of information misinterpretation were emphasized to be dangerous. Considering this, it was suggested that patients be informed but not decide about their health based solely on the information they find on the internet. The related subthemes and corresponding comments are listed in Textbox 4.

Textbox 4. Theme 4—summary of comments corresponding to each of the subthemes.

Positive Impact of Mobile Electronic Devices in Facilitating Activation in Information Seeking (++++)

- “MED certainly facilitate the interest in seeking information on health and medicines...” [student]
- “It would be definitely helpful to use MED for health-related information.” [health professional]
- “They [MED] have an impact because everything that interests you can be found there, medicines, food, whatever you want.” [patient]

Impact of Mobile Electronic Devices in the Patient-Physician Relationship (+++)

- “Now for the doctor, it has become a bit harder because patients now are [easily] informed about certain types of illnesses, and doctors need to be more careful not to go directly to the diagnosis and medication.” [student]
- “When patients have access to this information, their rapport with doctors is changing a lot, and somehow it is thought that the doctor is replaceable because of technology...” [student]
- “If the patient gets that information from a site or trusted apps, it’s pretty good that when you are in a 24-hour shift, you have 60 to 70 patients within a day, you cannot explain a lot to everyone, and if the patient would be appropriately informed it would be much better and easier.” [health professional]

Potential Negative Impact of Mobile Electronic Devices in Patients (+++)

- “Inaccurate online information in patients who have no health information can lead to a worse condition due to the stress they create...We should not replace the doctor with the information that is on the Internet.” [student]
- “The patients have never read more, but also, they have never read nonsense things more. It is good to read, but not so that in every portal is the fluid which heals the heart diseases, the fluid that heals the kidney disease...” [health professional]
- “If I used the internet, I would be schizophrenic. I do not object to the technique, but it is very wide.” [patient]
- “The use of MED for information is a convenience, but it is not a security, so first we need to consult with the relevant doctor.” [student]

The Role of Health Professionals in Facilitating the Use of MEDs to Enhance Patient Activation Toward Seeking Health-Related Information

Students considered that health professionals’ role in providing information on health and medications is irreplaceable, and according to them, no matter what information can be obtained via the internet, the final source should be health professionals. According to students, there is currently a lack of time management by health professionals during patient contact, causing a lack of health information provision. Health professionals also see their role as a major responsibility but are nevertheless deficient because of the lack of available time. Patients also supported the importance and primary role of health professionals in providing information on health and medications. Regarding the role of health professionals in assisting with the use of MEDs, students suggested that patients should be referred to reliable databases or websites where they could be accurately informed, so the reading of unconfirmed scientific information would be prevented. Health professionals suggested that if they were more active in this role, it could have a significant impact, but this is not the case. Patients considered that if they were instructed to read about their health or medication via MEDs, they would do it and think it would positively affect their health. Subthemes with the comments of participants are shown in Textbox 5.
Textbox 5. Theme 5—summary of comments corresponding to each of the subthemes.

<table>
<thead>
<tr>
<th>Health Professionals Have a Key Role in Providing Health Information (+++)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Despite receiving information through the internet, the main and accurate source should be the doctor.” [student]</td>
</tr>
<tr>
<td>“Informing the client about his/her condition for getting different medication should be done primarily by each health worker.” [health professional]</td>
</tr>
<tr>
<td>“Health professionals have the main role [ie, in providing health information].” [patient]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Health Professionals’ Recommendation on Seeking Health-Related Information Through Mobile Electronic Devices (+++)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“It would have been good to inform patients in this regard, but I think very few do. I think it would be much better if you visit a doctor and they help you with using an app that will help you in the future.” [student]</td>
</tr>
<tr>
<td>“I try to give the patient’s family members information on a certain drug, and I recommend them to read on the Internet what we are prescribing.” [health professional]</td>
</tr>
<tr>
<td>“They accomplish this role very well; they tell us to read.” [patient]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Deficient Role of Health Professionals in Regard to Assisting Patients With Mobile Electronic Devices Used for Health Information (+++)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“They have a very important role, but I think they do not use it...they do not give the [exact] information, because of time or other engagements. I think it would have been good to inform patients in this regard [ie, using apps, reading health and medications information through MED], but I think very few do so.” [student]</td>
</tr>
<tr>
<td>“I do not believe it would be functional if a doctor recommends something to the patient to read...” [health professional]</td>
</tr>
<tr>
<td>“It would have been very good if they would have assisted us in this aspect; I would have read and done so.” [patient]</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study explored the impact of MEDs on activating patients to seek information on chronic conditions and medications. Data were collected from students, health professionals, and patients. The findings of this study suggest that MEDs could help activate patients to seek information on health and medications. MEDs provide quick access to the information required and provide a large amount of information, which could facilitate patient activation to seek health-related information. Furthermore, a previous observational study showed that mHealth apps were most useful for obtaining general health and physical activity and nutrition information, finding no significant difference in mHealth app’ use on patients’ socioeconomic status [21]. Therefore, the potential role of mHealth apps is empowering patients, especially those with lower socioeconomic status, to improve their health outcomes. Considering that there is evidence that supports the effectiveness of mHealth technologies in clinical outcomes and patient-centered care outcomes such as patient satisfaction and patient engagement [22], this study’s findings are especially important as they further delineate the role of MEDs in facilitating patient activation toward seeking health-related information.

The findings of this study suggest a mutual acceptance of MEDs in patient activation to seek health-related information from patients, health professionals, and future health professionals. However, there were different reasons and approaches for all three subsamples when using the MEDs. Students’ motives for seeking health and medication information through MEDs included easy and quick access and the need for constant information updates that assist them in their studies. Technological barriers were identified and were consistent with previous studies [23], suggesting the need for improvement in access to library-licensed mobile resources. Health professionals seek information through MEDs mainly on new drugs while maintaining a preference for books when searching for information on diseases. This is particularly the case with brand drug names, which may be unknown to some health care staff. In addition, the findings of this study suggest that MEDs in general and mobile apps, in particular, may have a positive impact on the work routine of professional health care staff as they enable them to make quicker decisions with a lower degree of error, thus improving practice efficiency and management of clinical cases. These results are consistent with the findings of previous studies [24,25]. In addition to requiring information on their medications, patients were also interested in knowing more about complementary medications, nutritionally advantageous diets, and healthy lifestyles in general. This is because MEDs provide access to vast amounts of information and a source of unlimited information. Therefore, although findings from all FGs suggest a potential positive role of MEDs in patient activation in seeking health-related information, there were different motives and barriers for each of the study subsamples.

Patients using MEDs and receiving information on their health conditions felt more empowered in managing their health and suggested that higher activation levels could be achieved via the use of MEDs. In contrast, patients who did not use MEDs indicated a lower level of activation and difficulty in understanding the actions required to maintain a healthy lifestyle. However, it was interesting to note that none of the patients identified the existence of nonreliable health-related web-based information as an issue when using MEDs. Therefore, it enhances the need for health professionals to discuss the validity of web-based information that patients may consult and apply to their health.

In addition, although patients are getting more involved in their health care decisions, the proportion who are willing to take...
serious action and change their health behaviors is still in the minority. It is thus helpful to know which types of patients might become more actively engaged and apt to take such behaviors, and therefore the mechanisms that might be used to aid them and other patients [26]. Although MEDs could facilitate patient activation in seeking health-related information for some patients, the role of MEDs might be vague for some others. Therefore, besides evaluating the patient activation level, assessing the stage of change in the transtheoretical model (TTM) might help determine for which patients MEDs could affect patient activation in seeking health-related information.

Additional research might consider using the TTM, an integrative biopsychosocial model aimed at predicting one’s likelihood of behavior change [27]. Using the TTM can help discern where patients are in their contemplation to engage and use mobile devices and technology for their health, and thus might be used in concert with the results of our study to design educational interventions and communication with patients.

This study suggests that health professionals can influence the activation of patients to seek health-related information using MEDs by assisting them in the use of MEDs to search for information, which would be an additional motive for patients. This guidance and assistance could occur during regular check-ups that patients with chronic conditions have. During this time, health care professionals could advise using certain credible websites to require health-related information and even try to conduct a web search related to the patient’s specific concerns. This assistance would facilitate patients’ interest in using MEDs for seeking information on health and medications. However, the health professionals’ use of MEDs might influence their ability to support and guide patients in their use related to seeking health-related information. Evidence indicates that adequate training of health professionals on this matter would influence health education and improve the population’s overall health on primary and secondary prevention bases [28]. However, it is promising that future health professionals tend to highly use MEDs, positing them in a better empowerment position to assist and advise their patients regarding seeking health-related information on the web than older cohorts of health professionals.

Furthermore, it is interesting to note that even patients who did not use MEDs for information on health and medications suggested that they would do so if health professionals would recommend specific information websites or mobile apps. The reliability of web-based health information remains a concern [29], and the quality of health information accessed by patients remains unevaluated [30]. Thus, as students and health professionals would recognize a valid data source, it would be questionable for patients with different training and backgrounds. In addition, evidence indicates that age differences play a vital role in credibility judgments among patients seeking health information on the web, showing that older adults have a higher tendency to passively accept web-based information compared with younger adults [31], thus suggesting a need for different training approaches to these populations. Finally, research indicates that the only predictor of mHealth use for self-management was patient information technology skills [32]. Therefore, health care professionals should advise all patients about MEDs, regardless of their age.

Study Limitations

This study had several limitations. First, the study lacks wider representativeness, as it was conducted in one city of Kosovo, and it did not include a wider range of participants who could be potential users of MEDs. This limitation can be considered minimal in the results obtained because participants originated from various parts of Kosovo, and a saturation point in terms of themes and subthemes was achieved even across diverse groups of individuals. The generalizability of this study’s results is questionable because of the sample size and sample characteristics. However, considering that in 2019 the global internet access rate was 51.4%, and it was estimated that 86.7% of the population in developed countries had internet access [33], data from a study in 2017 showed that 88.5% of households in Kosovo had internet access [34]. Therefore, this study’s findings would be more applicable in countries with similar internet access coverage. However, the qualitative research goal is not the generalizability as much as it is the generation of rich and contextualized understanding of unexplored phenomena [35].

In addition, FGs with health professionals consisted of specialists in various fields of medicine and nurses. The diversity of health professionals in FGs may have facilitated exploring different perspectives, although segmentation of these FG participants could have facilitated comparative data analysis. However, it has been previously reported that homogeneous groups of participants in FG meetings can capitalize on the shared experiences of participants [36]; thus, this approach was used to conduct separate FGs with students, health professionals, and patients. Finally, the FGs were conducted with participants in Kosovo, who were almost entirely of ethnic Albanian descent. As qualitative research, there was no instrumentation to translate directly; however, the concepts and theories from which the FG guide was constructed had their basis in the English language literature. Furthermore, this potential limitation should also be considered in lieu of the fact that regardless of location and language used, access to the internet, MEDs, and mobile apps has increased significantly worldwide; therefore, patients and health professionals are expected to exhibit similar behaviors when adopting technology. In this regard, it may be worth emphasizing that Kosovo is known to have the highest levels of household internet access in the world [37]. Nonetheless, we believe there is a unique internet- and media-related characteristic of our sample that may affect the use of MEDs to navigate health-related information. This uniqueness is derived from the fact that the Kosovo population has strong family and sociocultural ties with its large diaspora living overseas and with whom there is a high reliance on MEDs to exchange information on a regular basis. In this environment, MEDs users in Kosovo would be exposed to cross-cultural experiences derived from various societies that the Kosovo diaspora has influenced globally, which in turn may also have an impact on how they assess and interpret information. This characteristic of our sample as well as of similar populations groups merits further research to better understand the
implications on navigation via MEDs and the use of health-related information.

This study provides data referring to some of the basic motives for using MEDs for information search on health and medications and suggests the need for a change in health professionals’ approach to assist using MEDs to facilitate patient activation in this regard. There is a need for further research into the clinical and economic impact of using MEDs in facilitating patients’ activation to seek information on their chronic conditions and medications.

Conclusions
This study suggests that MEDs might help facilitate patients’ activation to seek information on chronic conditions and medications. The motives for searching for information through MEDs related to the activation of patients have been identified. The findings suggest that health professionals’ roles should be reconsidered to include additional assistance to their patients in using MEDs, specifically in recommending valid and trustworthy websites or mobile apps to search for information on chronic conditions and medications.
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Abstract

Background: Mobile health interventions are intended to support complex health care needs in chronic diseases digitally, but they are mainly targeted at general health improvement and neglect disease-specific requirements. Therefore, we designed TrackPAD, a smartphone app to support supervised exercise training in patients with peripheral arterial disease.

Objective: This pilot study aimed to evaluate changes in the 6-minute walking distance (meters) as a primary outcome measure. The secondary outcome measures included changes in physical activity and assessing the patients’ peripheral arterial disease–related quality of life.

Methods: This was a pilot two-arm, single-blinded, randomized controlled trial. Patients with symptomatic PAD (Fontaine stage IIa/b) and access to smartphones were eligible. Eligible participants were randomly assigned to the study, with the control group stratified by the distance covered in the 6-minute walking test using the TENALEA software. Participants randomized to the intervention group received usual care and the mobile intervention (TrackPAD) for the follow-up period of 3 months, whereas participants randomized to the control group received routine care only. TrackPAD records the frequency and duration of training sessions and pain levels using manual user input. Clinical outcome data were collected at the baseline and after 3 months via validated tools (the 6-minute walk test and self-reported quality of life). The usability and quality of the app were determined using the Mobile Application Rating Scale user version.

Results: The intervention group (n=19) increased their mean 6-minute walking distance (83 meters, SD 72.2), while the control group (n=20) decreased their mean distance after 3 months of follow-up (–38.8 meters, SD 53.7; P=.01). The peripheral arterial disease–related quality of life increased significantly in terms of “symptom perception” and “limitations in physical functioning.” Users’ feedback showed increased motivation and a changed attitude toward performing supervised exercise training.

Conclusions: Besides the rating providing a valuable support tool for the user group, the mobile intervention TrackPAD was linked to a change in prognosis-relevant outcome measures combined with enhanced coping with the disease. The influence of mobile interventions on long-term prognosis must be evaluated in the future.

Trial Registration: ClinicalTrials.gov NCT04947228; https://clinicaltrials.gov/ct2/show/NCT04947228

(JMIR Mhealth Uhealth 2021;9(8):e24214) doi:10.2196/24214
Introduction

Background

The circulatory disorders of peripheral arteries due to atherosclerotic lesions, also known as peripheral arterial diseases (PAD), are the third most frequent manifestations of cardiovascular diseases (CVD) after coronary and cerebrovascular arterial diseases [1].

A primary goal in CVD treatment is to slow down disease progression and avoid major adverse cardiac or limb events. Nonetheless, patients with PAD lag behind those with coronary artery disease (CAD) in terms of optimal treatment patterns [2-4]. Although the survival rates for CAD and PAD have improved worldwide, PAD still comes with a high individual burden regarding the quality of life (QoL) and associated disabilities [2].

The individual restrictions in the daily life of patients with PAD are more important than statistical facts regarding mortality and morbidity. Intermittent claudication causes a progressive reduction of the pain-free walking distance (PWD), and it is an expression of worsening PAD [4]. This decrease in physical capability results in declining mental health and reduces patients’ QoL [5].

Supervised exercise therapy (SET) is a cornerstone in the conservative management of intermittent claudication [4], and it extends the PWD. Even though SET is easy to practice and highly cost-effective, adherence to regular SET performance is relatively low [6,7]. The underuse of exercise can be partly explained by the lack of institutional resources [8] and both patients’ and physicians’ lack of interest in exercise [4,9].

Mobile health (mHealth) technologies increase incentives and provide digital support for patients with PAD on several treatment levels [10-12]. They potentially lead to higher exercise training adherence and widen the scope of patient-centered health care [13], but so far, studies show opposite results [11,14]. While patients with PAD highly desire specific support tools, and app stores are inundated with health and fitness apps, PAD-specific solutions are presently lacking [15].

Objective

We developed a smartphone app named TrackPAD [16] to provide PAD-specific support for SET. This pilot study aims to evaluate the TrackPAD application as to its suitability and feasibility in outcome measures relevant to the prognosis of PAD by assessing the participant’s 6-minute walking distance (meters).

Methods

Study Aims, Research Questions, and Outcomes

The TrackPAD pilot study aimed to answer the following research questions:

1. Is it feasible to implement the app into everyday practice?
2. Is TrackPAD suitable for recording patients’ daily and weekly SET performance?
3. Does the TrackPAD improve the prognosis of PAD and related QoL?

The primary outcome was defined as the change in the 6-minute walking distance using a standardized protocol at baseline and after 3 months of follow-up [17]. The 6-minute walk test was performed under the supervision of a trained exercise technician. Participants were instructed to cover as much distance as possible, walking up and down a 50-meter hallway for up to 6 minutes. Participants were asked to push a measuring wheel during the entire 6 minutes of the test, but they could take breaks if necessary. They were also allowed to use an assistive device during both walking tests if they so desired. The technician stood in the middle of the course and supervised the walking test, but they did not encourage participants. The total distance walked in the test was read off of the measuring wheel. In patients with heart failure and reduced ejection fraction, a decreased 6-minute walking distance was associated with increased mortality, nonfatal cardiovascular events, and heart failure–related hospitalizations [18-20]. A decreased 6-minute walking distance was associated with a predictive value of mortality in patients with chronic obstructive pulmonary disease [21]. Among patients with PAD, the baseline 6-minute walking distance predicts rates for all-cause mortality, CVD mortality, and mobility loss [22,23]. Additionally, an incline of 20 meters was linked to a considerable improvement in total walking ability [24].

Aside from the 6-minute walking distance being objective and well-validated with respect to walking ability predicting mobility loss and mortality in PAD, it has an excellent test-retest reliability [25,26]. The 6-minute walking test offers several advantages over treadmill testing in PAD as it correlates more closely with physical activity levels and is not associated with the learning effect of performing repeated tests [27].

The secondary outcome measures were changes in physical activity and assessing the patient’s PAD-related QoL via PAD-QoL. The PAD-QoL questionnaire is a validated PAD-specific questionnaire [28] containing five factors: (1) social relationships and interactions, (2) self-concept and feelings, (3) symptoms and limitations in physical functioning, (4) fear and uncertainty, and (5) positive adaptation. In addition, individual factors regarding sexual function, intimate relationships, and job function will also be assessed. An evaluation of the use of the TrackPAD app was also performed for the intervention group using the user version of the Mobile Application Rating Scale questionnaire. It provides a 20-item measure including 4 objective quality subscales for engagement, functionality, aesthetics, and information quality [29].
Study Design, Population, and the TrackPAD App

Study Design and Recruitment

This paper reports the results from the pilot study, including TrackPAD app usability tests for the target group (patients with PAD). In preparation for the pilot study, we conducted a recently published questionnaire study [15] evaluating the needs and requirements of designing mobile interventions for patients with PAD.

The TrackPAD pilot study was designed as a 2-armed randomized controlled trial and included patients with diagnosed and symptomatic PAD. It is a closed parallel-group trial (control and intervention groups were assessed simultaneously), with blinded assessors and face-to-face assessment components and a 3-month follow-up. Besides information regarding the pilot study, a call for participation was announced in a local newspaper (Westdeutsche Allgemeine Zeitung, local section for Essen and Duisburg) with the contact information provided, including the phone number and email address (trackPAD@uk-essen.de). In addition, potential participants were actively solicited during their outpatient clinic visits or their inpatient stay at the Department of Cardiology and Vascular Medicine, University Clinic of Essen. Willing patients were asked to register for the pilot trial at the front desk of the outpatient clinic.

Randomization

After screening based on inclusion and exclusion criteria and obtaining written informed consent, participants were randomized into 2 groups by the Center for Clinical Studies in Essen using the TENALEA software. The control group included participants with standard care and no further mobile intervention. The intervention group included participants receiving standard care and additional mHealth-based self-tracking of their physical activity using TrackPAD. The participants were stratified based on their 6-minute walking test (distances less than 362 meters, between 362 and 430 meters, and more than 430 meters) to ensure an even distribution of the walking speed between the two groups. After the randomization process, participants were not replaced, regardless of the reason for exclusion.

Both groups were strongly advised to continue with their SET according to the current standard guidelines [4]. Participants of the intervention group received additional access to the TrackPAD app, which complemented the patients’ current treatment. The TrackPAD app was freely accessible to the intervention group. Besides the support provided during the installation procedure, the app did not require further technical maintenance. The only external contact during the follow-up occurred if participants requested technical support. A nonphysician member of the study team helped participants.

The baseline and follow-up examinations took place at the Department of Cardiology and Vascular Medicine outpatient clinic. They included a 6-minute walking test and a measurement of the ankle-brachial index (ABI). The ABI Measurements were conducted using a Doppler probe on the tibial and anterior artery locations. According to the current European Society of Cardiology (ESC) guideline, the highest value was used for calculation and divided by the highest systolic brachial Doppler pressure [4].

The patients were asked to fill out a questionnaire package at both time points, including self-reported physical activity, demographic characteristics, and the PAD-QoL questionnaire. The PAD-QoL was translated into German by a native speaker and was pretested on 5 PAD patients not included in the study sample. The pretest did not reveal the need for any adjustments.

Inclusion Criteria

Main inclusion criteria were diagnosed and symptomatic PAD of the lower extremities, defined as Fontaine stage Ia or Ib. Fontaine stage Ia indicated intermittent claudication with a walking distance of more than 200 meters, whereas Fontaine stage Ib indicated intermittent claudication with a walking distance of fewer than 200 meters [4]. Additionally, patients must have a personal smartphone suitable for downloading and using the TrackPAD app (IOS version greater than 11.0 or Android version greater than 5.0). A detailed list of the inclusion and exclusion criteria is shown in Textbox 1.
Inclusion and exclusion criteria. ABI: ankle-brachial index; PAD: peripheral arterial disease; NYHA: New York Heart Association; CCS: Canadian Cardiovascular Society.

### Inclusion Criteria
- 18 years of age or older
- Diagnosis of lower extremity PAD based on either an ABI greater or equal to 0.9 in at least one leg, invasive or noninvasive imaging of stenotic lower extremity artery disease, or endovascular or surgical revascularization of lower extremity artery disease
- PAD Fontaine stage Ia/b
- Smartphone with the capacity to use TrackPAD (Android version greater than 5.0 or IOS version greater than 11.0)
- Written informed consent prior to any study procedures, including a specified follow-up evaluation
- Best-medical treatment in the last 2 months per standard guidelines

### Exclusion Criteria
- Wheelchair-bound, use of walking aid, or walking impairment due to another cause than PAD
- Below or above-knee amputation
- Acute or critical limb ischemia
- PAD Fontaine Stage I, III, or IV
- No German knowledge
- Severe cognitive dysfunction
- Congestive heart failure with NYHA III-IV symptoms
- Active congestive heart failure requiring the initiation or up-titrations of diuretic therapy
- Angina pectoris with CCS class 3 to 4 symptoms, myocardial infarction, or stroke in the last 3 months
- Active arrhythmia requiring the initiation or up-titrations of anti-arrhythmic therapy
- Severe valve disease

**TrackPAD App**

The mobile intervention TrackPAD was designed by Rocket Apes GmbH. There were no associations between the authors and the developer. Moreover, TrackPAD was only designed for study purposes and not commercial use. We did not change any content during the study period, and all content was frozen during the trial. The only dynamic component was the leaderboard, which was adjusted based on the training sessions performed by the participants. The participants set their weekly goal of SET units at the beginning of each week. As recommended by the 2017 ESC guideline [4], each unit included 30 minutes of SET. If participants did not go through an entire unit at once, there were 3 different options: taking breaks, continuing the unit after recovery, or quitting prematurely. After completing each unit (fully completed 30 min or not), user feedback was requested (Figure 1; see Feedback after SET unit).

**Figure 1.** Main views of the TrackPAD-app.
To account for a PAD-tailored solution, we included the following features (Figure 1):

1. Weekly goal adaptation: The app suggested a new weekly goal using an internal algorithm based on the completion rate of a user’s SET units during the previous week.
2. Feedback after SET units: The feedback after each SET unit contained PAD-specific information regarding leg pain levels, breathing, and overall exhaustion. Patients had to respond by choosing between 1 (minimum leg pain, no restriction in breathing, or minimum exhaustion) and 10 (maximum leg pain, maximum restriction in breathing, or maximum exhaustion) for each item.
3. Claudication reminder: Each SET unit started with a short reminder that the walking pace and incline must be adapted to reach a certain level of claudication to extend the PWD sustainably. The reminder popped up when each new SET unit was initiated and needed to be actively confirmed.
4. Personal achievements: The personal progress of each user was recorded to unlock achievement medals (eg, a notable increase in users’ physical activity, activity performed during public holidays, or successes like an increase of performed SET units per week).
5. Leaderboard: The leaderboard contained different categories (ie, number of steps in single training sessions, number of completed training sessions, total minutes of physical activity, and percent increase of physical activity). The different leaderboards showed individual placements compared to other users using TrackPAD.
6. Patient events: Information on upcoming Department of Cardiology and Vascular Medicine patient events focusing on vascular diseases were stored and easily accessible via the main menu.
7. PAD-FAQ: An FAQ section was included to address common technical issues, important contact information, and general training advice. Instructions in case of increasing or new pain during the training were also included.

Ethics Approval and Consent to Participate
The local ethics committee of the University of Duisburg-Essen (18-8355-BO) approved this study. Written informed consent was collected from each participant before any study procedures, and contact information was delivered to each participant. Any changes will be communicated to the ethics committee. The pilot study started at the beginning of November 2018 and ended in March 2019.

Data Collection and Security
Data were stored on an encrypted European server. No personalized data were shared with the developer, and they were only accessible to the study team.

Sample Size Considerations and Statistical Analysis
To allow for missing data and loss to follow up, we aimed to recruit 23 to 25 participants per study arm. The results achieved an estimated power of $t=0.46$ (post hoc power analysis; Cohen $d=0.5; P=.05; F_{1,46}=1.157$). We used a two-tailed $t$-test, and the enrollment goal was 20 participants each for the intervention and control groups. $P<.05$ was estimated as the significance threshold. For sample size consideration and statistical analysis, we used R (version 3.6.0). To account for the heterogeneity of the walking distance to be covered, the analysis was performed separately for Fontaine stage IIa and IIb. The regression model was estimated by ordinary least squares and a differences-in-differences approach.

Results
Study Population and Baseline Characteristics
After screening and randomization, we included 46 participants in the pilot study, of whom 22 (48%) were randomized to the intervention group, and 24 (52%) were randomized to the control. During the follow-up, 7 (15%) participants dropped out, mainly due to personal reasons. For example, 5 (11%) participants withdrew due to the severe illness of a close relative, and 2 (4%) participants dropped out as a result of either worsening of a nonstudy-related disease or death (Figure 2; see Panel A). Table 1 shows a summary of the remaining participants’ baseline characteristics.
Figure 2. Quantitative development of screened patients including reasons for dropouts and exclusions.
Table 1. Patient characteristics at baseline.

<table>
<thead>
<tr>
<th></th>
<th>Intervention group (n=19)</th>
<th>Control group (n=20)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>64.6 (9.8)</td>
<td>65.6 (7.7)</td>
<td>.72</td>
</tr>
<tr>
<td>Sex (male), n (%)</td>
<td>12 (63)</td>
<td>9 (45)</td>
<td>.34</td>
</tr>
<tr>
<td>Obesity (BMI &gt; 30 kg/m²), n (%)</td>
<td>5 (26)</td>
<td>1 (5)</td>
<td>.16</td>
</tr>
<tr>
<td>Prior MI, n (%)</td>
<td>2 (11)</td>
<td>3 (15)</td>
<td>.85</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>12 (63)</td>
<td>16 (80)</td>
<td>.41</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>4 (21)</td>
<td>6 (30)</td>
<td>.21</td>
</tr>
<tr>
<td>Hyperlipidemia, n (%)</td>
<td>12 (63)</td>
<td>13 (65)</td>
<td>.42</td>
</tr>
<tr>
<td>Previous peripheral intervention, n (%)</td>
<td>8 (42)</td>
<td>5 (25)</td>
<td>.26</td>
</tr>
<tr>
<td>Previous peripheral bypass graft, n (%)</td>
<td>3 (16)</td>
<td>5 (25)</td>
<td>.68</td>
</tr>
<tr>
<td>Previous PCI, n (%)</td>
<td>4 (21)</td>
<td>6 (30)</td>
<td>.69</td>
</tr>
<tr>
<td>Heart failure, n (%)</td>
<td>2 (11)</td>
<td>3 (15)</td>
<td>.85</td>
</tr>
<tr>
<td>Coronary arterial disease, n (%)</td>
<td>6 (32)</td>
<td>9 (45)</td>
<td>.51</td>
</tr>
<tr>
<td>Active/Former smoker, n (%)</td>
<td>6/11 (32/58)</td>
<td>8/10 (40/50)</td>
<td>.89</td>
</tr>
<tr>
<td>Fontaine stage IIa, n (%)</td>
<td>12 (63)</td>
<td>14 (70)</td>
<td>.44</td>
</tr>
<tr>
<td>Fontaine stage IIb, n (%)</td>
<td>7 (37)</td>
<td>6 (30)</td>
<td>.85</td>
</tr>
<tr>
<td>6-minutes walking distance (meters), mean (SD)</td>
<td>407 (80.8)</td>
<td>390.1 (66)</td>
<td>.35</td>
</tr>
<tr>
<td>ABI³</td>
<td>0.75 (0.21)</td>
<td>0.73 (0.18)</td>
<td>.46</td>
</tr>
<tr>
<td>Reported physical activity (days per week), mean (SD)</td>
<td>2.4 (1.4)</td>
<td>2.3 (1.9)</td>
<td>.35</td>
</tr>
</tbody>
</table>

aMI, myocardial injury.
bPCI, percutaneous coronary intervention.
cABI, ankle-brachial index.

Increase in the 6-minute Walking Distance as a Primary Outcome

Of the 20 participants who increased their 6-minute walking distance at follow-up, 18 (90%) belonged to the intervention group using TrackPAD. The remaining participant in the intervention group did not change his covered distance at follow-up. In contrast, except for 2 (10%) participants, 18 (90%) participants in the control group showed decreased 6-minute walking distance at follow-up.

The mean distance covered in the 6-minute walking test showed a significant increase in the intervention group overall (83.0 meters, SD 72.2), whereas the mean walking distance of the control group decreased on average (–38.8 meters, SD 53.7; P<.001).

Both Fontaine stages showed similar trends, but the mean distance increase for the less progressed Fontaine stage IIa was more pronounced (intervention group: 97.0 meters, SD 78.6 vs. the control group: –35.3 meters, SD 55.9; P<.001). The Fontaine stage IIb showed a slight increase in mean walking distance for the intervention group (59.0 meters, SD 57.0) compared to the control group (–7.0 meters, SD 52.2), but it was still significant (P=.01).

TrackPAD was linked to a mean increase in the 6-minute walking distance of the intervention group, regardless of the Fontaine stage (95% CI 48.2-117.8). In contrast, the control showed either a slight or missing increase (95% CI –63.9-3.6). In total, the difference between both means was 121.8 meters (Fontaine stage IIa: 132.3 meters; IIb: 106.4 meters). Depending on the Fontaine stage, this resulted in a 17% (IIb) to 23% (IIa) increase of the covered distance at follow-up (Table 2).
Table 2. Differences in the 6-minute walking distance within and between study and control group after 3 months of follow-up.

<table>
<thead>
<tr>
<th>Fontaine IIa (n=26)</th>
<th>Fontaine IIb (n=13)</th>
<th>Fontaine IIa, IIb (n=39)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study (n=12)</td>
<td>Control (n=14)</td>
<td>Study (n=7)</td>
</tr>
<tr>
<td>Difference in mean(a) (meters)</td>
<td>97.0</td>
<td>59.4</td>
</tr>
<tr>
<td>Median (meters)</td>
<td>89.9</td>
<td>30.0</td>
</tr>
<tr>
<td>SD (meters)</td>
<td>78.6</td>
<td>57.0</td>
</tr>
<tr>
<td>95%-CI(^b) (meters)</td>
<td>47.0-147.0</td>
<td>6.3-111.8</td>
</tr>
<tr>
<td>Difference in mean between both groups (meters)</td>
<td>132.3</td>
<td>106.4</td>
</tr>
<tr>
<td>SD (meters)</td>
<td>135.5</td>
<td>71.6</td>
</tr>
<tr>
<td>95%-CI(^c) (meters)</td>
<td>75.5-189.0</td>
<td>39.2-172.8</td>
</tr>
<tr>
<td>(P) value</td>
<td>.01</td>
<td>.01</td>
</tr>
</tbody>
</table>

\(a\) Positive mean indicates an improvement.

\(b\) Difference between study and control group of the sub group.

\(c\) The true difference of the population between both groups.

A difference-in-difference regression with fixed effects for time (accounting for a progression of PAD) and individual participant (accounting for unobserved heterogeneity between the participants) estimating the percentage change in the treatment effect showed that the effect of receiving access to TrackPAD increased the 6-minutes walking distance about 28% (SE 0.04). This effect was significant to a confidence level of 99%.

**PAD-related Quality of Life**

The PAD-related quality of life (PAD-QoL) was assessed by the PAD-QoL questionnaire at baseline and follow-up. No relevant differences were observed at baseline between both groups. However, at follow-up, significant changes were noted in 3 factors of the PAD-QoL, with the most extensive change evident in the “symptoms and limitations in physical functioning.” The intervention group reported reduced limitations in their daily activity: “I have had to greatly reduce my activities because of my PAD” (Q1, intervention group: –1.6 meters, SD 1.4 vs control group: –0.1 meters, SD 1.0; \(P=0.01\)); “I cannot do many of the things I enjoy because of my PAD” (Q3, intervention group: –1.8 meters, SD 1.5 vs control group: –0.4 meters, SD 1.0; \(P=0.01\)); and “My legs hurt a lot when I walk because of my PAD” (Q4, intervention group: –1.4 meters, SD 1.3 vs control group: 0 meters, SD 1.1; \(P=0.01\)). The intervention group also showed a change in a single item of the factor “fear and uncertainty,” reporting a reduced fear of losing life because of PAD: “I am afraid of losing my life as a result of my PAD” (Q8, intervention group: –1.3 meters, SD 1.5 vs control group: –0.3 meters, SD 1.5; \(P=0.048\)), and a change in the section “positive adaptation”: “I feel very hopeful about the outcome of my PAD” (Q14, intervention group: 1.2 meters, SD 1.1 vs control group: 0.2 meters, SD 1.4; \(P=0.02\); [Figure 3]).
Overall, changes in the PAD-QoL over the 3 months of follow-up showed a less intense subjective symptom perception and fewer limitations in daily life among the intervention group.

**Reported Physical Activity**

To compare the two groups in terms of physical endurance at baseline, we recorded the reported physical activity. Both groups did not differ in days of physical activity per week (intervention group: 2.9 days per week, SD 2.8 vs control group: 2.4 days per week, SD 1.9; \( P = .44 \)). Both groups had participants who were active for a median of 30 to 60 minutes (intervention group: \( n = 9 \), 20% vs control group: \( n = 4 \), 9%). In total, 12 participants (26%) were active for more than 60 minutes (intervention group: \( n = 3 \), 7% vs control group: \( n = 9 \), 20%). Among participants who exercised for less than 30 minutes weekly, 5 (11%) participants trained between 10 and 30 minutes weekly (intervention group: \( n = 1 \), 2% vs control group: \( n = 4 \), 9%), and 9 (20%) participants exercised less than 10 minutes weekly (intervention group: \( n = 6 \), 13% vs control group: \( n = 3 \), 7%).

At follow-up, 37 (80%) participants reported an increase in their weekly physical activity (intervention group: \( n = 15 \), 33% vs control group: \( n = 16 \), 35%), resulting in a comparable rise in physically active days per week in both groups (intervention group: plus 0.3 days per week, SD 3.5 vs control group: plus 0.4 days per week, SD 2.6; \( P = .93 \)).

**App Evaluation**

**App Usage**

We considered intervention participants as active users if they performed at least 1 weekly training. During week 1, every participant was active. A dip from 19 (100%) to 14 (74%) active users was observed in week 2, increasing to 17 (89%) active users in week 3. During the following weeks, the activity remained stable, with 14 to 15 (70% to 75%, respectively) active users from week 5 to 12 (Table 3). During the 12 weeks of follow-up, the number of training sessions per week stayed roughly the same for the participants that remained active users.
Table 3. TrackPAD-app usage of the intervention group during the 12 weeks of follow-up.

<table>
<thead>
<tr>
<th>Week</th>
<th>Total training sessions (units)</th>
<th>Active user (n)</th>
<th>Intervals per training session (units), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>66</td>
<td>19</td>
<td>2.5 (2.8)</td>
</tr>
<tr>
<td>2</td>
<td>48</td>
<td>14</td>
<td>2.8 (2.2)</td>
</tr>
<tr>
<td>3</td>
<td>53</td>
<td>17</td>
<td>2.6 (1.7)</td>
</tr>
<tr>
<td>4</td>
<td>74</td>
<td>16</td>
<td>2.0 (1.2)</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>15</td>
<td>1.8 (1.2)</td>
</tr>
<tr>
<td>6</td>
<td>61</td>
<td>15</td>
<td>2.3 (1.6)</td>
</tr>
<tr>
<td>7</td>
<td>49</td>
<td>15</td>
<td>2.7 (2.8)</td>
</tr>
<tr>
<td>8</td>
<td>57</td>
<td>14</td>
<td>2.4 (2.0)</td>
</tr>
<tr>
<td>9</td>
<td>58</td>
<td>14</td>
<td>2.2 (2.3)</td>
</tr>
<tr>
<td>10</td>
<td>51</td>
<td>14</td>
<td>2.1 (1.9)</td>
</tr>
<tr>
<td>11</td>
<td>55</td>
<td>14</td>
<td>2.5 (2.1)</td>
</tr>
<tr>
<td>12</td>
<td>48</td>
<td>15</td>
<td>2.7 (4.1)</td>
</tr>
</tbody>
</table>

aTotal number of recorded training sessions for the respective week as assessed by the TrackPAD-App.
bActive user with at least one training interval in the corresponding week.
cMean number of intervals during one training session. Each training session could be paused if necessary, resulting in each training session being subdivided into several intervals.

The reasons for discontinued TrackPAD use by the nonactive users (n=5, 26%) from week 5 onward were assessed at follow-up. Reasons for discontinued TrackPAD use were related to personal circumstances (n=3, 16%) and technical issues (n=2, 11%). Of the 2 participants who stopped using TrackPAD for personal reasons, 1 was due to the illness of a close relative, and the other lost interest. One participant stopped using TrackPAD due to reported interference between the TrackPAD app and their Samsung Health app, and another participant stopped the training sessions due to several sequential app crashes (Figure 2; see Panel B).

Figure 4. Participants' statements regarding the trackPAD app in terms of functionality, aesthetics and information according to the user version of the Mobile Application Rating Scale [22].

User Feedback

The vast number of questions regarding functionality, aesthetics, and informational content of TrackPAD were reported as positive to extremely positive (4 or 5 stars out of 5; Figure 4; see Panel A). However, the visual information provided within the app showed potential for improvement (Figure 4; see Panel A, Item 15); for example, the plausibility and correctness of descriptions represented by pictograms or pictures. Participants described this item mainly as “largely unclear.” Only 5 (25%) participants described the visual information as “mostly clear” (n=4) or “absolutely clear” (n=1).

The users’ feedback also included questions regarding the perceived impact of the TrackPAD with respect to their PAD disease (Figure 4; see Panel B). Only 1 (6%) user disagreed, stating the app had not changed their awareness of SET (Q1). The other participants reported that the app had significantly increased their motivation to perform SET (Q4) and their compliance to SET (Q6). They also stated that using the app changed their attitude regarding SET (Q3) and increased their knowledge about SET (Q2).

Most users evaluated the app in all of the 3 categories positively. Only 3 (17%) users would “maybe” or are “unlikely” to recommend the app to people with existing PAD disease. Supporting the positive evaluation illustrate in Panel A (Figure 5), 13 (68%) users rated the app with at least 4 out of 5 stars (Figure 5; see Panel B). Future app use, at least every week, was reported by 10 (53%) users.
The data underlying this article will be shared at reasonable request to the corresponding author.

**Discussion**

The implementation of novel technologies, specifically mobile interventions, can substantially change the landscape for the treatment of CVD [12,30]. General benefits of mHealth technologies include the wide reachability and the possibility of continuous access [31]. Although PAD represents a subgroup of CVD, patient characteristics and disease-specific requirements differ substantially from those patients with other CVD. Therefore, disease- and patient-tailored solutions are essential to the development of mobile interventions. One significant difference between the PAD population and patients with other CVD is the older age and the fact that the patient-centered development process needs to be expanded by one additional dimension. Previous studies already explored the use and...
acceptability of mobile technologies in health care related to the users’ age and identified age as an important factor in the design of mobile interventions, requiring greater technical support and reporting lower acceptability of using mobile technologies [32,33]. As such, there are measurable influences on intermediate outcomes (eg, increased satisfaction with care) and health outcomes (eg, better metabolic control) [15,34-36].

SET is one of the most relevant interventions in the conservative treatment of PAD, but barriers to exercise are still high. Besides low motivational aspects, intermittent claudication limits the sustainability of regular SET performance. Moreover, the requirements of primary care for patients with PAD focus on other priorities other than CVD in general [15,30]. To meet this specific patient population’s needs and requirements, we proposed using a PAD-tailored mobile intervention to encourage the SET performance in patients with PAD.

Mobile technologies are increasingly used for health purposes, even among older adults who have demonstrated a lower uptake of technologies compared to younger people [37]. Although these technologies have the potential to assist in care coordination activities, like regular SET performance, most mobile apps are not designed specifically for this population which has complex health care needs and is older than the typical app user. The activity recognition mechanism of most mobile apps cannot accommodate the wide range of human movement linked to mobility impairment.

In this study, we gathered TrackPAD use input from the patients’ perspective, and we observed a high level of user acceptance. Overall, we found satisfaction in terms of functionality, aesthetics, and informational content. Studies combining eHealth and PAD are rare, but the same trend of mobile technology user acceptance was observed in patients with noncommunicable diseases. A review of eHealth interventions for cancer survivors showed mobile interventions are promising tools [38]. Future work will need to examine the extent to which personalized activity recognition can support the diversity of movement.

Improvement was demonstrated through the visual information within TrackPAD and the clear assignment of pictograms or pictures. The weakness of the gestural concept resulted from the advanced age of the user group, which is often inexperienced in using mHealth and requires an age-adapted presentation [39]. Besides relevant barriers for older adults, lack of desire, costs, privacy and security considerations, visual acuity, and hand-eye coordination were important factors with respect to the acceptance of telehealth interventions [40]. These barriers will be adapted accordingly to improve the TrackPAD app following a patient-centered approach.

Since we designed a platform for both iOS and Android, some technical issues occurred due to the different technical implementations of the provider. The various mechanisms for counting steps presented a considerable challenge in designing a comparable app for both platforms. Depending on the manufacturer, step counts work either over a physical hardware mechanism and a software-based solution. This issue might become less relevant when it comes to personal use [41,42], but it also limits the analysis within a clinical trial. Because of the low number of smartphones that use the software-based solution, this issue did not occur in earlier tests. However, the disproportionate share of older mobile phones lacking a physical hardware mechanism within the intervention group revived the issue. In further trials, the inclusion of newer operating versions of Android mobile phones should be considered since this issue was only found in Android-based operating systems.

The disadvantages of simple activity tracking are known and common limitations in studies. The performance of systems trained with data in the laboratory setting substantially deteriorates when tested in real-life conditions [43]. Possible solutions might be user-calibration processes or the use of specified study-related devices to gain comparability.

Comparing the 6-minute walking distance between both groups in our study, we saw a significant increase in the mean walking distance of 80 meters in the intervention group using TrackPAD. Remarkably, we did not find any decrease in the walking distance within the intervention group, whereas 90% (n=18) of the control group did worse at follow-up compared to baseline. One reason for the longer walking distance might be because of the younger age of the study participants. Previous studies reported a mean age of more than 70 years, whereas the intervention group using TrackPAD had a mean age of 64. The higher increase may also be due to comparatively minor restrictions since two-thirds of the participants were classified as Fontaine stage IIa (PWD of more than 200 meters). The ease of initiating exercise among the Fontaine stage IIa patients with PDA compared to patients with higher Fontaine stages might be linked to better endurance during exercise and higher motivation in general. Moreover, the small sample size allows for substantial individual changes within the intervention group, leading to an upward deviation.

Although the covered distance in the 6-minute walk test only increased significantly in the intervention group, the self-reported physical activity increased in both groups at follow-up. An accurate assessment of physical activity using the PDA-QoL questionnaire seems questionable in the entire study population and has previously been described as a common issue [44,45]. Digital interventions also increase the potential to track background activity (ie, receiving objective statements in terms of physical activity) and will be considered in future trials. The recording of activity highs and lows throughout the day might also help identify optimal time points to send digital motivation notifications. It is important to note that messages can also decrease productivity if delivered at the wrong time points. Algorithms based on collected personalized information in smartphones might reduce the number of poorly-timed interruptions [46].

We also observed an increase in PAD-QoL regarding “symptoms and limitations in physical functioning” within the intervention group. The association between increased physical activity and an increased PAD-QoL has been reported in other studies [47-49]. In addition, the increased 6-minute walking distance was linked to better physical aspects of quality of life in participants with intermittent claudication, supporting its value as an outcome measure.

The main limitation of this study was the small sample size of the intervention group. Since we have analyzed some patient
characteristics (ie, Fontaine stage IIa and IIb) separately, the sample size per group decreased even further. However, the Fontaine stage allowed us to control for the differences in the participants’ physical capability. Although we saw a relevant change in the primary outcome variable after follow-up, recordings of background activity during the follow-up period were available due to privacy restrictions. Based on the study design of this pilot, no blinding of the study participants was feasible, and motivational differences must be considered. Further research is needed to address this issue.

Using the smartphone–based tool TrackPAD, we found a significant increase in the mean 6-minute walking distance at follow-up, indicating a prognostically relevant change in walking ability in patients with moderate PAD. TrackPAD also bolstered a shift in the subjective symptom perception and fewer noticed limitations in terms of PAD-QoL. Thus, the TrackPAD app seems feasible and suitable for the target group of patients with PAD in terms of SET performance. Participants substantially valued the experience of using an app in the management of their care. Still, a further adaption of the visual presentation and the gestural concept that follows a patient-centered approach is needed.
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Abstract

Background: Approximately 80% of pancreatic ductal adenocarcinoma (PDAC) patients suffer from anorexia, weight loss, and asthenia. Most PDAC patients receive chemotherapy, which often worsens their nutritional status owing to the adverse effects of chemotherapy. Malnutrition of PDAC patients is known to be associated with poor prognosis; therefore, nutritional management during chemotherapy is a key factor influencing the outcome of the treatment. Mobile apps have the potential to provide readily accessible nutritional support for patients with PDAC.

Objective: We aimed to evaluate the efficacy of a mobile app–based program, Noom, in patients receiving chemotherapy for PDAC.

Methods: We prospectively enrolled 40 patients who were newly diagnosed with unresectable PDAC from a single university-affiliated hospital in South Korea, and randomly assigned them into a Noom user group (n=20) and a non-Noom user group (n=20). The 12-week in-app interventions included meal and physical activity logging as well as nutritional education feedback from dietitians. The non-Noom user group did not receive any nutrition intervention. The primary outcomes were the changes in the nutritional status and quality of life (QoL) from the baseline to 12 weeks. The secondary outcomes included the changes in the skeletal muscle index (SMI) from the baseline to 12 weeks. The European Organization for Research and Treatment of Cancer (EORTC) Quality of Life Core Questionnaire (QLQ-C30) and the Patient-Generated Subjective Global Assessment (PG-SGA) were used as paper questionnaires to assess the QoL and nutritional status of the patients. Intention-to-treat and per-protocol analyses were conducted. Regarding the study data collection time points, we assessed the nutritional status and QoL at the baseline (T0), and at 4 (T1), 8 (T2), and 12 (T3) weeks. Abdominal computed tomography (CT) imaging was conducted at the baseline and after 8 weeks for tumor response and SMI evaluation. The skeletal muscle area (cm\textsuperscript{2}) was calculated using routine CT images. The cross-sectional areas (cm\textsuperscript{2}) of the L3 skeletal muscles were analyzed.

Results: Between February 2017 and January 2018, 48 patients were assessed for eligibility. Totally 40 patients with pancreatic cancer were included by random allocation. Only 17 participants in the Noom user group and 16 in the non-Noom user group completed all follow-ups. All the study participants showed a significant improvement in the nutritional status according to the PG-SGA score regardless of Noom app usage. Noom users showed statistically significant improvements on the global health...
status (GHS) and QoL scales compared to non-Noom users, based on the EORTC QLQ (P=.004). The SMI decreased in both groups during chemotherapy (Noom users, 49.08±12.27 cm²/m² to 46.08±10.55 cm²/m²; non-Noom users, 50.60±9.05 cm²/m² to 42.97±8.12 cm²/m²). The decrement was higher in the non-Noom user group than in the Noom user group, but it was not statistically significant (-13.96% vs. -3.27%; P=.11).

Conclusions: This pilot study demonstrates that a mobile app–based approach is beneficial for nutritional and psychological support for PDAC patients receiving chemotherapy.

Trial Registration: ClinicalTrials.gov NCT04109495; https://clinicaltrials.gov/ct2/show/NCT04109495.

(JMIR Mhealth Uhealth 2021;9(8):e21088) doi:10.2196/21088
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Introduction
Cancer cachexia is associated with poor therapeutic response, treatment-related adverse events, and low quality of life (QoL) in pancreatic ductal adenocarcinoma (PDAC) patients [1]. Approximately 80% of PDAC patients suffer from a wasting syndrome known as “cancer anorexia-cachexia syndrome,” which is characterized by anorexia, weight loss, asthenia, and poor prognosis [2-7]. Patients with PDAC have high risk of nutritional malabsorption and metabolic problems compared to patients with other types of cancers, as the pancreas plays a crucial role in exocrine and endocrine functions [8-11].

In addition, almost 80% of PDAC patients are not operable at diagnosis and receive palliative chemotherapy [12]. Chemotherapy aggravates anorexia, nausea, vomiting, and abdominal pain, which can also affect the patients’ QoL and nutritional status. Unfortunately, studies on nutritional evaluation and management of PDAC patients during chemotherapy are insufficient. Malnutrition of PDAC patients is associated with chemotherapy-induced toxicity, low adherence to anticancer treatment, as well as poor QoL and survival [2,4,6,13]. Therefore, research on the nutritional management for PDAC patients during active treatment should be considered.

Digital health care systems, especially mobile apps, have the potential to provide readily accessible nutritional and psychological support for cancer patients [14-23]. To date, there has been no randomized controlled clinical trial to evaluate the effectiveness of app-based programs targeting patients with PDAC undergoing chemotherapy. The main purpose of this pilot study was to evaluate the efficacy of mobile app–based supportive care for PDAC patients in the aspects of nutritional status, skeletal muscle index (SMI) change, and QoL.

Methods
Study Participants
In this randomized controlled trial (RCT) (Trial number NCT 04109495), the study participants were prospectively recruited at a tertiary hospital in South Korea between February 2017 and January 2018. The inclusion criteria were as follows: (1) males or females aged between 20 and 70 years; (2) patients newly diagnosed with PDAC within the last 3 months and slated to receive chemotherapy. (patients) able to access the Internet through their mobile phones; and (4) patients able to read and write Korean. The exclusion criteria were as follows: (1) history of abdominal surgery within the past year and with plans to undergo abdominal surgery; (2) acute illness or infection status (pneumonia, sepsis, shock, etc.); (3) known chronic liver and obstructive pulmonary diseases; (4) known absorption disorder due to gastrointestinal (GI) mucosal disease (ulcerative colitis, Crohn disease, acute and chronic diarrhea, etc.); (5) severe major illness (heart failure, liver failure, kidney failure on hemodialysis, etc.); (6) pregnancy or breastfeeding; (7) use of steroids within the past month before recruitment; (8) being diagnosed with or suspected of having peritoneal seeding or GI obstruction; and (9) history of consuming nutritional supplements.

Study Design
This study was a 12-week prospective, single-center, nonblinded, RCT. The clinicians introduced this study to eligible patients in the clinics, and the researchers met interested patients and confirmed their eligibility. After obtaining written informed consent, all patients were randomly assigned in a 1:1 ratio to the Noom user group or non-Noom user group by the clinical research coordinator (Figure 1). Treatment allocation was performed by the randomized permuted block method using random number tables. As this is a pilot study, we set a target sample size of 40 patients considering the rules of thumb. Browne cites a general flat rule to include at least 30 subjects or more to estimate a parameter [24]. Owing to the nature of the intervention, participant details could not be blinded. This study was approved by the institutional review board of the Severance Hospital (Approval number 1-2016-0061).
Interventions

Noom (Noom Inc.) is a mobile app for weight management that is commercially available on Google Playstore and Apple Appstore. Noom has a unique curriculum and human coaching intervention, which is widely used in health and fitness apps [25,26]. We adopted this program to the nutritional and behavior intervention for PDAC patients undergoing chemotherapy. The major goal of nutritional intervention was to encourage caloric intake to maintain the nutritional status and QoC of PDAC patients undergoing chemotherapy. Although the commercialized version of the Noom app was designed for weight loss and healthy dietary intake, we used functions such as food logging, step count, weight logging, and messaging for tracking balanced caloric intake and muscle gain. To achieve this goal, the Noom app offered the following interventions: (1) interactive interface with coach–participant messaging, (2) daily articles for basic health knowledge, (3) food logging with color coding, and (4) automated feedback-based food choices (see Multimedia Appendix 1). The articles provided to patients mainly included basic health knowledge, information on how to organize a diet using calorie density, and exercise, and lifestyle information. Patient-specific feedback was provided by the coach. Participants were asked to log their weight by self-report providing information on their meals and physical activity in the app more than 4 days per week.

The coach, who is a clinical dietitian, provided nutritional intervention based on the following goals: (1) Guide participants to consume more calories than the recommended intake calculated by the Harris–Benedict equation [27,28] with additional disease-related energy requirements [29]. (2) Provide more than four feedbacks per week on nutritional intake. (3) Check the participants’ step counts and exercise logs once a week to promote light physical activity. Noom aims to provide nutritional support for PDAC patients through self-management by monitoring their meals and in-app activities. The clinical research coordinator helped the study participants download the Noom app onto their mobile phones and register themselves on the app. A unique username was generated with a personal password. The study participants did not need to pay for accessing Noom.

The participants in both the groups answered paper questionnaires in the presence of the clinical research coordinator and underwent blood tests at the baseline, and at 4, 8, and 12 weeks. The questionnaire items included the gender, age, body weight, type of diagnosed digestive disease, treatment method, status of oral nutritional supplements, and past medical history of the patients. The European Organization for Research
and Treatment of Cancer (EORTC) Quality of Life Core Questionnaire (QLQ-C30, version 3.0) and the Patient-Generated Subjective Global Assessment (PG-SGA) were also used to assess the QoL and nutritional status of the patients.

App activity was calculated as the summation of the recorded events, including meals, exercise, weight input, number of messages, and step counts. Participants with app activity for more than 9 weeks were defined to be “above average users” (10/40), and participants with app activity for less than 9 weeks were defined to be “below average users” (7/40). A 9-week period was determined based on the median value of the app users’ activity.

**Comparator**

As opposed to the Noom user group, the non-Noom user group did not have access to Noom. This group did not receive any nutrition intervention and attended only study assessments. They received the chemotherapeutic agent as usual. To reduce the bias related to the usually prescribed appetite stimulant, the subjects in both the groups who showed no statistical differences received the same dosage of the appetite stimulant. In this study, patients diagnosed with pancreatic cancer received chemotherapy without regular nutritional intervention.

**Variables**

The primary objective was to investigate the changes in the QoL or nutritional status, which were calculated from the EORTC QLQ-C30 and the PG-SGA score, over time according to Noom usage. The EORTC QLQ-C30 is a 30-item cancer-specific questionnaire that incorporates 5 functional scales (physical, role, cognitive, emotional, and social), 3 symptom scales (fatigue, pain, and nausea/vomiting), a global health status (GHS) and QoL scale, several single items assessing additional symptoms commonly reported by cancer patients (dyspnea, loss of appetite, insomnia, constipation, and diarrhea), and the financial impact of the disease [30]. A higher score on the GHS and QoL scales indicates a good QoL, but a higher score on the symptom scales indicates poor QoL.

The PG-SGA is a scoring method for nutritional measurement integrating body weight, food intake, nutritional difficulties and activities, and therapeutic information provided by physicians. A score ≥9 indicates a critical need for nutritional intervention [31]. Several studies have verified that the PG-SGA is a reliable and valid assessment of the nutritional status of cancer patients; therefore, we used the PG-SGA scale as a nutritional status assessment tool [14,32-34]. A trained nurse assessed all the PG-SGA scores to maintain consistency in the test results.

The secondary objective was to observe changes in the SMI according to Noom usage. We evaluated whether the SMI was associated with Noom usage at the baseline and during the follow-up period. The skeletal muscle area (cm²) was calculated using routine computed tomography (CT) images through the picture archiving and communication system (PACS), an image system using Image J software (US National Institutes of Health) [35,36]. Cross-sectional areas (cm²) of the L3 skeletal muscles were analyzed using Image J. At the L3 level, the field of view included the psoas, paraspinal muscles, and abdominal wall muscles. Currently, the most frequently used landmark in the body composition imaging studies for sarcopenia is the L3 level [37]. We segmented the tissues based on the Hounsfield unit of CT scanning using Image J with assistance from a well-trained and an experienced medical doctor. We had previously published several studies using this method [38,39]. The skeletal muscle area was normalized for height (m²) and calculated as the SMI (cm²/m²) [40].

Age, sex, BMI, Eastern Cooperative Oncology Group performance status (ECOG PS), smoking history, tumor extent, tumor size, chemotherapy regimen, and laboratory characteristics (leukocyte, hemoglobin, platelet, albumin, creatinine, and carbohydrate antigen [CA] 19-9) were also examined.

In this study, we attempted to remove the confounding factors such as steroid ingestion, including appetite stimulants, megestrol, and herbs. Clinicians used to prescribe megestrol to stimulate the appetite of cancer patients. To reduce the confounding factors with respect to appetite stimulants, we prescribed the same dose of megestrol (160 mg/day) for all the enrolled patients, except for those who showed good appetite without stimulants. The prescription was confirmed by the clinical judgment of the attending physician.

**Statistical Analysis**

Data are expressed as the median, n (%), or n, as appropriate. Variables were compared using Chi-square tests or Fisher exact tests for categorical data and Student t tests for continuous variables to evaluate the statistical significance of the differences in the baseline characteristics between Noom and non-Noom users. Variables related to the in-app actions of the above average and below average user groups were compared using the Mann-Whitney test. The primary outcomes of the nutritional status and QoL, as measured by the PG-SGA and EORTC QLQ, were analyzed using intention-to-treat analysis and linear mixed models. Intention-to-treat analysis with the last observation carried forward was applied to account for missing data. The secondary outcome of SMI was assessed in a per-protocol analysis, using the Mann-Whitney test. P<.05 was considered to indicate statistical significance. Statistical analyses were performed using the SPSS (version 23.0, IBM Corp.).

**Results**

**Patient Characteristics**

Between February 2017 and January 2018, 48 patients were assessed for eligibility. A total of 40 patients were enrolled and randomized into 2 groups (Noom users, n=20; non-Noom users, n=20) (Figure 1). After 7 patients dropped out, 17 Noom users and 16 non-Noom users completed all the follow-ups. Attrition was 18% (7/40 participants), including 2 patients (one in the Noom user group and another in the non-Noom user group) who could not continue chemotherapy owing to severe sepsis or progression of disease, and 5 patients in the Noom user group and 3 in the non-Noom user group who withdrew their informed consent. The baseline variables in Table 1 did not show a significant difference between participants who were
included in the intention-to-treat population (n=40) and per-protocol population (n=33).

The median age was 61.5 years (range 34-78 years), and 25 of the 40 patients (63%) were male. All the recruited patients had unresectable PDAC at the time of diagnosis. The baseline characteristics did not show statistically significant differences between the 2 groups, except for the baseline BMI and hemoglobin. Most of the patients received palliative folic acid, fluorouracil, irinotecan, and oxaliplatin (FOLFIRINOX) as a first-line chemotherapy (17/20 [85%] of Noom users and 18/20 [90%] of non-Noom users).
<table>
<thead>
<tr>
<th>Variables</th>
<th>Intention-to-treat analysis (N=40)</th>
<th>Per-protocol analysis (N=33)</th>
<th>$P$ value(^b)</th>
<th>Intention-to-treat analysis (N=40)</th>
<th>Per-protocol analysis (N=33)</th>
<th>$P$ value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, median, years (range)</td>
<td>61 (45-70)</td>
<td>62 (45-70)</td>
<td>.25</td>
<td>61.5 (34-78)</td>
<td>62 (34-78)</td>
<td>.31</td>
</tr>
<tr>
<td>Sex, male, n (%)</td>
<td>12 (65)</td>
<td>10 (60)</td>
<td>.99</td>
<td>10 (58.8)</td>
<td>10 (62.5)</td>
<td>.83</td>
</tr>
<tr>
<td>Height (m)</td>
<td>1.63±0.09</td>
<td>1.63±0.09</td>
<td>.7</td>
<td>1.63 ± 0.09</td>
<td>1.63 ± 0.08</td>
<td>.95</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>85.4±7.9</td>
<td>63.5 ± 11.3</td>
<td>.18</td>
<td>87.2 ± 16.4</td>
<td>62.8 ± 10.9</td>
<td>.22</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>21.91 ± 1.57</td>
<td>23.5 ± 2.72</td>
<td>.03</td>
<td>21.83 ± 1.69</td>
<td>23.46 ± 2.57</td>
<td>.04</td>
</tr>
<tr>
<td>ECOG PS,(^c) n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1</td>
<td>17 (85)</td>
<td>14 (82.4)</td>
<td>.99</td>
<td>17 (85)</td>
<td>14 (82.4)</td>
<td>.99</td>
</tr>
<tr>
<td>2-3</td>
<td>3 (15)</td>
<td>3 (17.6)</td>
<td></td>
<td>3 (15)</td>
<td>3 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Smoking history</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>16 (80)</td>
<td>14 (82.4)</td>
<td>.47</td>
<td>14 (80)</td>
<td>14 (82.4)</td>
<td>.71</td>
</tr>
<tr>
<td>Former or current</td>
<td>4 (20)</td>
<td>3 (17.6)</td>
<td></td>
<td>4 (20)</td>
<td>2 (12.5)</td>
<td></td>
</tr>
<tr>
<td>DM,(^d) n (%)</td>
<td>5 (25)</td>
<td>5 (29.4)</td>
<td>.72</td>
<td>5 (25)</td>
<td>5 (31.3)</td>
<td>.99</td>
</tr>
<tr>
<td>SMI (cm(^2)/m(^2))(^e)</td>
<td>49.62± 11.62</td>
<td>48.43±9.91</td>
<td>.73</td>
<td>50.60 ± 9.05</td>
<td>50.60 ± 9.05</td>
<td>.69</td>
</tr>
<tr>
<td>WBC,(^f)/μL</td>
<td>6310 (5045-7155)</td>
<td>6975 (6158-8515)</td>
<td>.13</td>
<td>6910 (6158-8045)</td>
<td>6910 (6158-8045)</td>
<td>.26</td>
</tr>
<tr>
<td>Hemoglobin, g/dL</td>
<td>12.3 (10.6-13.6)</td>
<td>13.0 (11-14)</td>
<td>.04</td>
<td>12.3 (10.6-13.2)</td>
<td>13.0 (12.0-13.8)</td>
<td>.04</td>
</tr>
<tr>
<td>Platelet, 10(^3)/μL</td>
<td>204.5 (176.5-353.3)</td>
<td>222 (183-289)</td>
<td>.95</td>
<td>196 (178-335)</td>
<td>237 (196-289)</td>
<td>.85</td>
</tr>
<tr>
<td>Albumin, g/dL</td>
<td>3.9 (3.5-4.1)</td>
<td>4.1 (3.5-4.1)</td>
<td>.87</td>
<td>3.9 (3.5-4.1)</td>
<td>3.9 (3.3-4.1)</td>
<td>.74</td>
</tr>
<tr>
<td>Creatinine, mg/dL</td>
<td>0.77 (0.53-0.91)</td>
<td>0.67 (0.56-0.82)</td>
<td>.27</td>
<td>0.77 (0.55-0.91)</td>
<td>0.69 (0.52-0.82)</td>
<td>.23</td>
</tr>
<tr>
<td>Initial CA(^g) 19-9, U/mL</td>
<td>829.6 (190-2768)</td>
<td>310.1 (40.8-1734.8)</td>
<td>.1</td>
<td>920 (136.6-2716)</td>
<td>310 (27.9-1516.5)</td>
<td>.07</td>
</tr>
<tr>
<td>Elevated initial CA 19-9, U/mL</td>
<td>19 (95)</td>
<td>16 (80)</td>
<td>.34</td>
<td>16 (94.1)</td>
<td>12 (75)</td>
<td>.18</td>
</tr>
<tr>
<td>Clinical stage, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Borderline resectable</td>
<td>6 (30)</td>
<td>4 (23.5)</td>
<td>.93</td>
<td>4 (23.5)</td>
<td>4 (25)</td>
<td>.61</td>
</tr>
<tr>
<td>Locally advanced</td>
<td>5 (25)</td>
<td>4 (23.5)</td>
<td></td>
<td>4 (23.5)</td>
<td>6 (37.5)</td>
<td></td>
</tr>
<tr>
<td>Metastatic</td>
<td>9 (45)</td>
<td>9 (52.9)</td>
<td></td>
<td>9 (52.9)</td>
<td>6 (37.5)</td>
<td></td>
</tr>
<tr>
<td>Tumor size, cm</td>
<td>4.2±1.3</td>
<td>4.2±1.3</td>
<td>.8</td>
<td>4.2±1.3</td>
<td>4.5±2.2</td>
<td>.65</td>
</tr>
<tr>
<td>Chemotherapy regimen, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOLFIRINOX(^b)</td>
<td>17 (85)</td>
<td>18 (90)</td>
<td>.99</td>
<td>14 (82.4)</td>
<td>14 (87.5)</td>
<td>.99</td>
</tr>
<tr>
<td>Gem/Nab-paclitaxel(^f)</td>
<td>3 (15)</td>
<td>3 (17.6)</td>
<td></td>
<td>3 (15)</td>
<td>2 (12.5)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Data are presented as n (%) for categorical variables and as median (interquartile range) or mean±SD for continuous variables.

\(^b\)P values were calculated by Student t tests for continuous data and Chi-square or Fisher exact tests for categorical data.

\(^c\)ECOG PS: Eastern Cooperative Oncology Group performance status.

\(^d\)DM: diabetes mellitus.

\(^e\)The skeletal muscle index was calculated from the muscle cross-sectional area (cm\(^2\))/height (m\(^2\)) of the lumbar muscle.
The baseline characteristics of the Noom participants, above average and below average users, are shown in Table 2. The values in Table 2 were calculated by per-protocol analysis, as patients who dropped out (n=7) did not complete the entire 9-week period, which is the median value of the app users’ activity. The 17 Noom users were divided as follows: 10 above average users and 7 below average users. There were no baseline differences in the sex, age, and baseline BMI between the 2 Noom user groups (Table 2, sex, 59% vs. 60%; age, 62 vs. 62.5 years; baseline BMI, 21.8 vs. 21.5).

### Table 2. Baseline characteristics of Noom users.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Noom users (N=17)</th>
<th>Above average users (n=10)</th>
<th>Below average users (n=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex, male, n (%)</td>
<td>10 (58.8)</td>
<td>6 (60)</td>
<td>4 (57.1)</td>
</tr>
<tr>
<td>Age, median, years (range)</td>
<td>62 (45-70)</td>
<td>62.5 (45-70)</td>
<td>62 (58-65)</td>
</tr>
<tr>
<td>Height (m)</td>
<td>1.63±0.09</td>
<td>1.64±0.1</td>
<td>1.61 ± 0.08</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>58.2±8.4</td>
<td>58.32±8.61</td>
<td>58.04±8.75</td>
</tr>
<tr>
<td>BMI (kg/m$^2$)</td>
<td>21.83±1.69</td>
<td>21.54±1.46</td>
<td>22.24±2.02</td>
</tr>
</tbody>
</table>

$^a$P values were calculated by the Mann-Whitney test between the two user groups.

In the intention-to-treat population, 15 of the 20 Noom users (75%) and 14 of 20 non-Noom users (70%) received megestrol, but there was no significant difference in the number of prescribed patients ($P=.72$) and the total dose of the drug (9,440 mg vs. 12,240 mg, $P=.06$). In the per-protocol population, 12 of the 17 Noom users (71%) and 13 of the 16 non-Noom users (81%) received metestrol, but there was no significant difference in the number of prescribed patients ($P=.69$) and the total dose of the drug (11,120 mg vs. 12,320 mg, $P=.09$).

### Improvement of Nutritional Status Through Mobile App Usage

In the intention-to-treat analysis, all the study participants showed a significant improvement in the nutritional status according to the PG-SGA score regardless of Noom app usage (Figure 2A, $P=.001$). In the per-protocol analysis, the above average users showed a significant improvement in the PG-SGA score (Figure 2B, $P=.03$).

![Figure 2](https://mhealth.jmir.org/2021/8/e21088)

There were significant differences in the total protein and energy intakes between the above average and below average users (Table 3, 1.3 vs. 1g/kg/day, $P=.02$; 25.2 vs. 17.7 kcal/kg/day, $P=.04$). In the per-protocol analysis, 7 of the 10 above average users (70%) met the individual minimum protein intake requirement, and 6 of the 10 above average users (60%) met the individual minimum energy intake requirement. However,
none of the below average users met the minimum recommended daily intake of protein and calories.

The above average users documented meal data more frequently in the Noom app (15.4 meals per week vs. 5.06 meals per week) and showed an increase in their body weight and BMI compared to the below average users (Table 3, body weight, +1.16% vs. -4.43%; BMI, +0.21 vs. -0.81).

Table 3. Effects of Noom app intervention on dietary intake, weight, BMI, and engagement characteristics.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Noom users (N=17)</th>
<th>Above average users (n=10)</th>
<th>Below average users (n=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>12 weeks</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total protein intake (g/kg/day)</td>
<td>1 (0.6-1.4)</td>
<td>1.3 (0.9-1.6)</td>
<td>1 (0.5-1)</td>
</tr>
<tr>
<td>Total energy intake (kcal/kg/day)</td>
<td>19.9 (13.9-26.8)</td>
<td>25.2 (17.5-32.7)</td>
<td>17.7 (12.1-20.8)</td>
</tr>
<tr>
<td>Weight loss (kg)</td>
<td>-0.66±4.31</td>
<td>0.68±4.80</td>
<td>-2.57±2.76</td>
</tr>
<tr>
<td>Weight loss (%)</td>
<td>-1.14±7.55</td>
<td>1.16±8.31</td>
<td>-4.43±5.21</td>
</tr>
<tr>
<td>BMI change (kg/m²)</td>
<td>-0.21±1.43</td>
<td>0.21±1.60</td>
<td>-0.81±0.93</td>
</tr>
<tr>
<td><strong>In-app actions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meal input frequency (meals/wk)</td>
<td>11.15±7.69</td>
<td>15.41±6.76</td>
<td>5.06±3.95</td>
</tr>
<tr>
<td>Total exercise input frequency</td>
<td>3.35±8.19</td>
<td>5.6±10.28</td>
<td>0.14±0.38</td>
</tr>
<tr>
<td>Articles read (articles/wk)</td>
<td>0.98±1.84</td>
<td>1.47±2.3</td>
<td>0.27±0.33</td>
</tr>
<tr>
<td>Number of weight inputs (times/wk)</td>
<td>0.6±0.72</td>
<td>0.83±0.7</td>
<td>0.27±0.65</td>
</tr>
<tr>
<td>Messages to coach (messages/wk)</td>
<td>5.14±5.56</td>
<td>6.19±4.35</td>
<td>3.63±7.03</td>
</tr>
<tr>
<td>Steps recorded (steps/wk)</td>
<td>17,168.23±20,718.02</td>
<td>23,999.58±24,595.55</td>
<td>7,409.17±6,951.79</td>
</tr>
</tbody>
</table>

*There was a significant difference in the total protein intake during the 12 weeks between above average and below average users; P=.02. The P value was calculated by Mann-Whitney tests.

bThere was a significant difference in the total energy intake during the 12 weeks between above average and below average users; P=.04.

cThere was no significant difference in the changes at 12 weeks between the above average and below average users; P=.10.

dThere was no significant difference in the changes at 12 weeks between the above average and below average users; P=.09.

eP values were calculated by Mann-Whitney tests between the 2 user groups.

fAll the changes from the baseline to 12 weeks were significant in the above average and below average users; P=.007.

gAll the changes from the baseline to 12 weeks were significant in the above average and below average users; P=.01.

hAll the changes from the baseline to 12 weeks were significant in the above average and below average users; P=.02.

Improvement in QoL Through Mobile App Usage

There was no statistically significant difference in the EORTC QLQ score between the Noom users and non-Noom users (Figure 3A). However, on the GHS and QoL scale, there was a statistically significant improvement in the Noom user group compared to the non-Noom user group during the study period (Figure 3B, P=.004).
Figure 3. Change in EORTC QLQ-C30 scores according to Noom usage over time. (A) There was no statistically significant difference in EORTC QLQ score between the Noom users and non-Noom users. (B) Noom users showed more statistically significantly improvement on the GHS and QoL scale compared to the non-Noom users over time ($P=.004$). *P values were calculated by the linear mixed model. EORTC QLQ-C30: European Organization for Research and Treatment of Cancer Quality of Life Core Questionnaire; GHS: global health status; QoL: quality of life.

Skeletal Muscle Change After Mobile App Usage
When receiving chemotherapy, the SMI decreased in both groups (Noom users, 49.08±12.27 cm²/m² to 46.08±10.55 cm²/m²; non-Noom users, 50.60±9.05 cm²/m² to 42.97±8.12 cm²/m²). The decrement was higher in non-Noom user group than in the Noom user group, but it was not statistically significant (-13.96% vs. -3.27%; $P=.11$). In the per-protocol analysis, there was a statistically significant increment in the SMI of the above average user group compared to the non-Noom user group (Figure 4, +5.58% vs. -13.96%; $P=.04$).

Figure 4. Change in SMI from baseline at 8 weeks. Above average users showed a statistically significant increase in muscle mass after 2 months of Noom usage compared to non-users ($P=.04$). *P values were calculated by Mann-Whitney tests between the 2 groups. SMI: skeletal muscle index.
Chemotherapy Response According to Mobile App Usage

Furthermore, the overall best response to chemotherapy according to Noom usage was also analyzed in the per-protocol analysis. The overall best response was defined as the best response recorded from the start of chemotherapy until disease progression, recurrence, or the start of new chemotherapy sessions. A decrease in the tumor size was more prominent in the above average users than in the non-Noom users, although this was not statistically significant, possibly owing to the small study population (-15.6% vs. -6.3%; \(P = .17\)).

There were no differences in terms of the progression-free survival, overall survival, and duration of chemotherapy between the Noom users and non-Noom users.

Discussion

Principal Findings

Mobile apps have been used in the management of chronic diseases such as obesity and hypertension, as well as exercise measurement; they were rarely used directly in hospital care settings. To the best of our knowledge, this is the first study that evaluates the short-term effects of mobile app–based coaching on the change in the nutritional status, SMI, and QoL during PDAC management. The above average Noom users in this pilot study showed statistically significant improvements in their nutritional status. The SMI significantly increased in the above average users compared to the non-Noom users. Moreover, the Noom users showed statistically significant improvements in QoL compared to the non-Noom users based on the GHS and QoL scales of the EORTC QLQ. These findings showed that PDAC patients who receive chemotherapy could be supported by mobile app–based coaching for improving their nutritional and health conditions.

Previous studies have highlighted the importance of supportive care for patients with advanced cancer, including PDAC. Early palliative supportive care led to significant improvements in nutritional statuses, QoL, depression levels, and symptom burden [41-44]. In particular, malnutrition during chemotherapy can induce various adverse effects in humans owing to dysfunctions of the intestinal mucosa, decreased immune function, decreased functioning of major organs such as the liver, kidney, and heart, and changes in drug dynamics [10,45-48]. We hypothesized that early nutritional supervision as a supportive treatment could improve the nutritional and psychological conditions of patients with PDAC. In particular, we used a mobile app with human coaching as a nutritional support tool. Even though both groups showed improvements in the PG-SGA score regardless of the frequency of Noom app usage, the above average users showed significant improvements in the PG-SGA scores after using the app. Britton et al reported that the minimum significant difference for the PG-SGA score was 2 points [49]. In this study, the PG-SGA score improved by more than 2 points at 12 weeks in all groups, indicating clinical significance. Therefore, PDAC patients receiving chemotherapy could benefit from using the Noom app, in addition to the usual palliative care.

There have been some attempts at evaluating the efficacy of mobile apps for assisting cancer patients. One randomized study on 114 women with breast cancer who were starting chemotherapy found that e-support program users had better outcomes at 12 weeks for self-efficacy, symptom interference, and QoL compared to users in the control group [15]. Our study also confirmed that QoL improved after using the mobile app. However, the app content used in the two studies differed. Apps used in the Chinese study focused on self-efficacy, social support, and symptom management for patients, whereas the app used in our study focused on nutritional management. Another systematic review also revealed the benefits of app-based programs on the physical activity level, dietary behavior, and health-related QoL in populations diagnosed with solid tumors [50]. Similarly, in our study, the above average users showed better dietary behavior such as inputting their meal data more frequently, with more of them meeting the individual minimum protein and energy intake requirements compared to the below average users.

According to previous studies, malnutrition, weight loss, and sarcopenia are risk factors strongly associated with limited tolerance for chemotherapy, short survival times, and poor QoL in PDAC patients. We calculated the SMI using the sarcopenia measurement method. Sarcopenia was measured by CT-based skeletal muscle area assessment, as in many previous studies [52,53]. Loss of skeletal muscle mass is known to be associated with cancer cachexia [54,55]. In the present study, when undergoing chemotherapy, the above average Noom users showed an increment in the SMI, and there was a significant difference between them and the non-Noom users. We assumed that Noom users would be more motivated to improve nutritional intake while monitoring their food intake through the app, and human coaches who are professional nutritionists may have helped Noom users obtain proper nutrition.

A previous retrospective study suggested that early nutritional intervention may affect the overall survival of PDAC patients undergoing chemotherapy [8]. In this study, nutritional intervention included face-to-face dietary consultation with a dietitian. Several studies reported that malnutrition and sarcopenia are factors that are strongly associated with limited tolerance for chemotherapy [3,11]. Despite the increasing evidence demonstrating an association between the nutritional status and clinical outcomes, there is no standard nutritional management tool for PDAC patients undergoing chemotherapy. Although the overall best response to chemotherapy according to Noom usage was not statistically significant, further confirmatory research is needed to achieve better results.

We did not analyze the factors associated with high usage of the app. Although we did not perform statistical analysis, clinical dieticians who coached the patients considered sex as a relevant factor. Female patients or caregivers were considered to use the Noom app more frequently. Further, male patients under 60 years of age were considered to use the Noom app more often.
We believe that further studies on mobile app usage according to the age, sex, and education level of patients and their caregivers, as well as the performance status of the patients will benefit future research on nutritional interventions for cancer patients.

Comparison With Prior Work

Most of the nutritional studies on pancreatic cancer patients undergoing chemotherapy have been performed with face-to-face interventions [56]. Expert dieticians provided essential dietary suggestions and prescribed oral nutritional supplements. These studies have shown positive outcomes, such as improved weight and QoL [8,57,58]. Bauer et al [57] found that cancer patients who received weekly counseling by a dietitian and were advised to consume protein- and energy-dense oral nutritional supplements showed clinically significant improvements in their nutritional status and QoL. Our findings showed a higher improvement in QoL (median change 33.3 vs. 16.7) but lower improvement in nutritional status based on the PG-SGA score (median change 4.5 vs. 9) than those observed in the study by Bauer et al [57], although a direct comparison between the studies was difficult. However, face-to-face studies have limitations in terms of time and space. Mobile health technology is an innovative way to overcome this limitation. Face-to-face interventions can give feedback only on the day of intervention, but with mobile apps, coaches can provide immediate feedback daily based on the patients’ meal records. In addition, face-to-face nutritional education is unlikely to be implemented universally owing to time and space constraints. On the other hand, it has the advantage of providing personalized education for patients through their meal records using mobile apps.

Limitations

Our study had several limitations. First, this study could not evaluate the long-term effect of the Noom app, as we conducted this pilot study over a period of only 12 weeks. Further research on the long-term effect of mobile apps on PDAC patients is needed. Second, the study participants were recruited from a single center, and the sample size was small. Furthermore, the requirement of access to the mobile app may have resulted in the participation of a more educated population, potentially limiting the generalization of this study. However, as the number of people familiar with using mobile apps increases over time, it is expected that supportive care using mobile apps could become a promising intervention method. Therefore, additional multicenter-mediated validation is needed to confirm the results of this study. However, one of the strengths of this study was it is the first such study to investigate the use of a mobile app in providing supportive care to PDAC patients. Third, the baseline BMI differed between the Noom users and non-Noom users. The Noom users had a lower BMI at the time of diagnosis compared to that of the non-Noom users. However, the BMI changes in the between the 2 groups did not differ significantly at 12 weeks (P=.99). Therefore, the baseline BMI differences between the 2 groups did not affect the results. Furthermore, SMI reduction was more prominent in the non-Noom users than in the Noom users, despite the higher baseline SMI in the non-Noom users. Fourth, we could not measure the nutritional intake of the non-Noom users owing to the study design; therefore, it was not possible to analyze whether the Noom users consumed more calories and specific nutrients compared to the non-Noom users.

Conclusions

This pilot study demonstrated that a mobile app-based approach for providing nutritional and psychological support could be beneficial for patients with PDAC undergoing chemotherapy. Mobile apps could be useful tools for providing prompt and appropriate nutritional support and monitoring of PDAC patients.
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[PDF File (Adobe PDF File), 1104 KB - mhealth_v9i8e21088_app2.pdf]

References


19. Keum et al. JMIR MHEALTH AND UHEALTH

https://mhealth.jmir.org/2021/6/e21088

JMR Mhealth Uhealth 2021 | vol. 9 | iss. 8 | e21088 | p. 72

(page number not for citation purposes)


Abbreviations

CA: carbohydrate antigen
CT: computed tomography
ECOG PS: Eastern Cooperative Oncology Group performance status
EORTC: European Organization for Research and Treatment of Cancer
FOLFIRINOX: 5-fluorouracil, folinic acid, irinotecan, and oxaliplatin
GHS: global health status
GI: gastrointestinal
PACS: picture archiving and communication system
PDAC: pancreatic ductal adenocarcinoma
PG-SGA: Patient-Generated Subjective Global Assessment
QLQ-C30: Quality of Life Core Questionnaire
QoL: quality of life
RCT: randomized control trial
SMI: skeletal muscle index
Exercise Management Using a Mobile App in Patients With Parkinsonism: Prospective, Open-Label, Single-Arm Pilot Study

Aram Kim1, MD; Seo Jung Yun1, MS; Kwan-Sik Sung1, MS; Yeonju Kim1, MS; Ju Young Jo1, MS; Hanseul Cho2, MSc; Kyudong Park3, PhD; Byung-Mo Oh4,5, MD, PhD; Han Gil Seo1, MD, PhD

1Department of Rehabilitation Medicine, Seoul National University College of Medicine, Seoul National University Hospital, Seoul, Republic of Korea
2College of Medicine, Kyung Hee University, Seoul, Republic of Korea
3School of Information Convergence, Kwangwoon University, Seoul, Republic of Korea
4Institute on Aging, Seoul National University, Seoul, Republic of Korea
5National Traffic Injury Rehabilitation Hospital, Yangpyeong, Republic of Korea

Corresponding Author:
Han Gil Seo, MD, PhD
Department of Rehabilitation Medicine
Seoul National University College of Medicine
Seoul National University Hospital
101, Daehak-ro, Jongno-gu
Seoul, 03080
Republic of Korea
Phone: 82 220721659
Fax: 82 27437473
Email: hgseo80@gmail.com

Abstract

Background: Patients with parkinsonism have higher inactivity levels than the general population, and this results in increased comorbidities. Although exercise has benefits for motor function and quality of life (QOL) in patients with parkinsonism, these patients face many barriers to exercise participation, such as lack of motivation, fatigue, depression, and time constraints. Recently, the use of mobile apps has been highlighted as a remote exercise management strategy for patients with chronic diseases.

Objective: This study aimed to evaluate the effects of home-based exercise management with a customized mobile app on the exercise amount, physical activity, and QOL of patients with parkinsonism.

Methods: This was a prospective, open-label, single-arm pilot study. The therapist installed the app in the smartphones of the participants and educated them on how to use the app. The therapist developed an individualized multimodal exercise program that consisted of stretching, strengthening, aerobic, balance and coordination, and oral-motor and vocal exercises. Participants were encouraged to engage in an 8-week home-based exercise program delivered through a customized app. The alarm notifications of the app provided reminders to exercise regularly at home. The primary outcome was the exercise amount. The secondary outcomes were assessed using the International Physical Activity Questionnaire (IPAQ), Parkinson’s Disease Questionnaire-39 (PDQ-39), and Geriatric Depression Scale (GDS). The usability of the customized app was assessed using a self-report questionnaire.

Results: A total of 21 participants with parkinsonism completed the intervention and assessment between September and December 2020 (mean age: 72 years; women: 17/21, 81%; men: 4/21, 19%). The participants reported a significant increase in the total amount of exercise (baseline: mean 343.33, SD 206.70 min/week; 8-week follow-up: mean 693.10, SD 373.45 min/week; P<.001) and in the amount of each exercise component, including stretching, strengthening, balance and coordination, and oral-motor and vocal exercise after 8 weeks. Analysis of the secondary outcomes revealed significant improvements in the IPAQ (P=.006), PDQ-39 (P=.02), and GDS (P=.04) scores. The usability of the program with the mobile app was verified based on the positive responses such as “intention to use” and “role expectation for rehabilitation.”

Conclusions: Exercise management with a customized mobile app may be beneficial for improving exercise adherence, physical activity levels, depression management, and QOL in patients with parkinsonism. This remotely supervised technology-based, reinforcing, and multimodal exercise management strategy is recommended for use in patients with parkinsonism. In addition, this program proved useful as an alternative exercise management strategy during the COVID-19 pandemic when patients with...
Parkinson disease were less physically active than before and showed aggravation of symptoms. However, additional clinical trials are needed to evaluate the efficacy of this exercise program in a large population and to confirm its disease-modifying effects.

*(JMIR Mhealth Uhealth 2021;9(8):e27662) doi:10.2196/27662*
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**Introduction**

Parkinson disease (PD) is a progressive neurodegenerative disease characterized by motor symptoms including tremors, rigidity, and bradykinesia, and nonmotor symptoms such as depression and cognitive impairment [1]. The physical activity level of patients with PD is approximately one-third of the general population because of their physical, cognitive, and emotional impairments. A previous study investigated the determinants of physical inactivity in detail and reported that disease severity, walking impairments, and disability in daily life are factors associated with physical inactivity [2]. Physical inactivity results in increased comorbidities such as cardiovascular events, diabetes mellitus, cancer, and osteoporosis [3]. This is also probably true in patients with atypical parkinsonism, such as multiple system atrophy (MSA), progressive supranuclear palsy (PSP), and corticobasal degeneration (CBD), which show clinical symptoms similar to those of PD and whose differential diagnosis can be challenging in the early disease stages [4].

Numerous studies have shown the positive effects of physical activity in terms of preventing depression and cognitive decline, as well as for improving strength, balance, and flexibility in patients with PD [5-7]. With respect to the type of exercise, considerable evidence suggests the benefits of daily walking, strength training, and Tai Chi. In addition, swimming, cycling, and dancing are reported to have physical benefits. Although there is insufficient evidence to prove the superiority of one type of exercise over others, owing to heterogeneity in the details of the exercise and outcome variables in previous studies, regular exercise is known to improve motor function and quality of life (QOL) in patients with PD regardless of the exercise type [8]. Tomlinson et al [9] reviewed the short-term benefits of a physical intervention program on gait, balance, and disability outcomes, and Mak et al [10] reviewed the long-term benefits of exercise on motor symptoms and physical function parameters such as muscle strength, aerobic capacity, gait impairment, balance, and fall risk. In particular, long-term improvements caused by exercise may indicate a disease-modifying effect, which has been proven with respect to progressive resistance, aerobic, and balance training in human and animal model studies [11,12]. Although only a few studies have been published on the effect of exercise on atypical parkinsonism, the benefits of several types of exercise have been reported in patients with MSA, PSP, and CBD [13-15].

Exercise is recommended at all disease stages, regardless of active or sedentary states [7,16]. Even active patients face several barriers (eg, lack of motivation, fatigue, depression, and time constraints) to exercise participation, especially to long-term exercise maintenance [17]. An effective exercise management strategy for patients with PD needs to be focus on providing motivational and enjoyable experiences to facilitate regular exercise. With respect to the type of exercise management strategy, previous studies comparing center-based and home-based exercise programs in older adults have found that center-based exercises are superior in the short term and home-based exercises are superior in the long term with respect to adherence [18]. A previous study reported that minimally supervised home-based programs using collaborative goal setting between therapists and patients, exercise diary records, and intermittent follow-ups can improve adherence and achieve sustained improvements in patients with PD [19]. Recently, the use of specially developed mobile apps has been highlighted as a remote exercise management strategy for patients with chronic diseases. Owing to the increasing life expectancy in patients with chronic diseases, maintaining QOL is important and management using mobile apps has been proven to improve outcomes in this population [20]. In addition, contactless methods of health management are emerging owing to unexpected situations such as the COVID-19 pandemic, and elderly people with chronic disease are the most vulnerable. The use of mobile apps can be an alternative exercise management strategy in patients with PD during the COVID-19 pandemic.

This study aimed to evaluate the effects of a minimally supervised home-based exercise program delivered through a customized mobile app on the exercise amount, physical activity, emotional well-being, and QOL in patients with parkinsonism. We also aimed to assess the usability of the mobile app to provide a basis for further studies on the broad application of mobile apps in future.

**Methods**

Participants

Participants were recruited from the outpatient rehabilitation clinic of a tertiary hospital. The inclusion criteria were as follows: (1) diagnosed with PD or atypical parkinsonism conditions such as MSA, PSP, and CBD; (2) aged above 46 years; and (3) regular participation in a PD exercise program at least once a week. The exclusion criteria were as follows: (1) severe cognitive or physical impairment (Hoehn and Yahr stage 5) interfering with participation in the exercise program during this study and (2) no requirement for exercise management because the amount of recommended exercise was already being performed (>3 h/d in patients at Hoehn and Yahr stages 1-2 and >2 h/d in patients at Hoehn and Yahr stages 2.5-4). The adequate sample size was defined as 24 considering a 20% dropout rate for a pilot study. This study was approved by the institutional ethics board.
review board of our hospital on August 28, 2020 (approval no. 2007-157-1144), and written informed consent was obtained from all participants. The participants were on common treatment regimens for parkinsonism and maintained their previous exercise programs during the study.

**Intervention**

The components of the exercise program were stretching, strengthening, aerobic, balance and coordination, and oral-motor and vocal exercises. The customized app showed the goal (total exercise amount) for the day, a detailed list and the duration for each component, and a video-guided exercise technique recorded by experienced physical and occupational therapists (Figure 1). The alarm notifications for the exercise were initially set by a therapist and later changed by the participants depending on their circumstances. The alarm notifications of the app provided reminders to maintain regular exercise and messages to motivate the patient. In addition, when the patient clicked the button indicating the completion of one exercise component, the app showed the next exercise component to encourage the patient to continue exercising. The app was designed to provide elements of accomplishment and pleasure to promote patient adherence.

**Figure 1.** Example of an individualized exercise program using a mobile app: (A) goal and degree of completion for the day, (B) list of exercise components, and (C) video-guided exercise technique. (For the convenience of readers, the text in the figure was translated into English [originally in Korean]).

Before starting the exercise program, the therapist installed the app on the personal smartphones of the participants and educated them on how to use the app. The therapist developed an individualized exercise program that consisted of multimodal exercises based on European physiotherapy guidelines for PD [21]. The exercise amount was monitored, and the exercise program and notification time were regularly adjusted by the therapist according to the preference and compliance of each participant (Figure 2).
Outcome Measures

Baseline characteristics including the age, sex, diagnosis, disease duration, current medications, Hoehn and Yahr stage, Berg Balance Scale (BBS) score, and timed up-and-go (TUG) test time were assessed. The daily dose of each antiparkinsonian drug was converted into the levodopa equivalent dose (LED), which is a useful indicator of the drug intensity of different medications [22]. The Hoehn and Yahr scale describes the severity of PD from stage 0 through stage 5 [23]. The BBS is a widely used tool for assessing balance performance, in which a higher score indicates better balance ability and a score of 45 points was suggested as the cutoff value for independent ambulation [24]. The TUG test assesses functional mobility, in which a time of <10 seconds means normal mobility and 11–20 seconds is the normal range in elderly patients and patients with disabilities [25].

The outcome measures were assessed at baseline and after using the app for 8 weeks. The assessments included self-completed questionnaires and interviews providing information on exercise amount, physical activity, depression, and QOL.

As the primary outcome, the exercise amount was estimated in terms of the frequency (numbers per week) and duration (minutes per day), and the total amount of exercise was calculated by multiplying the frequency and duration for all exercises and each component. In addition, subjective intensity (Borg scale 6-20) was assessed for the total exercise amount.

To measure physical activity, we used the International Physical Activity Questionnaire (IPAQ), which has been used in the World Health Organization’s World Health Survey. The IPAQ questionnaire comprises 7 questions about the frequency and duration of vigorous activity, moderate activity, walking, and sitting. The total physical activity was calculated by multiplying the time (minutes per week) by the intensity (metabolic equivalent of task [MET] unit), and classified as insufficient activity (<600 MET), sufficient activity (600–1499 MET, or vigorous activity for ≥20 minutes on ≥3 days, or moderate activity and walking for ≥30 minutes on ≥2 days), and high activity (1500–2999 MET with ≥3 days of vigorous activity or >2999 MET with ≥2 days of vigorous activity) [26]. The validity of the Korean version of the IPAQ instrument has been proven in the Korean population [27,28].

For evaluating depression, the participants were asked to complete the Geriatric Depression Scale (GDS) Short Form. The GDS is a widely used screening tool for depression in old age. The GDS Short Form contains 15 items. A score of 6 to 7 points was suggested as the cutoff value in Western countries, whereas a score of 10 points was recommended as the cutoff point in a Korean validation study [29].

The QOL of patients with PD was assessed using the Parkinson's Disease Questionnaire-39 (PDQ-39), which is a tool used worldwide and available in many different languages. This tool contains 39 items categorized into 8 dimensions: mobility, activities of daily living, emotional well-being, stigma, social support, cognition, communication, and bodily pain. The total PDQ-39 score is expressed as a percentage out of a total of 100, and a lower score indicates better QOL. The Korean PDQ-39 has been validated in Korean patients with PD [30].

Furthermore, the usability of the customized app was evaluated using a self-report questionnaire including 8 items (symptom improvement, interest, adequate difficulty, physical comfort, stability, satisfaction, intention to use, and role expectations for rehabilitation), with a 7-point Likert-type scale.
Statistical Analysis

Data were analyzed using SPSS software for Windows (version 25.0; IBM Corp). The normality of the data was tested using the Shapiro–Wilk test. To detect a change in the amount of exercise, IPAQ, GDS, and PDQ-39 between baseline (T0) and after 8 weeks (T1), paired t tests, and Wilcoxon signed rank tests were used. The level of significance was set at \( P < .05 \).

Results

Patient Characteristics

Among 28 patients with parkinsonism who were initially screened between September and December 2020, 24 met the inclusion criteria. Two participants withdrew because of fractures associated with a fall event during daily activities, and one participant requested to discontinue the program because of difficulty in using the app. Therefore, a total of 21 participants completed the intervention and assessment.

The characteristics of the participants at baseline are presented in Table 1. The disease severity was moderate to severe, corresponding to Hoehn and Yahr stages 2-4. In this study, the BBS score and TUG test time ranged from 21 to 56 points and from 13.87 to 7.82 seconds, respectively. All participants were on common dopaminergic treatment (LED: mean 663.94, SD 357.79).

### Table 1. Baseline characteristics of participants (N=21).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD); range</td>
<td>72.38 (5.77); 62-82</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>17 (81)</td>
</tr>
<tr>
<td>Male</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Diagnosis, n (%)</td>
<td></td>
</tr>
<tr>
<td>Parkinson disease</td>
<td>13 (61.9)</td>
</tr>
<tr>
<td>Atypical parkinsonism</td>
<td>8 (38.1)</td>
</tr>
<tr>
<td>Disease duration (years), mean (SD); range</td>
<td>8.14 (4.95); 2-18</td>
</tr>
<tr>
<td>Hoehn and Yahr scale (stage), n (%)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1 (4.8)</td>
</tr>
<tr>
<td>2.5</td>
<td>8 (38.1)</td>
</tr>
<tr>
<td>3</td>
<td>8 (38.1)</td>
</tr>
<tr>
<td>4</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Berg Balance Scale score (points), mean (SD); range</td>
<td>48.38 (9.84); 21-56</td>
</tr>
<tr>
<td>Timed up-and-go test time (s), mean (SD); range</td>
<td>13.87 (7.82); 7-42</td>
</tr>
<tr>
<td>Levodopa equivalent dose, mean (SD); range(^a)</td>
<td>663.94 (357.79); 300-1613</td>
</tr>
</tbody>
</table>

\(^a\)n=18, excluding 3 participants without information on current medications from other medical centers.

Exercise Amount

The participants showed a significant increase of almost 2 times in the total exercise amount per week (T0: mean 343.33, SD 206.70 min/week; T1: mean 693.10, SD 373.45 min/week; \( P < .001 \)) after the study intervention. The amount significantly increased for all exercise components (stretching, strengthening, balance and coordination, oral-motor, and vocal exercises), except for aerobic exercise. A greater increase in the amount of exercise per week was observed in the strengthening component (T1-T0: mean 107.62, SD 83.38 min/week; \( P < .001 \)), followed by the stretching (T1–T0: mean 83.81, SD 188.98 min/week; \( P = .04 \)), balance and coordination (T1-T0: mean 56.90, SD 63.81 min/week; \( P < .001 \)), and oral-motor and vocal (T1-T0: mean 24.38, SD 42.23 min/week; \( P = .01 \)) components. Furthermore, the subjective intensity of exercise (Borg scale 6-20) also increased after 8 weeks of using the app (Table 2).
Table 2. Results for exercise amount, the primary outcome.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Baseline (T0)</th>
<th>8 weeks (T1)</th>
<th>Within-individual change (T1-T0)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency (number/week), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stretching</td>
<td>5.14 (1.93)</td>
<td>5.57 (1.47)</td>
<td>0.43 (2.31)</td>
<td>.53</td>
</tr>
<tr>
<td>Strengthening</td>
<td>1.43 (2.54)</td>
<td>5.14 (1.96)</td>
<td>3.71 (2.9)</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>Aerobic</td>
<td>5.05 (1.71)</td>
<td>5.19 (1.66)</td>
<td>0.14 (1.98)</td>
<td>.75</td>
</tr>
<tr>
<td>Balance and coordination</td>
<td>1 (1.73)</td>
<td>3.71 (2.59)</td>
<td>2.71 (3.16)</td>
<td>.002</td>
</tr>
<tr>
<td>Oral-motor and vocal</td>
<td>2.9 (2.83)</td>
<td>3.9 (2.81)</td>
<td>1 (2.14)</td>
<td>.045</td>
</tr>
<tr>
<td>Total</td>
<td>5.33 (1.65)*</td>
<td>5.86 (1.32)</td>
<td>0.52 (1.66)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>Duration (min/day), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stretching</td>
<td>17.95 (13.29)</td>
<td>31.52 (29.56)</td>
<td>13.57 (31.71)</td>
<td>.07</td>
</tr>
<tr>
<td>Strengthening</td>
<td>3.81 (7.57)</td>
<td>22.62 (14.88)</td>
<td>18.81 (15.64)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Aerobic</td>
<td>42.14 (21.94)</td>
<td>44.29 (23.36)</td>
<td>2.14 (26.3)</td>
<td>.71</td>
</tr>
<tr>
<td>Balance and coordination</td>
<td>5.48 (8.65)</td>
<td>18.10 (16.84)</td>
<td>12.62 (17.51)</td>
<td>.004</td>
</tr>
<tr>
<td>Oral-motor and vocal</td>
<td>7.62 (8.31)</td>
<td>12.00 (13.75)</td>
<td>4.38 (12.15)</td>
<td>.07</td>
</tr>
<tr>
<td>Total</td>
<td>61.43 (28.16)</td>
<td>115.48 (54.63)</td>
<td>54.05 (52.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Frequency x duration (min/week)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stretching</td>
<td>96.86 (81.25)</td>
<td>180.67 (178.40)</td>
<td>83.81 (188.98)</td>
<td>.04</td>
</tr>
<tr>
<td>Strengthening</td>
<td>15.95 (28.18)</td>
<td>123.57 (89.99)</td>
<td>107.62 (83.38)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Aerobic</td>
<td>211.67 (124.03)</td>
<td>245.24 (169.90)</td>
<td>33.57 (155.07)</td>
<td>.33</td>
</tr>
<tr>
<td>Balance and coordination</td>
<td>13.81 (22.47)</td>
<td>70.71 (67.80)</td>
<td>56.90 (63.81)</td>
<td>.001</td>
</tr>
<tr>
<td>Oral-motor and vocal</td>
<td>34.76 (39.73)</td>
<td>59.12 (59.75)</td>
<td>24.38 (42.23)</td>
<td>.01</td>
</tr>
<tr>
<td>Total</td>
<td>343.33 (206.70)</td>
<td>693.10 (373.45)</td>
<td>349.76 (344.54)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intensity (Borg 6–20)</td>
<td>11.86 (1.74)</td>
<td>13.14 (1.42)</td>
<td>1.29 (2.08)</td>
<td>.02</td>
</tr>
</tbody>
</table>

*Italicized values indicate statistical significance.

**Physical Activity, Emotional Well-Being, and QOL**

Most participants showed IPAQ scores corresponding to a sufficient activity level at baseline, which indicated that they were active rather than sedentary. We observed a significant increase of almost 2 times in the IPAQ score (T0: mean 1104.17, SD 911.63 MET/week; T1: mean 2027.17, SD 1636.38 MET/week; P=.006), classified as high activity, after the intervention. A statistical trend toward a decrease in the time associated with the sedentary state was also observed. In addition, our findings showed that the GDS and PDQ-39 scores were lower at T1 than at T0, indicating significant improvements in depression and QOL (Table 3). Figure 3 shows an overview of the changes in the total amount of exercise, IPAQ score, PDQ-39 score, and GDS score.
Table 3. Results for the secondary outcomes determined using the International Physical Activity Questionnaire, Parkinson Disease Questionnaire-39, and Geriatric Depression Scale.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Baseline (T0)</th>
<th>8 weeks (T1)</th>
<th>Within-individual change (T1-T0)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>IPAQ score</strong>&lt;sup&gt;a&lt;/sup&gt; (MET/week), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vigorous activity</td>
<td>91.43 (418.98)</td>
<td>480.00 (1204.79)</td>
<td>388.57 (1036.39)</td>
<td>.10</td>
</tr>
<tr>
<td>Moderate activity</td>
<td>435.24 (578.89)</td>
<td>636.52 (616.20)</td>
<td>201.29 (596.41)</td>
<td>.14</td>
</tr>
<tr>
<td>Walking</td>
<td>577.5 (386.68)</td>
<td>910.64 (605.66)</td>
<td>333.14 (488.82)</td>
<td>.005</td>
</tr>
<tr>
<td>Sedentary</td>
<td>370.48 (196.02)</td>
<td>290 (104.5)</td>
<td>-80.48 (190.17)</td>
<td>.07</td>
</tr>
<tr>
<td>Total</td>
<td>&lt;b&gt;104.17 (911.63)&lt;/b&gt; &lt;sup&gt;b&lt;/sup&gt;</td>
<td>2027.17 (1636.38)</td>
<td>923.00 (1406.38)</td>
<td>.006</td>
</tr>
<tr>
<td><strong>PDQ-39</strong> score (points), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobility</td>
<td>54.76 (22.76)</td>
<td>49.52 (21.28)</td>
<td>-5.24 (21.88)</td>
<td>.29</td>
</tr>
<tr>
<td>Activities of daily living</td>
<td>44.25 (28)</td>
<td>38.69 (27.8)</td>
<td>-5.56 (19.82)</td>
<td>.21</td>
</tr>
<tr>
<td>Emotional well-being</td>
<td>47.02 (19.51)</td>
<td>46.63 (22.85)</td>
<td>-0.4 (20.07)</td>
<td>.93</td>
</tr>
<tr>
<td>Stigma</td>
<td>37.5 (16.06)</td>
<td>30.65 (14.38)</td>
<td>-6.85 (21.28)</td>
<td>.16</td>
</tr>
<tr>
<td>Social support</td>
<td>35.71 (20.44)</td>
<td>37.3 (20.69)</td>
<td>1.59 (21.18)</td>
<td>.74</td>
</tr>
<tr>
<td>Cognition</td>
<td>41.67 (19.4)</td>
<td>36.9 (17.67)</td>
<td>-4.76 (10.81)</td>
<td>.06</td>
</tr>
<tr>
<td>Communication</td>
<td>37.7 (29.42)</td>
<td>31.75 (27.6)</td>
<td>-5.95 (16.06)</td>
<td>.11</td>
</tr>
<tr>
<td>Bodily pain</td>
<td>53.97 (18.93)</td>
<td>36.9 (26.43)</td>
<td>-17.06 (21.49)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total</td>
<td>44.07 (14.57)</td>
<td>38.54 (14.23)</td>
<td>-5.53 (10.26)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>GDS</strong> score (points)</td>
<td>9.48 (3.42)</td>
<td>7.86 (3.7)</td>
<td>-1.62 (3.25)</td>
<td>.04</td>
</tr>
</tbody>
</table>

<sup>a</sup>IPAQ: International Physical Activity Questionnaire.

<sup>b</sup>Italicized values indicate statistical significance.

<sup>c</sup>PDAQ: Parkinson Disease Questionnaire-39.

<sup>d</sup>GDS: Geriatric Depression Scale.
Usability

With respect to usability according to a 7-point Likert-type scale, the highest score was observed for “intention to use” (mean 6.14, SD 0.77), followed by “role expectation for rehabilitation” (mean 6.10, SD 0.83), “stability” (mean 5.48, SD 1.22), “satisfaction” (mean 5.28, SD 1.03), “interest” (mean 5.24, SD 1.06), “adequate difficulty” (mean 5.24, SD 1.02), “physical comfort” (mean 4.48, SD 1.26), and “symptom improvement” (mean 4.23, SD 0.97).

Discussion

Principal Results

The results of this study indicated a significant increase in the amount of exercise and each component (except for aerobic exercise) after 8 weeks of exercise management using a customized mobile app in patients with parkinsonism. The motivational app had an additional benefit even for participants who had been active before participating in the exercise program. Moreover, we observed significant improvements in physical activity, depression, and QOL at the 8-week follow-up assessment.

The primary outcome of this study was the exercise amount, which represented adherence by patients with parkinsonism to the home-based exercise program with a customized app. Earlier studies have evaluated the effectiveness and usability of tablet-based apps in patients with PD. van der Kolk et al [31] investigated a home-based and remotely supervised aerobic exercise program delivered through a customized tablet-based app (for exercise instructions and monitoring), and they found improvements in the disease severity based on the Unified Parkinson’s Disease Rating Scale (UPDRS) motor score [31]. Siegert et al [32] reported their study protocol for a home-based exercise program using an app installed on a tablet to reinforce health behaviors, established by completing a 3-week center-based exercise program. Furthermore, a few recent studies have investigated the efficacy, feasibility, and safety of using mobile app–based exercise programs. Landers and Ellis [33] reported a single-cohort pilot study on the use of a commercially available mobile app for exercise adherence and QOL in patients with PD.

Figure 3. Overview of the changes after participating in the home-based exercise program using a mobile app: (A) total exercise amount, (B) MET score measured using the IPAQ, (C) PDQ-39, and (D) GDS score. GDS: Geriatric Depression Scale; IPAQ: International Physical Activity Questionnaire; MET: metabolic equivalent of task; PDQ: Parkinson Disease Questionnaire.
available app with a video-guided exercise program for patients with PD. The exercise program was set through an automatic algorithm depending on the function level of the patient and assessed using demographic questions and remote performance-based tests without professional support. The feasibility, safety, and efficacy were proven; however, a high dropout rate was reported. This suggests that “supervised” management by professionals may be necessary for developing an individualized exercise program and for maintaining the patients’ adherence to exercise. Ellis et al [34] reported a 12-month randomized controlled pilot study evaluating the effectiveness of mobile health–supported exercise programs compared with only conventional exercise programs in patients with PD. The participants were provided an iPad with an app containing a video-guided exercise prescription, and the exercise prescription was adjusted depending on the remotely monitored compliance. This study found no significant difference between groups in terms of improvements in physical activity, although the mobile health–supported exercise program had more benefits for less active participants (completing <7500 steps/day). Our study can contribute to this growing area of research by exploring the feasibility and efficacy of remotely supervised technology-based reinforcing exercise programs in relatively active patients with parkinsonism. Our findings, although preliminary, suggest that a home-based exercise program using a customized mobile app may be an appropriate strategy for improving compliance in patients with parkinsonism.

In this study, a statistical trend toward an increase in the amount of the aerobic exercise component was observed; however, it was not statistically significant compared to the changes in the other exercise components. A possible explanation may be that aerobic exercise generally does not require a specific technique or instruction. Moreover, as shown in Table 2, aerobic exercise was performed for a relatively longer duration than others, and the participants were already performing aerobic exercise for over 40 min/d at baseline assessment. A long-term and larger study probably would provide significant results on the aerobic exercise component. Conversely, we found the greatest change in the amount of the strengthening component, followed by the stretching and balance components in this study. These results suggested that the customized app was useful for facilitating exercise components that require a specific technique. Many previous studies have recommended multimodal physical activity (a combination of exercise modalities) rather than a single exercise component [8,10]. In particular, strengthening involving the extensor muscles of the hip and trunk, stretching exercises for the flexor and axial muscles, and balance training for individuals with a high fall risk have been recommended [7]. The video-guided instructions set in the app may provide the proper techniques for all the exercise components, resulting in multimodal physical activity.

Another important finding was the improvement in physical activity observed after 2 months of the exercise program. Moreover, a tendency toward decreased sedentary times was also observed. Previous studies have reported several major barriers that lead to sedentary behavior in patients with PD, including lack of motivation, fatigue, depression, low outcome expectation from exercise, lack of time, fear of falling, and low self-efficacy [17,35]. These findings may suggest the need for a management strategy that aims to improve motivation and adherence. Herein, we propose an exercise program with several benefits, as it is cost-effective, provides alarm notifications, is supervised by professionals, offers collaborative goal setting, and allows intermittent monitoring. This strategy focused on aspects such as motivation, accessibility, and compliance, and alarm notifications emerged as the most significant factor in improving adherence. Furthermore, improvements in depression and QOL were observed in this study. The increased physical activity level might have caused a decrease in depressive symptoms and an improvement in QOL of the study participants [5].

Recently, the COVID-19 pandemic has become a major barrier for patients with chronic diseases to obtain medical support. In a recent study, the impact of the COVID-19 pandemic on patients with PD was surveyed [36]. The study found that patients with PD experienced higher COVID-related psychological distress, were less physically active than before, and showed aggravation of symptoms. Although approximately half of the patients were less active than before, no relationship between physical inactivity and psychological distress was established. This type of remotely supervised home-based exercise program using a mobile app may be recommended as an alternative exercise management strategy for patients with parkinsonism during the COVID-19 pandemic.

Limitations

The major limitation of this study was the instability of the customized app. Some errors occurred during login, video streaming, and calculation of the exercise time, which may have interfered with the participation and maintenance of exercise by the patients. Therefore, the cumulative exercise time recorded in the app was used only for monitoring, and the amount of exercise was assessed using self-completed questionnaires. Further work is required to develop an improved app with stable server management and additional attractive features, such as voice instructions, a bigger screen for the elderly, and sharing of exercise data with family and other app users. Another limitation of the study was that we only evaluated the short-term effects of a home-based exercise program with the motivational app. Recent studies reported that long-term improvements caused by exercise may indicate a disease-modifying effect in humans [10,12]. For example, progressive resistance training in patients with PD has been proven to improve motor signs in off-medication UPDRS motor scores. Other studies suggested that an increase in blood oxygen level–dependent signals in basal ganglia circuits and corticomotor excitability results in experience-dependent neuroplasticity [37]. Further studies are warranted to investigate the long-term effect of an exercise program using a customized app in patients with parkinsonism to prove the disease-modifying effects. Lastly, our study included a relatively small sample size, with mixed disease entities in the participants; moreover, there was no control group subjected to a conventional exercise program. In particular, a randomized controlled trial is essential to clarify the effectiveness of the app. Our ongoing follow-up study needs to include a larger sample, more specific disease entity, and control group based on this pilot study.
Conclusions
A home-based exercise program with a customized mobile app has beneficial impacts on adherence to exercise as well as physical activity, depression, and QOL in patients with parkinsonism. We recommend this program as an additional management strategy (characterized as a remotely supervised technology-based, reinforcing, multimodal strategy) for patients with parkinsonism. Moreover, this program can be an alternative exercise management strategy for patients with parkinsonism who are less physically active and are experiencing difficulties in accessing medical services during the COVID-19 pandemic. Additional clinical trials are needed to evaluate the efficacy of this program in a large population and confirm the disease-modifying effects of this exercise program.
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Abstract

Background: Mobile health (mHealth) is a major source of health management systems. Moreover, the demand for mHealth, which is in need of change due to the COVID-19 pandemic, is increasing worldwide. Accordingly, interest in health care in everyday life and the importance of mHealth are growing.

Objective: We developed the MibyeongBogam (MBBG) app that evaluates the user’s subhealth status via a smartphone and provides a health management method based on that user’s subhealth status for use in everyday life. Subhealth is defined as a state in which the capacity to recover to a healthy state is diminished, but without the presence of clinical disease. The objective of this study was to compare the awareness and status of subhealth after the use of the MBBG app between intervention and control groups, and to evaluate the app’s practicality.

Methods: This study was a prospective, open-label, parallel group, randomized controlled trial. The study was conducted at two hospitals in Korea with 150 healthy people in their 30s and 40s, at a 1:1 allocation ratio. Participants visited the hospital three times as follows: preintervention, intermediate visit 6 weeks after the intervention, and final visit 12 weeks after the intervention. Key endpoints were measured at the first visit before the intervention and at 12 weeks after the intervention. The primary outcome was the awareness of subhealth, and the secondary outcomes were subhealth status, health-promoting behaviors, and motivation to engage in healthy behaviors.

Results: The primary outcome, subhealth awareness, tended to slightly increase for both groups after the uncompensated intervention, but there was no significant difference in the score between the two groups (intervention group: mean 23.69, SD 0.25 vs control group: mean 23.1, SD 0.25; P=.09). In the case of secondary outcomes, only some variables of the subhealth status showed significant differences between the two groups after the intervention, and the intervention group showed an improvement in the total scores of subhealth (P=.03), sleep disturbance (P=.02), depression (P=.003), anger (P=.01), and anxiety symptoms (P=.009) compared with the control group.

Conclusions: In this study, the MBBG app showed potential for improving the health, especially with regard to sleep disturbance and depression, of individuals without particular health problems. However, the effects of the app on subhealth awareness and health-promoting behaviors were not clearly evaluated. Therefore, further studies to assess improvements in health after the use of personalized health management programs provided by the MBBG app are needed. The MBBG app may be useful for members of the general public, who are not diagnosed with a disease but are unable to lead an optimal daily life due to discomfort, to seek strategies that can improve their health.

Trial Registration: Clinical Research Information Service KCT0003488; https://cris.nih.go.kr/cris/search/search_result_st01.jsp?seq=14379
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Introduction

Mobile health (mHealth) using smartphone-based apps is poised to become a major source of health guidance. The “new normal” phenomenon induced by the COVID-19 pandemic is expected to further accelerate the digital economy. In health care, the representative keyword of the post-COVID-19 era is “digital (mobile) health care,” which has become a necessity. Before the COVID-19 pandemic, the main targets of health care services were existing patients and older adults. However, the COVID-19 pandemic has increased the possibility that even healthy individuals can become patients, and this has increased the demand for health care services [1-3].

The World Health Organization stated that “the use of mobile and wireless technologies to support the achievement of health objectives has the potential to transform the face of health service delivery across the globe” [4], and mHealth is already used in various areas of health care. Statista predicted that the mobile health market would continue to grow and that the total market value for mHealth applications in the US would exceed US $50 billion in 2025, which is approximately 25 times greater than the US $2 billion value in 2016 [5]. One US survey of “app users” showed that 31% of mobile phone owners used their phones to access health information, with the largest proportion (52%) being smartphone users [6].

mHealth is being developed for the management of not only daily healthy lifestyles, including aspects such as activity level, diet [7], and smoking cessation [8], but also chronic diseases, including hypertension [9] and diabetes [10], specific diseases, including juvenile idiopathic arthritis [11] and relapsed and refractory multiple myeloma [12], and physical and emotional aspects, such as pain [13], sleep [14], and depression [15]. In recent studies by Kitt et al, mHealth was found to be effective in reducing health care costs and improving health outcomes [9,16]. It is thought that mHealth contributes to continuous and active monitoring of health at individual or group levels [6], reduces and prevents health problems through promotion of health behaviors, supports self-management of chronic diseases, and improves the knowledge of health information, which can lead to fewer visits to medical institutions and a direct reduction of medical costs [6,17,18].

Traditional East Asian medicine (TEAM), which is mainly used in China, Korea, and Japan, was included in the “Supplementary Chapter Traditional Medical Conditions—Module I” of the 11th revision of the International Statistical Classification of Diseases and Related Health Problems (ICD-11) in 2019. This means that TEAM is now officially recognized as a part of mainstream medical practice [19]. TEAM emphasizes preventative health management before the onset of diseases and focuses on subhealth management between disease and health. The term may differ in different countries; it is termed subhealth or mibyeong in traditional Korean medicine (TKM) [20]. Mibyeong is defined as a “state of discomfort in daily life due to abnormal symptoms, or abnormal examination findings, without a diagnosis of any disease, and as a result, a decrease in capacity to recover to a healthy state” [21]. The abnormal symptoms in mibyeong include fatigue, pain, sleep disturbance, and digestive disturbance, as well as emotional symptoms including depression, anger, and anxiety, which are the most common reasons for people to visit clinics or health care centers [21]. Nonetheless, conventional or physiological pathology does not clearly explain why some people have a mibyeong status, which may carry with it a high risk for future disease development [21]. Therefore, individuals with mibyeong must be aware of their health status and prioritize actively managing their own health. In this study, we developed a mobile app called MibyeongBogam (MBBG), which can be accessed on a smartphone to recognize and evaluate individual subhealth status and provide individualized health management strategies based on Korean medicine [22].

The objective of this study was to assess and compare the awareness of subhealth, changes in the subjective health status, and health behaviors between intervention (MBBG use group) and control groups. Based on these results, the feasibility of the MBBG app in managing and preventing a subhealth status in individuals was assessed.

Methods

Study Design

This study was a prospective, open-label, parallel group, randomized controlled trial. The protocol of this study has been described in detail in a previous study [23]. Selected participants visited the hospital three times, including before the intervention, at the 6-week posttest follow-up (first follow-up), and at the 12-week posttest follow-up (second follow-up, end of the intervention), and the main outcome variables were measured at the first visit before the intervention and at 12 weeks after the intervention (Figure 1). This study was conducted from November 2018 to February 2019 in two hospitals (Kyung Hee University Korean Medicine Hospital in Hoegidont, Seoul, and Kyung Hee University Korean Medicine Hospital in Gangdong, Seoul) on a total of 150 healthy participants in their 30s and 40s without any particular health problems. The eligible participants were randomly allocated to either the MBBG or control group, at a 1:1 allocation ratio. The MBBG group used the app for a total of 12 weeks, while the control group received no intervention.
This study was approved by the Institutional Review Board at each institution (IRB numbers KOMCIRB-2018-07-002 and KHNMCOH 2018-07-002-001), and the physicians obtained written consent after all information regarding the study was provided to the participants. The protocol was registered in the Clinical Research Information Service (CRIS number KCT0003488). The anonymity and privacy of the participants were ensured as follows. Information regarding the collection and management of personal data (ie, phone number, email address, password, nickname, IP address, cookie content, etc) was provided, and consent was obtained when participants registered for the MBBG app in accordance with the Personal Information Protection Act. Moreover, app passwords were encrypted and stored in a database, and technical and physical protection measures against personal information leakage were established. Participants were also provided with personal IDs for the purpose of the study, to ensure anonymity.

Participants
Participants were recruited via posts on both online and offline boards and were screened. Healthy male and female adults, aged between 30 and 49 years, who were capable of using mobile smartphones, were eligible for this study. They were also required to complete self-report questionnaires and undergo physical examinations. If the participants did not own mobile smartphones with Android version 4.4 or higher or iOS version 9 or higher, they were excluded from the screening process. Any participants assessed and found to have clinically significant medical conditions through an interview with a physician, from their medical history (23 disease categories)/concomitant medication reviews and physical examinations, were also excluded from the study. If they were already using other mobile health care apps, they were ineligible. Participants who were involved in other trials in the preceding month of the study or were pregnant at baseline were also deemed ineligible.

Intervention

**MBBG App**
The intervention of this study was MBBG, a mobile app for subhealth management, developed by the Korea Institute of Oriental Medicine, Daejeon, Republic of Korea. MBBG aims to assess a user’s subhealth status, as well as their TKM-based health status, based on which it recommends specific health-promoting strategies, such as meditation, exercise, and...
consumption of herbal tea. Individuals can check their subhealth status and TKM health information after submitting all of the necessary information, including questionnaire responses. The questionnaires are included within the app so the participants can successfully complete these via the app. The physical examination results (height, weight, vital signs, pulse diagnosis, heart rate variability, etc) have to be inserted into the app manually or by automatic linkage [22] (Multimedia Appendix 1). In this study, all participants completed a survey questionnaire and underwent a physical examination on all three visits; only the MBBG group could access their results from the survey and physical examination by connecting with the MBBG app. The results of the control group, on the other hand, were uploaded to the MBBG app after the completion of the study.

**MBBG App for the Intervention Group**

After being allocated to the intervention group, participants first installed the MBBG app, after which they were educated on how to use the app verbally and with a user manual during each of their three visits. They were expected to use MBBG at least once daily for a total of 12 weeks. They accessed the app daily to read about their health status and ways to manage their health. In addition to hospital visits, the participants were free to complete the surveys and recommended health management protocols on the MBBG app, although this was not mandatory. The push notification function was activated to motivate and remind the participants to use the app throughout the study period. History tracking and user ranking services were also available to help promote the use of MBBG. Participants were not allowed to use any other mobile app for health management during the study period.

**No Intervention in the Control Group**

Participants allocated to the control group did not receive any intervention. They were told to maintain their usual lifestyle during the study period and were not allowed to use any mobile app for health management.

**Outcome Assessment**

**Primary Outcome**

The primary outcome was the awareness of subhealth, also known as mibyeong in TKM. The participants were given a questionnaire consisting of the following four items: (1) “Do you know or have you heard about subhealth status?” (2) “Do you think that preventing diseases is as important as treating them?” (3) “Do you think a professional medical service aimed at managing subhealth status is necessary?” and (4) “Are you willing to use a professional medical service to manage subhealth status, if available?” Each item was then scored from 1 (not at all) to 7 (absolutely), with the total score ranging from 4 to 28. All participants were required to submit the subhealth awareness questionnaire on their first and third visits. This questionnaire was independently developed in this study and was categorized into two factors (factor 1: item 1; factor 2: items 2, 3, and 4) based on a factor analysis. The Cronbach α of the questionnaire was .52 (the Cronbach α of factor 2, excluding item 1, was .82).

**Secondary Outcomes**

Secondary outcomes included subhealth status, health-promoting behaviors, and motivation for healthy behaviors. Subhealth status was evaluated using the Mibyeong questionnaire, which had a satisfactory reliability (Cronbach α=.88; intraclass correlation coefficient range: 0.67-0.83 in the test-retest method) and validity (correlation range: 0.47-0.48, compared to the SF-12, which is a well-known generic health status measure) [24,25]. The Mibyeong questionnaire consisted of 21 items on seven symptoms (fatigue, pain, sleep disturbance, digestive disturbance, depression, anger, and anxiety), and it assessed the severity, duration, and changes in those symptoms after rest in the preceding month. Each item was evaluated on a 7-point scale, and the total score ranged from 21 (healthy) to 147 (unhealthy). Higher scores indicate poor health status. The Cronbach α in this study was .88 (the Cronbach α ranged between .78 and .92 for individual symptoms).

Health-promoting behaviors are a measure of performance of health behaviors, which were evaluated using the Health Behavior Scale [26]. This scale consists of 25 items related to health responsibility (five items), diet habits (eight items), exercise (four items), stress management (five items), and smoking habits (three items). Each item has a 4-point response, from 1 (never) to 4 (always), with the total score ranging from 25 to 100. The higher the score, the more frequently the individual engages in healthy behaviors. The Cronbach α in this study was .78 (the Cronbach α ranged between .56 and .73 for individual domains).

In addition, the motivation for engaging in healthy behaviors is a measure of confidence in health behavior practice, and it was evaluated using the Self-Efficacy Questionnaire [27,28]. The six questions therein were on people’s abilities to avoid greasy food, quit smoking, exercise regularly, take necessary medications, relieve mental stress, and obtain health-related information. The responses were provided on a 4-point scale, where 1 is “not confident at all” and 4 is “absolutely confident.” The total score ranges from 6 to 24. Higher scores indicate higher confidence in behavior practice.

**Feasibility Assessment**

The feasibility of MBBG was assessed by evaluating the user finding access rate and the number of times participants logged onto the app during the intervention period. The user finding access rate was calculated using the number of times the app was accessed by the participants more than once a day, and the access rate for the 12-week intervention period was calculated.

**Sample Size**

The primary objective of this study was to compare the awareness levels of subhealth between the MBBG and control groups. Since there have not been any previous studies implementing the MBBG app, we conducted another clinical trial to explore the mental health benefits of a mobile app. In that trial, there was a 0.58 effect size with a 6-week test [29]. In this study, we set the intervention period as 12 weeks, and the age for study eligibility was higher; therefore, we assumed the effect size to be, conservatively, 0.5. Thus, the sample size was calculated as 60 per group (two-sided, α=.05, and
power=0.8, independent $t$ test) using G-power software version 3.1.3. With a 20% dropout rate expected, we enrolled 150 participants (75 in each group).

**Random Allocation Concealment and Blinding**

Randomization was performed by a statistician prior to enrollment with an assignment ratio of 1:1 and a block size of 4. Information on participant group allocation was sealed in individual opaque envelopes that were consecutively numbered for allocation concealment. The investigators opened the envelopes in consecutive order and assigned the participants to either the MBBG or the control group after a screening assessment was conducted. Since this was an open-label study, the participants and investigators were not blinded. However, the outcome assessors were blinded throughout the study to minimize possible bias.

**Statistical Analysis**

In the preintervention survey, the Student $t$ test and chi-square test were conducted to compare continuous and categorical variables, respectively, between the intervention and control groups. We performed an intention-to-treat analysis on all outcome measures, using the MBBG app at least once, and assessed the primary outcome at least once. Every participant participated in the study until the last day, and no values were excluded. An analysis of covariance (ANCOVA) was performed to compare the effects of the primary and secondary outcomes between the two groups after MBBG intervention. Age, sex, BMI, and the baseline value of each outcome variable were adjusted to calculate the least square means and standard errors. All analyses were performed using SAS 9.4 software (SAS Institute Inc), and statistical significance was set at $P<.05$.

**Results**

**Study Population**

A total of 150 participants were included in the study. Of these participants, 75 were randomly assigned to the MBBG group (23 men and 52 women) and 75 were assigned to the control group (21 men and 54 women). There were no differences in general characteristics, such as sex, age, and BMI, between the two groups, and the outcome variables were similar between the two groups, except for some specific variables, including total score of the subhealth status, pain, anger, and anxiety (Table 1).

<table>
<thead>
<tr>
<th>Variable</th>
<th>MBBG group (n=75)</th>
<th>Control group (n=75)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (men/women), n</td>
<td>23/52</td>
<td>21/54</td>
<td>.86</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>41.73 (5.17)</td>
<td>42.09 (4.74)</td>
<td>.66</td>
</tr>
<tr>
<td>BMI (kg/m$^2$), mean (SD)</td>
<td>23.66 (3.61)</td>
<td>24.21 (4.06)</td>
<td>.38</td>
</tr>
<tr>
<td>Subhealth awareness score, mean (SD)</td>
<td>21.13 (2.85)</td>
<td>21.48 (3.08)</td>
<td>.48</td>
</tr>
<tr>
<td><strong>Subhealth status (mibyeong) score, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>35.90 (14.20)</td>
<td>40.80 (12.40)</td>
<td>.03$^b$</td>
</tr>
<tr>
<td>Fatigue</td>
<td>9.01 (4.17)</td>
<td>9.33 (3.16)</td>
<td>.60</td>
</tr>
<tr>
<td>Pain</td>
<td>4.77 (3.89)</td>
<td>6.31 (3.77)</td>
<td>.02$^b$</td>
</tr>
<tr>
<td>Sleep disturbance</td>
<td>5.17 (4.11)</td>
<td>5.36 (3.35)</td>
<td>.76</td>
</tr>
<tr>
<td>Digestive disturbance</td>
<td>4.76 (3.27)</td>
<td>4.89 (1.96)</td>
<td>.76</td>
</tr>
<tr>
<td>Depression</td>
<td>4.55 (3.41)</td>
<td>4.91 (2.02)</td>
<td>.43</td>
</tr>
<tr>
<td>Anger</td>
<td>3.65 (2.26)</td>
<td>4.99 (2.27)</td>
<td>&lt;.001$^b$</td>
</tr>
<tr>
<td>Anxiety</td>
<td>4.03 (2.86)</td>
<td>5.00 (2.34)</td>
<td>.02$^b$</td>
</tr>
<tr>
<td><strong>Health-promoting behavior score, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>66.05 (8.40)</td>
<td>66.92 (9.07)</td>
<td>.53</td>
</tr>
<tr>
<td>Health responsibility</td>
<td>15.24 (2.74)</td>
<td>15.20 (2.38)</td>
<td>.93</td>
</tr>
<tr>
<td>Exercise</td>
<td>10.37 (2.50)</td>
<td>10.35 (2.52)</td>
<td>.95</td>
</tr>
<tr>
<td>Diet habits</td>
<td>17.36 (3.52)</td>
<td>18.35 (3.22)</td>
<td>.08</td>
</tr>
<tr>
<td>Stress management</td>
<td>13.07 (2.43)</td>
<td>13.00 (2.44)</td>
<td>.87</td>
</tr>
<tr>
<td>Smoking habits</td>
<td>10.01 (2.64)</td>
<td>10.03 (2.82)</td>
<td>.98</td>
</tr>
<tr>
<td>Motivation for healthy behaviors</td>
<td>18.85 (2.38)</td>
<td>19.14 (2.47)</td>
<td>.46</td>
</tr>
</tbody>
</table>

$^a$MBBG: MibyeongBogam.

$^b$P<.05.
Subhealth Effectiveness Assessment

Subhealth awareness, which is a primary outcome, tended to slightly increase for both groups after the MBBG intervention; however, there was no significant difference in the score between the two groups (MBBG group: mean 23.69, SD 0.25 vs control group: mean 23.1, SD 0.25; \( P = 0.09 \)). For secondary outcomes, several variables of subhealth status showed significant differences between the two groups. In the MBBG group, subhealth total score, sleep disturbance, depression, anger, and anxiety improved compared to the findings in the control group (Table 2).

Table 2. Results of the subhealth effectiveness assessment using primary and secondary outcome measures at the 12-week follow-up after the intervention.

<table>
<thead>
<tr>
<th>Variables</th>
<th>MBBG(^a) group (n=75), least square mean (SE)</th>
<th>Control group (n=75), least square mean (SE)</th>
<th>( P )(^b)</th>
<th>( P ) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subhealth awareness</td>
<td>23.69 (0.25)</td>
<td>23.1 (0.25)</td>
<td>2.94</td>
<td>0.09</td>
</tr>
<tr>
<td>Subhealth status (mibyeong) score</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>33.94 (1.10)</td>
<td>37.5 (1.10)</td>
<td>5.13</td>
<td>0.03(^c)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>8.56 (0.37)</td>
<td>7.95 (0.37)</td>
<td>1.35</td>
<td>0.25</td>
</tr>
<tr>
<td>Pain</td>
<td>5.02 (0.36)</td>
<td>5.57 (0.36)</td>
<td>1.12</td>
<td>0.29</td>
</tr>
<tr>
<td>Sleep disturbance</td>
<td>4.52 (0.33)</td>
<td>5.57 (0.33)</td>
<td>5.18</td>
<td>0.02(^c)</td>
</tr>
<tr>
<td>Digestive disturbance</td>
<td>4.47 (0.25)</td>
<td>5.05 (0.25)</td>
<td>2.69</td>
<td>0.10</td>
</tr>
<tr>
<td>Depression</td>
<td>3.85 (0.23)</td>
<td>4.85 (0.23)</td>
<td>9.07</td>
<td>0.003(^c)</td>
</tr>
<tr>
<td>Anger</td>
<td>3.51 (0.22)</td>
<td>4.36 (0.22)</td>
<td>6.79</td>
<td>0.01(^c)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>3.68 (0.22)</td>
<td>4.51 (0.22)</td>
<td>6.93</td>
<td>0.009(^c)</td>
</tr>
<tr>
<td>Health-promoting behaviors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>68.27 (0.67)</td>
<td>68.47 (0.67)</td>
<td>0.04</td>
<td>0.84</td>
</tr>
<tr>
<td>Health responsibility</td>
<td>15.83 (0.24)</td>
<td>15.80 (0.24)</td>
<td>0.05</td>
<td>0.83</td>
</tr>
<tr>
<td>Exercise</td>
<td>10.39 (0.18)</td>
<td>10.46 (0.18)</td>
<td>0.08</td>
<td>0.78</td>
</tr>
<tr>
<td>Diet habits</td>
<td>18.47 (0.26)</td>
<td>18.29 (0.26)</td>
<td>0.24</td>
<td>0.62</td>
</tr>
<tr>
<td>Stress management</td>
<td>13.25 (0.21)</td>
<td>13.43 (0.21)</td>
<td>0.36</td>
<td>0.55</td>
</tr>
<tr>
<td>Smoking habits</td>
<td>10.39 (0.18)</td>
<td>10.47 (0.18)</td>
<td>0.10</td>
<td>0.75</td>
</tr>
<tr>
<td>Motivation for healthy behaviors</td>
<td>19.32 (0.20)</td>
<td>18.92 (0.20)</td>
<td>1.82</td>
<td>0.18</td>
</tr>
</tbody>
</table>

\(^a\)MBBG: Mibyeong Bogam app.
\(^b\)ANCOVA analysis adjusted for sex, age, BMI, and the baseline value of each outcome variable.
\(^c\)\(P < 0.05\).

Feasibility Assessment

The retention rate was assessed by evaluating the user finding access rate of the MBBG app during the intervention period, and the retention rate was 75.1% (SD 15.9%, range 22%-100%) for the entire 12-week period. In particular, the mean access rate for the first 6 weeks postintervention was 71.9% (SD 17.7%, range 25%-100%), and the mean access rate for the next 6 weeks was 78.8% (SD 16.3%, range 14%-100%).

Discussion

Principal Results

This study is the first to compare changes in subhealth awareness and subhealth status after 12 weeks of using the MBBG app, which was developed as a framework based on the concept and management methods of TKM. This study also assessed the feasibility of the app as a self-guided preventative intervention. First, there was no significant difference in subhealth awareness between the MBBG and control groups; however, subhealth awareness tended to slightly increase in both groups. Second, the MBBG app showed positive effects on sleep, depression, anger, and anxiety, which are related to mental health. However, health-promoting behaviors and motivation for healthy behaviors were not significantly improved. This study is meaningful in that the MBBG app had significant effects on improving the health status in healthy adults, particularly the management of mental health symptoms.

Comparison With Prior Work

Awareness of Subhealth

In our study, there was no significant difference in the awareness of subhealth, which was a primary outcome, between the two groups. However, it tended to increase in both groups regardless of MBBG app usage. In our study, all participants in both groups met the researcher three times. The participants then received explanations on health and participated in health-related surveys. We suggest that processes, such as receiving explanations about
the study before consenting to participate, completing health-related questionnaires at each visit, and the health examination processes of measuring blood pressure and heart rate, would have partially contributed to the increased interest in participants’ health awareness regardless of MBBG app usage. In a meta-analysis of mental health apps, using apps involving contact with medical staff was less effective than using apps without in-person feedback [30]. This is because a standalone app that does not promote contact with medical staff can enhance personal privacy and autonomy [31]. However, the main objective of our study was to assess changes in health awareness through the use of the MBBG app, that is, whether the participants became aware of the necessity of health care. Therefore, unlike the intervention effects of health apps observed in previous studies, it is thought that health-related information provided by medical staff, who were in contact with the participants, was an important factor of health awareness in our study. Additionally, previous studies that performed path analysis of cognitive factors related to the use of health apps demonstrated that the health consciousness of individual participants directly affected the use of health apps [32]. In our study, the mean pretest score of health awareness in the MBBG group was 21 out of 28, and a similar score was observed in the control group, suggesting that the participants in our study were already highly interested in health, which may be related to their health awareness.

**Improvement of Mental Health**

Interestingly, the subhealth status significantly improved in the MBBG group compared to the control group. Significant differences were observed in mental health aspects, such as sleep, depression, anger, and anxiety, between the two groups. These findings suggest that the MBBG app can improve mental health, especially discomfort, which is commonly observed in everyday life. The participants in our study belonged to the early middle-aged group, and these individuals often experience problems related to sleep, such as insufficient sleep time [33,34], decreased quality of sleep [35], and anxiety and depression symptoms [36]. Such symptoms are highly related to obesity, metabolic syndrome, and cardiovascular diseases [33,34,37,38]. However, most people do not seek or receive proper treatment for mental health problems. Recently, many scholars have predicted that technology-based interventions, such as health apps, have the potential to reduce treatment gaps in mental health. In addition, it is predicted that mental health apps will not replace the role of medical professionals in digital mental health and instead will play a role in interventions [39]. Moreover, a high level of evidence for the effects of smartphone-based interventions for common mental health problems, such as depressive symptoms, anxiety symptoms, stress levels, general psychiatric distress, quality of life, and positive effects, has been observed [40]. Approximately 41% of smartphone-based apps for mental health were developed for symptom relief, and these apps can help improve minor outcomes such as relaxation [41]. Furthermore, studies have reported that developing interest in mental health, acknowledging the problem, and undergoing interventions that can resolve minor symptoms at individual levels through health apps have positive effects on mental health in adults [40]. Therefore, the MBBG app developed in this study could serve as a health guide for those with physical and mental discomfort and those who cannot visit the appropriate hospital at the right time. A personalized health management strategy based on individual Korean medicine characteristics and discomfort is referred to as Yangseng in Korean medicine. This management strategy is further divided into herbal medicine, acupressure, exercise, and food in the MBBG app. Therefore, further studies on the positive effects of the MBBG app as an intervention in digital mental health care are required.

**Change in Health Behaviors and Motivation**

Health-promoting behaviors and motivation for health behaviors were not significantly different between the MBBG and control groups. Items on health responsibility (consultations with medical staff, health-related information acquisition, regular health examinations, etc), exercise (walking, high intensity exercise, etc), diet habits (regular meals, balanced food intake, etc), stress management (comfortable mindset, comfortable mindset, etc), and smoking habits (smoking cessation, overcoming the urge to smoke, etc) were used to assess the practice of and confidence in health-promoting behaviors. However, health-promoting behaviors and motivation did not significantly improve with MBBG app usage. A study by Ernsting et al focused on the use of health apps related to health-promoting behaviors such as smoking cessation, healthy diet, and weight loss. However, the authors argued that using health apps does not necessarily reflect the practice of health behaviors, but rather the motivation of users to change their health behaviors [42]. In addition, two systematic literature review studies reported different findings on the association between health apps and health-promoting behaviors. In the literature review of Lee et al on 12 studies that used health apps for health promotion programs, mobile app programs for the general public were mostly used for weight management and improvement of physical activities, and the effects of health-promoting behaviors were observed in those who used the apps for specific purposes compared to those who did not use the apps [43]. In contrast, in a study that reviewed 52 randomized controlled trials published between 2014 and 2019, there was no strong evidence to support the effects of mobile apps on improving health behaviors or outcomes [7]. Likewise, in this study, there was no significant difference between the MBBG and control groups. Therefore, it would be necessary to conduct a follow-up study by selecting appropriate participants and employing a detailed study design to assess the health-promoting effects of the MBBG app.

Lastly, the mean retention rate of the MBBG app in this study was 75.1%, which is similar to the rate of 79.6% (minimum 29%, maximum 100%) observed in a previous study [44]. In addition, the retention rate was defined as the number of initial study participants who remained in the study through the intervention period and follow-up in previous studies. In our study, the retention rate also included the daily app access rate of the participants, which reflected a high compliance. Similar results were observed in the dropout rate of participants. Although a dropout rate of 20% was predicted when designing the study and calculating the number of participants to include, the actual dropout rate was 0%. First, the participants of this
study were between the ages of 30 and 40 years and were comfortable or familiar with using mobile apps. A previous study reported that 44.3% of those aged between 30 and 40 years used health apps, which is higher than the proportion of app users in other age groups [45]. Second, this study was a feasibility study that assessed the use of the MBBG app and the change in awareness of subhealth. Thus, it is likely that the high degree of autonomy provided to the participants contributed to the low dropout rate.

Limitations
This study has several limitations. First, this study was conducted on participants in the early middle-age group. Therefore, generalization of the results to other age groups would be limited. However, this study is clinically and academically meaningful in that the feasibility of the app was evaluated in individuals in their 30s and 40s who required or needed to start taking more interest in health care. Second, the purpose of this study was to assess health status awareness and the feasibility of the MBBG app. Therefore, we could not assess whether the health management methods suggested by the MBBG app were implemented by the participants. Future studies should focus on the management strategies provided by the MBBG app and assess its effects. Third, only 150 participants were included in the study, and the 12-week intervention period was not long enough. However, the sample size in our study was similar to or slightly larger than that in other studies on mHealth interventions [29,30], and the intervention period was also similar to that in previous studies, which was 4-24 weeks [30]. Lastly, the participants and researchers were not blinded to randomization, which could have caused biased results.

However, randomization was performed to control for adjusted variables, such as sex and age, which mainly affected the outcome variables between the two groups.

Conclusions
This randomized controlled trial compared the perception of and changes in the health status between intervention and control groups by using the MBBG app as an intervention for 3 months, and examined the possibility of using the MBBG app as a self-guided preventative intervention. The MBBG app was developed to provide personalized health management strategies based on individual characteristics and self-awareness of the health status, which was assessed using symptoms, such as fatigue, sleep, and depression, which are commonly observed in daily life. In this study, the MBBG app did not significantly improve subhealth awareness. However, the MBBG app showed potential for improving health outcomes, especially in the mental health aspect, of individuals without particular health problems. We believe that the MBBG app would be useful for members of the general public, who are not diagnosed with a disease but do not enjoy optimal daily life due to discomfort, to seek strategies that can improve their health. Based on the feasibility of the app observed in this study, a large-scale randomized controlled trial would be necessary in the future. Detailed health status (eg, symptom types such as sleep disturbance and depression), specific health-promoting behaviors, and strategies to stimulate motivation based on user convenience are needed to evaluate the effects of the MBBG app. However, expansion of the contents of the MBBG app and development of customized health care guidelines should be prioritized before conducting a large-scale study.
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Abstract

Background: Artificial intelligence (AI) has shown potential to improve diagnostics of various diseases, especially for early detection of skin cancer. Studies have yet to investigate the clear application of AI technology in clinical practice or determine the added value for younger user groups. Translation of AI-based diagnostic tools can only be successful if they are accepted by potential users. Young adults as digital natives may offer the greatest potential for successful implementation of AI into clinical practice, while at the same time, representing the future generation of skin cancer screening participants.

Objective: We conducted an anonymous online survey to examine how and to what extent individuals are willing to accept AI-based mobile apps for skin cancer diagnostics. We evaluated preferences and relative influences of concerns, with a focus on younger age groups.

Methods: We recruited participants below 35 years of age using three social media channels—Facebook, LinkedIn, and Xing. Descriptive analysis and statistical tests were performed to evaluate participants’ attitudes toward mobile apps for skin examination. We integrated an adaptive choice-based conjoint to assess participants’ preferences. We evaluated potential concerns using maximum difference scaling.

Results: We included 728 participants in the analysis. The majority of participants (66.5%, 484/728; 95% CI 0.631-0.699) expressed a positive attitude toward the use of AI-based apps. In particular, participants residing in big cities or small towns (P=.02) and individuals that were familiar with the use of health or fitness apps (P=.02) were significantly more open to mobile diagnostic systems. Hierarchical Bayes estimation of the preferences of participants with a positive attitude (n=484) revealed that the use of mobile apps as an assistance system was preferred. Participants ruled out app versions with an accuracy of ≤65%, apps using data storage without encryption, and systems that did not provide background information about the decision-making process. However, participants did not mind their data being used anonymously for research purposes, nor did they object to the inclusion of clinical patient information in the decision-making process. Maximum difference scaling analysis for the negative-minded participant group (n=244) showed that data security, insufficient trust in the app, and lack of personal interaction represented the dominant concerns with respect to app use.

Conclusions: The majority of potential future users below 35 years of age were ready to accept AI-based diagnostic solutions for early detection of skin cancer. However, for translation into clinical practice, the participants’ demands for increased transparency and explainability of AI-based tools seem to be critical. Altogether, digital natives between 18 and 24 years and between 25 and 34 years of age expressed similar preferences and concerns when compared both to each other and to results obtained by previous studies that included other age groups.
Introduction

Deep learning algorithms for image classification play an ever-increasing role in medicine and oncology. Researchers strive to automate and improve the assessment of various diseases, skin cancer in particular, with artificial intelligence (AI) tools. In experimental settings, the performance of AI algorithms achieved accuracies that were on par or even exceeded the results obtained by experienced dermatologists [1-6]. Since early-stage detection of melanoma increases the chances of survival significantly [5], improved AI-based cancer diagnostics might reduce mortality as well as health care expenditure [9-13]. Consequently, an accurate distinction between skin cancer and noncancer through AI-based solutions is of great interest to support diagnosis [3,13,14].

Recent studies about the patient perspective showed that participants expected synergy effects between physical skin examination and the use of mobile apps [15]. The vast majority of participants in another study, with or without previous history of melanoma, had a positive opinion on the use of AI in dermatology, in particular, when used as an assistance system [16]. However, studies have not yet investigated the clear application of AI technology in clinical practice nor the added value for younger user groups.

Here, we report the results of a survey-based study designed to evaluate how and to what extent young adults would be willing to accept AI-based mobile apps for early detection of skin cancer. The general attitudes, preferences, and concerns of potential future skin cancer screening participants below 35 years of age were elaborated, as digital natives may offer the greatest potential for successful implementation of digital assistance systems in clinical practice [15].

Methods

Data Collection

We conducted an anonymous online survey using Sawtooth SSI Web Lighthouse Studio 9.8.1. Prior to gathering responses, to ensure comprehensibility and consistency, we tested the survey with 12 volunteers who had no professional background in AI. We then conducted the study with the online survey between March 18, 2020, and April 18, 2020. As we wanted to investigate the preferences and concerns of digital natives, the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social media channels: Facebook, LinkedIn, and Xing. The survey language was German; the survey was advertised on three social med...
contradictions in the participants’ answers were examined; as a result, we removed another 2 participants. To minimize the risk of including participants who did not consider the topic seriously or possibly interrupted the survey, participants that answered the survey extremely fast or slow were left out [18,19]. After deleting responses of participants that took less than 2 minutes (n=15) or more than 60 minutes (n=15), a validated data set of 728 participants remained.

Data Analysis

To evaluate participants’ general attitudes toward mobile apps for early detection of skin cancer, a descriptive analysis was conducted. The categories “definitely” and “rather yes” were summarized as a positive attitude while “rather not” and “definitely not” were summarized as a negative attitude toward mobile apps for skin examination. Statistical analysis was performed using SPSS, version 25.0 (IBM Corporation). Chi-square tests were performed to outline associations between sociodemographic characteristics and selected items of the questionnaire. We therefore conducted prespecified subgroup analyses on gender, residence, type of insurance, and prior experience with health or fitness apps. In the results section, we report only significant differences with a significance level set to $P<.05$ for all analyses. We computed 95% CIs for the main results using the normal distribution approximation.

ACBC data were analyzed using hierarchical Bayes estimation. The results were expressed in terms of counts, importance values, and utilities [20-22]. Count analysis examined how often certain levels were defined as unacceptable or must-have criteria within the screening section of the ACBC [22]. To evaluate the relevance of an attribute within the choice process of participants, average importance values were calculated [20,21]. Thus, for each feature, the utility value of the level that was regarded as most useful minus the level that was considered least useful represented the utility range (X). Subsequently, all utility ranges were summed (Y), and the share of each feature was determined based on the equation:

$$\text{Feature importance} \, (\%) = \frac{X}{Y} \times 100.$$

We calculated 95% CIs, taking the average feature importance score $\pm 1.96 \times SE$. SE was computed by taking the SD of the importance score divided by the square root of the sample size. Part-worth estimation was performed to determine which feature levels were preferred from the participants’ point of view. Utility values are presented as zero-centered differences within each feature.

MaxDiff data were expressed as sample mean scores and then rescaled to probability scores that reflect the likelihood that a concern was selected as “most important” within MaxDiff. We calculated 95% CIs, taking the average rescaled probability score $\pm 1.96 \times SE$.

Results

Baseline Characteristics of the Study Sample

The demographic characteristics of the study sample are shown in Table 1. The median age was 24 years and the age distribution was fairly symmetrical.

| Sociodemographic characteristics | Values, n (%)
|----------------------------------|----------------
| **Gender**                       |                
| Female                           | 523 (71.8)     
| Male                             | 205 (28.2)     
| **Residence**                    |                
| Large cities (>100,000 inhabitants)| 218 (29.9)    
| Small towns (10,000-100,000 inhabitants)| 222 (30.5)    
| Rural areas (<10,000 inhabitants)| 288 (39.6)    
| **Type of insurance**            |                
| Private insurance                | 82 (11.3)      
| Public insurance                 | 646 (88.7)     
| **Prior experience with health/fitness apps** |                
| Yes                              | 246 (33.8)     
| No                               | 482 (66.2)     
| **Age (years)**                  |                
| 18-24                            | 420 (57.7)     
| 25-34                            | 308 (42.3)     

General Attitude Toward Mobile Apps for Early Detection of Skin Cancer

Of all included participants (n=728), 484 participants (66.5%; 95% CI 0.631-0.699) were positive-minded toward the use of mobile apps for early detection of skin cancer. Only 21 participants explicitly ruled it out altogether (Figure 1). When comparing the age classes of 18 to 24 years and 25 to 34 years, no significant difference was observed (P=.97). Subgroup analysis revealed significant differences based on prespecified sociodemographic criteria. Out of the 440 participants residing in small towns or big cities, 307 (69.8%; 95% CI 0.655-0.740) felt significantly more positive toward mobile skin cancer screening apps than participants living in rural areas (177/288, 61.5%; 95% CI 0.558-0.671; P=.02). Moreover, previous experience with health or fitness apps had a significant effect on the willingness to use medical apps for early detection of skin cancer (P=.02).

Figure 1. Attitudes toward the use of mobile artificial intelligence–based apps for skin examination. Bar chart depicts the distribution of participants’ general attitude depending on prespecified sociodemographic characteristics.

Of all participants that were generally negative-minded toward mobile apps for skin examination (n=244), 145 participants (59.4%; 95% CI 0.553-0.656) would rather consider using AI-based solutions if they received a reduced contribution from their health insurance company. In this context, participants between 18 and 24 years of age (94/141, 66.7%; 95% CI 0.589-0.745) were significantly more receptive to financial incentives than participants between 25 and 34 years of age (51/103, 49.5%; 95% CI 0.399-0.592; P=.007).

Preferences of the Future Generation of Skin Cancer Screening Participants

Must-Have and Unacceptable Criteria

For successful development of patient-usable AI systems, the identification of must-have and unacceptable criteria provides meaningful insights. The ACBC analysis identified app features that would cause future screening participants to reject the app. Of all participants that were generally positive-minded toward mobile apps for skin examination (n=484), 99 participants (20.5%; 95% CI 0.169-0.241) stated that they were not willing to rely on an exclusively app-based diagnosis. On the other hand, 179 participants of the 484 (37.0%; 95% CI 0.327-0.413), completely ruled out app versions with an accuracy of ≤65%.

Data storage without encryption represented an exclusion criterion for 155 of the 484 participants (32.0%; 95% CI 0.279-0.362). Moreover, 100 of the 484 participants (20.7%; 95% CI 0.171-0.243) generally rejected apps without background information about the decision-making process. In line with this result, a further 96 participants of the 484 (19.8%; 95% CI 0.163-0.234) specified a basic explanation of the reasoning for the decision as an absolute must-have criterion.

Relative Importance of Individual App Features

Importance, on the other hand, indicates which relevance a certain app feature exerts on the decision-making process of participants [20,21]. Within this study, the app features “accuracy of the app,” “field of application,” and “data storage,” on average, bore the greatest relative importance for participants’ selection; the “accuracy of the app” constituted the top priority across all prespecified subgroups (Table 2). In contrast, “data processing” and “data usage” exerted only a minor influence on the choice of medical apps for skin cancer detection, thus opening up opportunities to pursue research interests without endangering the acceptance of future screening participants. Subgroup analysis on gender revealed that women attached considerably more importance to the app feature “explainability of the results” (females: 14.1%, males: 11.4%).

https://mhealth.jmir.org/2021/8/e22909
Preferred Levels of Individual App Features

After the relevance of individual app features within the process of choosing apps was examined, a detailed analysis was performed to determine which level of each app feature offers the greatest perceived usefulness from the participants’ point of view [20] (overview of all app features and the corresponding levels, see Multimedia Appendix 1). This step is generally known as part-worth estimation.

Unsurprisingly, part-worth estimation revealed that the higher the accuracy level, the higher the added value from the participants’ perspective. However, improving the accuracy from 85% to 90% disproportionately raised the perceived benefit (from 28.0 to 56.7), while an increase from 80% to 85% triggered only slight advancement in utility value (from 21.6 to 28.0). Consequently, achieving an accuracy of 80% might not lead to major shifts in the number of individuals willing to use a skin cancer screening app. The achievement of an accuracy of 90%, on the other hand, represented a convincing argument for the vast majority.

Concerning the feature “data usage,” an integration of additional clinical information, such as age, gender, and patient medical history provided the greatest benefit for participants. Moreover, participants did not mind their data being used for research purposes in an anonymous way and, therefore, explicitly favored anonymous data processing for future research projects. These preferences were reflected regardless of sociodemographic characteristics across all prespecified subgroups.

Concerns of the Future Generation of Skin Cancer Screening Participants

Analyzing the MaxDiff data of this survey, no single criterion stood out significantly (Table 3). In terms of the probability scores, privacy concerns (24.3), insufficient trust in the app (23.5), and a lack of personal interaction (21.7) represented the dominant barriers from the participants’ point of view. Moreover, concerns about incorrect app usage played a considerable role (17.7). In contrast, frequently mentioned aspects, such as the effort to deal with the functionality of the app (6.8) or the lack of technical affinity (6.0), exerted only minor influences.

Table 3. Evaluation of frequently cited concerns according to hierarchical Bayes estimation.

<table>
<thead>
<tr>
<th>Ranking according to hierarchical Bayes estimation</th>
<th>Rescaled scorea (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy concerns</td>
<td>24.3 (22.3-26.2)</td>
</tr>
<tr>
<td>Insufficient trust in the app</td>
<td>23.5 (22.1-25.0)</td>
</tr>
<tr>
<td>Lack of personal interaction</td>
<td>21.7 (20.0-23.5)</td>
</tr>
<tr>
<td>Incorrect app usage</td>
<td>17.7 (16.1-19.2)</td>
</tr>
<tr>
<td>Effort to deal with the functionality</td>
<td>6.8 (5.7-7.9)</td>
</tr>
<tr>
<td>Lack of technical affinity</td>
<td>6.0 (5.0-7.1)</td>
</tr>
</tbody>
</table>

aThe rescaled score ranged from 0 to 100.

A total of 99 additions were made as part of the free-text entry. All responses were screened and analyzed in a qualitative manner. However, the majority of the answers had already been covered by the 6 selected main aspects, either by repeating or concretizing them, using examples. Beyond that, participants mentioned concerns regarding discrimination of elderly participants without smartphone experience, costs for both mobile devices and apps, and potential psychological burdens in case of suspected cancer.
Discussion

Principal Results

The majority of the future generation of skin cancer screening participants were ready to accept mobile apps for early detection of skin cancer. However, participants stated certain unacceptable and must-have criteria that need to be considered when developing patient-oriented AI-based solutions for dermatology. For translation into clinical practice, the demand for increased transparency and explainability appears particularly critical. Within the current state of AI, it is not possible to fully explain the reasoning of the decision making due to the black box phenomenon [23-26]. Therefore, to achieve broad acceptance among screening participants, approaches that encourage at least a basic explanation of the decision-making process are required.

The attributes “data processing” and “data usage” exerted only a minor influence on the choice of medical apps for skin examination; in fact, participants explicitly supported anonymous data processing and would therefore likely support the concept of open data, which encourages the sharing and release of data sets across research and clinical institutions. Moreover, from the participants’ point of view, there were no reservations against the inclusion of clinical information such as age, gender, and patient medical history.

For successful implementation into clinical practice, concerns of skeptical participants as well as identified rule-out criteria must be considered. Against this backdrop, the proper way to incorporate AI solutions within dermatology is by augmenting human intelligence and not replacing it. To leverage the potential of AI-based assistant systems, future research and clinical projects should emphasize personal interaction while simultaneously accomplishing a synergy between humans and AI systems. This approach coincides with the preferences of the majority of participants who were positive-minded toward the use of mobile apps for skin cancer detection in this ACBC, as well as with results obtained by previous studies [15,16]. Moreover, the active promotion of participants’ ability to act constitutes a key aspect. Mobile AI apps can only reach their full potential if future screening participants receive guidance and decision support. For individuals to trust AI-based apps, both orientation points and reliable and comprehensible health information are required. In this way, patients get an indication of how to distinguish potential medical AI assistance from conventional fitness or health apps. Furthermore, evaluation of participant concerns highlighted the demand for standardized regulations on how data are stored and protected within AI-based apps. This demand is also driven by the fact that 155 of 484 participants (32.0%) stated that data storage without encryption is an absolute exclusion criterion. Consequently, to achieve patient-oriented apps for dermatology, data security must play a key role within the whole development process.

Limitations

The baseline characteristics of this study sample showed that participants were predominantly female, thus not representative of the gender distribution in the general population. Since participants were recruited through social media, there is a risk of sampling bias, as social media users may be more likely to use mobile apps. Therefore, the results that we obtained are probably not fully generalizable to the general population of digital natives.

Importance was directly affected by the range of levels selected for each app feature as well as the total number of features [20,21]. Adding or removing a very popular or unpopular level to a feature would change the importance of all other attributes. Consequently, this paper could only reflect the importance relative to the features that were tested within this ACBC design. MaxDiff, by definition, involves only comparative judgments. Thus, this elaboration cannot draw conclusions about the absolute magnitude of the selected impeding factors. One way to further increase the information value is to integrate additional questions that deliver an anchoring point (eg, specify the importance of one item), so that information in an absolute sense could be obtained [27].

Conclusions

The majority of potential screening participants below 35 years of age were ready to accept AI-based solutions. However, participants’ demands for increased transparency and explainability of AI-based tools must be considered for successful translation into clinical practice. Digital natives between 18 and 24 years and between 25 and 34 years of age showed similar preferences and concerns when compared to each other as well as to other age groups. They preferred the use of AI-based solutions as expert assistance systems, attached considerable value to the accuracy of AI apps, and expressed data privacy concerns.
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Abstract
Atrial fibrillation is the most commonly reported arrhythmia and, if undiagnosed or untreated, may lead to thromboembolic events. It is therefore desirable to provide screening to patients in order to detect atrial arrhythmias. Specific mobile apps and accessory devices, such as smartphones and smartwatches, may play a significant role in monitoring heart rhythm in populations at high risk of arrhythmia. These apps are becoming increasingly common among patients and professionals as a part of mobile health. The rapid development of mobile health solutions may revolutionize approaches to arrhythmia screening. In this viewpoint paper, we assess the availability of smartphone and smartwatch apps and evaluate their efficacy for monitoring heart rhythm and arrhythmia detection. The findings obtained so far suggest they are on the right track to improving the efficacy of early detection of atrial fibrillation, thus lowering the risk of stroke and reducing the economic burden placed on public health.
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Introduction
The most commonly reported arrhythmia is atrial fibrillation (AF) [1]. Its prevalence is still underestimated [2], particularly the asymptomatic form: silent AF. Even so, the prevalence of symptomatic AF is estimated to be 0.12%-0.16% in patients aged <49 years, 3.7%-4.2% in patients aged 60-70 years, and almost 10%-17% in those aged ≥80 years [3]. The most common undiagnosed and untreated AF complications are thromboembolic events, such as stroke, which occur up to 5.6 times more frequently in AF patients [4]. It is therefore desirable to provide screening to patients in order to detect atrial arrhythmias. Additionally, the European Society of Cardiology (ESC) 2020 ESC Guidelines for the diagnosis and management of AF recommends opportunistic screening for AF by pulse taking or electrocardiogram (ECG) rhythm strip in patients above 65 years of age, and systematic ECG screening in patients above 75 years of age or those at high risk of stroke [5]. A problem arises when occasionally performed ECG does not record any arrhythmia, and the patient demonstrates palpitations or even worse symptoms, such as a thromboembolic event. As the prevalence of silent AF is estimated to be 10%-25% in the general population [6] and 30%-44% in older adults [7], it is reasonable to promote active screening for AF in patients at risk of the disease.

Specific mobile apps and accessory devices, such as smartphones and smartwatches, may play a significant role in monitoring heart rhythm in populations who are at high risk of arrhythmia: almost 2.71 billion smartphones are currently in use [8], and almost 150 million smartwatches are predicted to be in use in 2021 [9,10]. In general, the algorithms used by the apps correctly detect AF; however, if an automatic algorithm improperly classifies a trace as AF, it can then be verified and reclassified by a clinician.
In this viewpoint paper, we assess the availability of smartphone and smartwatch apps and evaluate their efficacy for monitoring heart rhythm and arrhythmia detection. These apps are becoming increasingly common among patients and professionals as a part of mobile health (mHealth) [11].

Methods of Screening for Arrhythmias and Heart Rhythm Monitoring

Practically, heart rhythm is typically monitored using continuous and intermittent systems. Continuous systems record the heart rhythm continuously from 24 hours up to 3 years; these show ECG varying in duration or with different numbers of presented leads (Figure 1).

Figure 1. Standard systems of heart rhythm monitoring [12-17]. ECG: electrocardiogram; ILR: implantable loop recorder; MCOT: mobile cardiac outpatient telemetry; PEM: patch electrocardiogram monitoring.

In contrast, intermittent systems are easily accessible and may play a role when continuous monitoring fails or is unacceptable by the patient. They record the heart rhythm on demand and are typically used upon symptom occurrence or according to a routine schedule (ie, each morning). For this paper, intermittent systems are classified into 5 main groups: standalone devices (ie, MyDiagnostick [18], The Heart Check PEN [19], or Lohman Afib Alert [20]), smartphone/smartwatch apps not dependent on an accessory device, smartphone apps dependent on an accessory device, and smartwatch apps.

The apps created for heart rhythm monitoring record the signal by either photoplethysmography (PPG), electrocardiography (ECG), seismocardiography (SCG), or phonocardiography (PCG). Of these, PPGs and ECGs have achieved commercial success. Some apps have been cleared by the United States Food and Drug Administration (FDA) or certified with the Conformité Européenne (CE) mark. They differ regarding their availability for particular mobile operating systems, duration of sample recording, and their ability to detect irregularity or even differentiate AF from normal sinus rhythm or other arrhythmias.

Methods for Identifying Available Apps

The European (Poland) App Store and Google Play were searched by 2 independent reviewers (MK and IW) for mobile apps that monitor heart rate. The search was performed between the September 9 and September 16, 2019. The apps offered in the App Store were searched using an iPhone 7 Plus with iOS 12.4.1 (Apple Inc), while those offered in Google Play were searched using a Samsung Galaxy S6 (Samsung Electronics) with Android Oreo 8.1 (Google). The following search string was employed: “heart rate” OR “atrial fibrillation” OR “ECG”. The inclusion criterion comprised the presence of an analogous or automatic algorithm for arrhythmia detection; no exclusion criteria were applied.

The Overview of Various Technologies and Apps

A total of 7 Android or iOS accessory device–independent smartphone or smartwatch apps, 8 Android or iOS smartphone accessory device–dependent apps, and 4 Android Wear/watchOS smartwatch apps were identified. An accessory device is defined as a tool with at least 2 built-in electrodes which wirelessly connects to a smartphone and is managed from a dedicated app. In addition to “core” apps that were identifiable in the search (Cardiio Pulsometer, Preventicus Heartbeats, and Kardia Mobile), 4 selected “mother-derived” apps were also evaluated: Cardiio Rhythm, Preventicus Nightwatch (both not available commercially), Kardia Band, and Kardia Mobile 6L. Information about these mother-derived apps are available on the developer's website. Due to the prevalence of ECG-based testing among the apps, 2 ECG-based smartphone apps (Kardia and Istel ECG) and 1 smartwatch app (Health) are presented as representative cases. All identified apps and their characteristics are presented in Tables 1 and 2.
Table 1. Characteristics of apps used for heart rhythm monitoring.

<table>
<thead>
<tr>
<th>App</th>
<th>Mobile operating system</th>
<th>Ratings</th>
<th>Downloads, n&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Cost (US $)</th>
<th>Method of recording</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accessory device–independent apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart_Rhythm</td>
<td>iOS</td>
<td>2.2/5.0</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Free at all</td>
<td>PPG&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Photo Aflb Detector</td>
<td>iOS</td>
<td>2.0/5.0</td>
<td>N/A</td>
<td>Free at all</td>
<td>PPG</td>
</tr>
<tr>
<td>Cardiio: Pulsometr&lt;sup&gt;d&lt;/sup&gt;</td>
<td>iOS</td>
<td>4.7/5.0</td>
<td>N/A</td>
<td>Free up to 9.99 per month</td>
<td>PPG</td>
</tr>
<tr>
<td>Cardiio Rhythm&lt;sup&gt;e&lt;/sup&gt;</td>
<td>iOS</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>PPG</td>
</tr>
<tr>
<td>Preventicus Heartbeats</td>
<td>Android or iOS</td>
<td>4.1/5.0</td>
<td>100,000+</td>
<td>Free up to 43.99 per year</td>
<td>PPG</td>
</tr>
<tr>
<td>FibriCheck</td>
<td>Android or iOS</td>
<td>3.9/5.0</td>
<td>100,000+</td>
<td>4.71 up to 12.96 per month</td>
<td>PPG</td>
</tr>
<tr>
<td>Heart Beat</td>
<td>Android</td>
<td>3.5/5.0</td>
<td>10,000+</td>
<td>Free</td>
<td>PCG</td>
</tr>
<tr>
<td>BeatScanner</td>
<td>iOS</td>
<td>2.0/5.0</td>
<td>N/A</td>
<td>Free</td>
<td>SCCG&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Accessory device–dependent apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kardia Mobile&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Android or iOS</td>
<td>3.6/5.0</td>
<td>100,000+</td>
<td>Free&lt;sup&gt;h&lt;/sup&gt;</td>
<td>ECG&lt;sup&gt;i&lt;/sup&gt;</td>
</tr>
<tr>
<td>Kardia Mobile 6L</td>
<td>Android or iOS</td>
<td>3.6/5.0</td>
<td>100,000+</td>
<td>Free</td>
<td>ECG</td>
</tr>
<tr>
<td>Kardia Band for Apple Watch Series 1-3</td>
<td>iOS</td>
<td>3.6/5.0</td>
<td>100,000+</td>
<td>Free</td>
<td>ECG</td>
</tr>
<tr>
<td>ECG Check</td>
<td>Android or iOS</td>
<td>3.1/5.0</td>
<td>10,000+</td>
<td>Free</td>
<td>ECG</td>
</tr>
<tr>
<td>Istel ECG</td>
<td>Android or iOS</td>
<td>4.3/5.0</td>
<td>10,000+</td>
<td>Free</td>
<td>ECG</td>
</tr>
<tr>
<td>CardioSecur Pro</td>
<td>Android or iOS</td>
<td>3.4/5.0</td>
<td>5000+</td>
<td>Free</td>
<td>ECG</td>
</tr>
<tr>
<td>Sanket Life-ECG, Stress, Fitness</td>
<td>Android or iOS</td>
<td>3.2/5.0</td>
<td>1000+</td>
<td>Free</td>
<td>ECG</td>
</tr>
<tr>
<td>GEMS Mobile ECG for HeartCheck CardiBeat</td>
<td>Android or iOS</td>
<td>N/A</td>
<td>5000+</td>
<td>Free</td>
<td>ECG</td>
</tr>
<tr>
<td>Coala Heart Monitor</td>
<td>Android or iOS</td>
<td>4.0/5.0</td>
<td>1000+</td>
<td>Free</td>
<td>ECG</td>
</tr>
<tr>
<td>i2Dtx for CardioSleeve</td>
<td>iOS</td>
<td>5.0/5.0</td>
<td>N/A</td>
<td>Free</td>
<td>ECG</td>
</tr>
<tr>
<td><strong>Smartwatch apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preventicus Nightwatch&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Android Wear or watchOS</td>
<td>N/A</td>
<td>N/A</td>
<td>Free</td>
<td>PPG</td>
</tr>
<tr>
<td>FibriCheck</td>
<td>Fitbit OS</td>
<td>N/A</td>
<td>N/A</td>
<td>Free</td>
<td>PPG</td>
</tr>
<tr>
<td>Heart for Apple Watch: All series</td>
<td>watchOS</td>
<td>N/A</td>
<td>N/A</td>
<td>Free</td>
<td>PPG</td>
</tr>
<tr>
<td>ECG app for Apple Watch: Series 4 and subsequent</td>
<td>watchOS</td>
<td>N/A</td>
<td>N/A</td>
<td>Free</td>
<td>ECG</td>
</tr>
<tr>
<td>Huawei Health for Huawei Watch GT</td>
<td>Android Wear</td>
<td>N/A</td>
<td>N/A</td>
<td>Free</td>
<td>PPG</td>
</tr>
<tr>
<td>Heart Health for Garmin Watches</td>
<td>Android Wear</td>
<td>N/A</td>
<td>N/A</td>
<td>Free</td>
<td>PPG</td>
</tr>
</tbody>
</table>

<sup>a</sup>Data available only for Android apps.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>PPG: photoplethysmography.

<sup>d</sup>Formerly known as Cardiio – Heart Rate.
Not available commercially, study version only.

SCG: seismocardiography.

Formerly known as AliveCor.

Device cost not included.

ECG: electrocardiogram.
<table>
<thead>
<tr>
<th>App</th>
<th>Automatic irregularity or AF(^a) detection algorithm</th>
<th>FDA(^b) clearance</th>
<th>CE(^c) certificate</th>
<th>Duration of recording</th>
<th>Number of leads if applicable</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accessory device–independent apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart_Rhythm</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>10 s</td>
<td>N/A(^d)</td>
</tr>
<tr>
<td>Photo Afib Detector</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>30, 60, or 120 s</td>
<td>N/A</td>
</tr>
<tr>
<td>Cardiio: Pulsometr(^e)</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>20 s</td>
<td>N/A</td>
</tr>
<tr>
<td>Cardiio Rhythm(^f)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>20 s</td>
<td>N/A</td>
</tr>
<tr>
<td>Preventicus Heartbeats</td>
<td>Yes</td>
<td>No</td>
<td>Ila</td>
<td>60 or 300 s</td>
<td>N/A</td>
</tr>
<tr>
<td>FibriCheck</td>
<td>Yes</td>
<td>Yes</td>
<td>Ila</td>
<td>60 s</td>
<td>N/A</td>
</tr>
<tr>
<td>Heart Beat</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>30 s</td>
<td>N/A</td>
</tr>
<tr>
<td>BeatScanner</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>120 s</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Accessory device–dependent apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kardia Mobile(^g)</td>
<td>Yes</td>
<td>Yes</td>
<td>Ila</td>
<td>30 s</td>
<td>1</td>
</tr>
<tr>
<td>Kardia Mobile 6L</td>
<td>Yes</td>
<td>Yes</td>
<td>Ila</td>
<td>30 s</td>
<td>6</td>
</tr>
<tr>
<td>Kardia Band for Apple Watch Series 1-3</td>
<td>Yes</td>
<td>Yes</td>
<td>Ila</td>
<td>35 s</td>
<td>1</td>
</tr>
<tr>
<td>ECG Check</td>
<td>Yes</td>
<td>Yes</td>
<td>Ila</td>
<td>45 s</td>
<td>1</td>
</tr>
<tr>
<td>Istel ECG</td>
<td>Yes</td>
<td>No</td>
<td>Ila</td>
<td>30, 60, 120 or 180 s</td>
<td>6</td>
</tr>
<tr>
<td>CardioSecur Pro</td>
<td>Yes</td>
<td>No</td>
<td>Ila</td>
<td>30 s</td>
<td>6-12</td>
</tr>
<tr>
<td>Sanket Life-ECG, Stress, Fitness</td>
<td>No</td>
<td>No</td>
<td>Ila</td>
<td>20 s</td>
<td>1</td>
</tr>
<tr>
<td>GEMS Mobile ECG for HeartCheck CardiBeat</td>
<td>Yes</td>
<td>Yes</td>
<td>Ila</td>
<td>30-300 s</td>
<td>1</td>
</tr>
<tr>
<td>Coala Heart Monitor</td>
<td>Yes</td>
<td>Yes</td>
<td>Ila</td>
<td>60 s</td>
<td>2</td>
</tr>
<tr>
<td>i2Dtx for CardioSleeve</td>
<td>Yes</td>
<td>Yes</td>
<td>Ila</td>
<td>30 s</td>
<td>3</td>
</tr>
<tr>
<td><strong>Smartwatch apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preventicus Nightwatch(^f)</td>
<td>Yes</td>
<td>No</td>
<td>Ila</td>
<td>Continuous</td>
<td>N/A</td>
</tr>
<tr>
<td>FibriCheck</td>
<td>Yes</td>
<td>Yes</td>
<td>Ila</td>
<td>60 s</td>
<td>N/A</td>
</tr>
<tr>
<td>Heart for Apple Watch: All series</td>
<td>No</td>
<td>No</td>
<td>Ila</td>
<td>Dependent on user activity</td>
<td>N/A</td>
</tr>
<tr>
<td>ECG app for Apple Watch: Series 4 and subsequent</td>
<td>Yes</td>
<td>Yes</td>
<td>Ila</td>
<td>30 s</td>
<td>1</td>
</tr>
<tr>
<td>Huawei Health for Huawei Watch GT</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Dependent on user activity</td>
<td>N/A</td>
</tr>
<tr>
<td>Heart Health for Garmin Watches</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Dependent on user activity</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)AF: atrial fibrillation.
\(^b\)FDA: Food and Drug Administration.
\(^c\)CE: Conformité Européenne.
\(^d\)N/A: not applicable.
\(^e\)Formerly known as Cardiio – Heart Rate.
\(^f\)Not available commercially, study version only.
\(^g\)Formerly known as AliveCor.

**Apps Using PPG**

PPG is a technology in which a light source, such as a light-emitting diode, illuminates a tissue, and a photodetector measures the amount of backscattered light returned [21]. The amount of backscattered light corresponds with the variations of blood volume over the sampling area. As blood volume is synchronous with heartbeat, PPG can accurately show heart
located opposite to each other (Figure 2B and C), such as a pulse oximeter, are called “transmissive” [23]. A typical photoplethysmogram wave is shown in red in Figure 2D: its peaks are slightly delayed in relation to the R of the QRS complex in a standard electrocardiogram, representing the time the blood needs to fill up the furthest areas of the body.

Figure 2. (A) Measuring heart rate with mobile photoplethysmography. The finger is placed over the camera when the flash is on. (B) Transmissive method of measuring heart rate with PPG (used in pulse oximeters). (C) Reflective method of measuring heart rate with photoplethysmography (used in smartphones or smartwatches). (D) Differences in wave shape and RR to RR shift between photoplethysmogram (red curve) and electrocardiogram (black curve) [23-25]. LED: light-emitting diode; PD: photodetector; RR: the interval between 2 Rs in 1 heart cycle.

Heart_Rhythm

Heart_Rhythm is a free app that allows the user to record PPG and then compare the PPG with a model sinus rhythm or atrial fibrillation wave. The efficacy of such subjective self-assessments of rhythm patterns has not been validated in any clinical research [26].

Photo AFib Detector

Photo AFib Detector is a free app, which automatically detects an abnormality in the pattern of live-recorded PPG signal by estimating 2 statistical parameters: root mean square of successive difference and Shannon entropy [27]. An algorithm combining root mean square of successive difference and Shannon entropy in an iPhone 4S showed 96.2% sensitivity and 97.5% specificity for beat-to-beat discrimination of AF from sinus rhythm when compared with the 12-lead ECG [28]. However, Photo AFib Detector has not been directly validated in any clinical research.

Cardiio: Pulsometer (Former Name: Cardiio–Heart Rate Monitor) and Cardiio Rhythm

Cardiio: Pulsometer is a free app, while Cardiio Rhythm is a beta version currently used only for scientific purposes.

Cardiio: Pulsometer records high-quality PPG that can be evaluated by an expert and classified as sinus rhythm or rhythm other than sinus; unfortunately, there is no automatic algorithm for arrhythmia detection. Interestingly, the previous version of Cardiio: Pulsometer, called Cardiio – Heart Rate Monitor, was equipped with a face mode that enabled a contactless measurement of the heart rate based on the face of the user. Although Yan et al [29] showed that both finger and face PPGs demonstrate high accuracy in measuring resting heart rates, the app currently only uses the finger mode due to legal reasons [30].

Although Cardiio Rhythm is not currently commercially available, recent clinical findings regarding the app are promising. The sensitivity of the Cardiio Rhythm finger mode (92.9%, 95% CI 77-99) was found to be higher than the internet-enabled mobile ECG distributed by AliveCor (iECG; 71.4, 95% CI 51-87), while Cardiio Rhythm and iECG demonstrated comparable specificity (97.7%, 95% CI 97-99 vs 99.4%, 95% CI 99-100) [31]. Although Cardiio Rhythm demonstrated a lower positive predictive value (PPV) than did iECG (53.1%, 95% CI 38-67 vs 76.9%, 95% CI 56-91), both apps had high negative predictive values (NPV; 99.8%, 95% CI 99-100 vs 99.2, 95% CI 98-100) [31]. Cardiio Rhythm finger mode demonstrated 93.1% sensitivity (95% CI 86.9-97.2) and 90.9% specificity (95% CI 82.9-96.0) compared with superficial ECG, with a 92.2% PPV (95% CI 85.8-95.8) and 92.0% NPV (95% CI 94.8-95.9) [32]. Finally, Cardiio Rhythm’s facial mode effectiveness demonstrated high sensitivity (95%, 95% CI 87-98) and high specificity (96%, 95% CI 91-98) in discriminating AF compared with 12-lead ECG. The PPV and NPV of the facial mode was 92% (95 CI 84-96) and 97% (95% CI 93-99), respectively [33].

Preventicus Heartbeats and Preventicus Nightwatch

Preventicus Heartbeats is freely available for smartphones, while Preventicus Nightwatch is available only for smartwatch users. Both apps use PPG in screening for AF, and both have been validated in clinical trials.

The full version of Preventicus Heartbeats allows the user to record PPG and receive a complete report about the rhythm variability. In 2019, the Enhanced Diagnostics for Early Detection of Atrial Fibrillation–Prospective Validation (DETECT AF PRO) trial was performed to compare the efficacy of Preventicus Heartbeats in AF screening with iECG. The sensitivity and specificity of the Preventicus Heartbeats app increased with recording time from 1-3 to 5 minutes; the
sensitivity was found to be 89.9% (95% CI 85.5-93.4), 91.3% (95% CI 86.5-94.7), and 91.5% (95% CI 85.9-95.4), respectively, while the specificity was found to be 99.1% (95% CI 97.5-99.8), 98.7% (95% CI 96.7-99.6), and 99.6% (95% CI 97.8-100), respectively [34].

A similar trial, Smartwatches for Detection of Atrial Fibrillation (WATCH AF), was carried out to compare the efficacy of heart rhythm monitoring by the Preventicus Nightwatch smartwatch PPG-based algorithm with that of iECG. One-minute recordings were analyzed by the Preventicus Nightwatch (available for smartwatches only) and compared with the iECG. The algorithm demonstrated 93.7% sensitivity (95% CI 89.8-96.4) and 98.2% specificity (95% CI 95.8-99.4) in detecting AF [35,36]. Preventicus Nightwatch appear to represent a breakthrough in the monitoring of arrhythmia as it will be able to continuously analyze PPG and document AF events lasting for at least 1 minute. However, it still remains in testing [35].

**FibriCheck**

FibriCheck is the only PPG-based heart rhythm monitoring app cleared both by the FDA and CE. In one study, a comparison of heart rate measurements by FibriCheck and 2 other FDA-cleared devices, Nonin oximeter and AliveCor, found a correlation of 0.834 between FibriCheck and Nonin, 0.88 between FibriCheck and AliveCor, and 0.897 between Nonin and AliveCor (no significant difference; P=.61); in addition, an R-R and peak-to-peak interval correlation of 0.993 was found between FibriCheck and wearable ECG (no significant difference; P=.92) [37]. FibriCheck was also included in the Real Life Digital Population Screening for Atrial Fibrillation Using only a Smartphone (DIGITAL AF II) study, including over 60,000 participants who completed the monitoring period. The study yielded a database of nearly 600,000 pieces of 1-minute PPGs [38]. Of these, 791 participants (1.3%) presented a trace typical for AF. The prevalence of AF in this population was found to be 1.68% in patients aged 40-49 years, 2.16% in those aged 50-59 years, 3.23% in those aged 60-69 years old, 5.97% in those aged 70-79 years, and 12.3% in those aged ≥80 years [38]. Unfortunately, the study has a few limitations: the traces were not compared with any other method, such as iECG or ECG, and only selected data were available. Elsewhere, FibriCheck demonstrated a sensitivity of 96% and a specificity of 91.1% compared with 12-lead ECG [39]. Its cost is not refundable from national health funds [40].

**Heart for Apple Watch: All Series**

The Heart app is an integral part of iOS and watchOS. All Apple Watch series use PPG to record the heart rate, but only series 4 and above are able to record ECG (see section ECG App for Apple Watch: Series 4 or Subsequent). However, Preventicus Nightwatch will be able to use a built-in algorithm to analyze the PPG traces recorded by Apple Watch to detect AF.

**Apps Using Electrocardiography (Dependent on an Accessory Device)**

Some mobile apps use ECG for recording and analyzing the signal and are dependent on accessory devices. These devices contain electrodes, whose number and location depend on whether 1-lead or 6-lead ECG is recorded. The devices examined in this paper are displayed in Figure 3, with the total number of the electrodes and recording leads shown in parentheses.
Figure 3. (A) Kardia Mobile (2 electrodes, 1-lead electrocardiogram). (B) Kardia Mobile 6L (3 electrodes, 6-lead electrocardiogram). (C) Kardia Band (2 electrodes, 1-lead electrocardiogram). (D) ECG Check (2 electrodes, 1-lead electrocardiogram). (E) Istel HR-2000 (4 electrodes, 6-lead electrocardiogram). (F) CardioSecur Pro (4 electrodes, 6-12-lead electrocardiogram). (G) Sanket Life-ECG, Stress, Fitness (3 electrodes, 1-12-lead electrocardiogram). (H) GEMS Mobile ECG for HeartCheck CardiBeat (2 electrodes, 1-lead electrocardiogram). (I) Coala Heart Monitor (3 electrodes, 2-lead electrocardiogram). (J) i2Dtx for CardioSleeve (3 electrodes, 3-leads electrocardiogram). (K) Apple Watch Series 4 (3 electrodes, 1-lead electrocardiogram). [41-51].

**Kardia Mobile**

Kardia Mobile (former name: AliveCor) is a clinically validated mobile device for recording 1-lead ECG and the first to be cleared by the FDA [52]. The first of 2 studies that contributed to FDA clearance of iECG was conducted by Garabelli et al [53]. The obtained ECG curve corresponds to the first (I) limb lead. The Kardia Mobile app has a built-in automatic algorithm for arrhythmia detection focused on AF.

Although some kinds of arrhythmia, like premature ventricular/supraventricular contractions or conduction abnormalities (sinus bradycardia/tachycardia, bundle branch block, or atrioventricular block) may be improperly classified as AF or even unclassified by the automatic algorithm [54,55], the app has been updated to reduce the number of unclassified traces. A study on 214 patients found the single-channel ECG to demonstrate 90.9% sensitivity (95% CI 78.3-97.5) and 93.5% specificity (95% CI 88.7-96.7) for any rhythm abnormality, and 46.4% sensitivity (95% CI 27.5-66.1) and 100% specificity (95% CI 98.0-100) for any conduction abnormality [56]. As a result, even if an automatic algorithm improperly classifies the 1-lead ECG trace as AF, it may be correctly reclassified by a clinician.

A comparison of 1-lead ECG with lead I and II of 12-lead ECG in patients taking sotalol or dofetilide found reasonable agreement between measurements of corrected QT (QTc) interval in the sinus rhythm (bias 3 ms; SD of bias 46 ms) if QTc <500 ms [57].

The efficacy of Kardia Mobile in arrhythmia detection was validated in patients with cardiovascular implantable electronic devices. A study of recordings from 251 subjects with a pacemaker (59%) or implantable cardioverter-defibrillator (41%)
in paced and nonpaced states (if possible) found the readings to be adequately interpreted in 90% of paced recordings (25 of 251 recordings were "uninterpretable") and 94.7% of nonpaced recordings (9 of 171 recordings were "uninterpretable") [58].

Kardia Mobile is an effective tool for detecting arrhythmia or conduction abnormalities in children. It was found capable of detecting supraventricular tachycardia, AF, ectopic atrial tachycardia, atrial tachycardia, and ventricular tachycardia, and the users reported a high level of satisfaction [59]. In addition, a relationship was found between QRS dispersion and QTc intervals measured by 1-lead and 12-lead ECG in both healthy children and children with cardiac disease [60].

The QT intervals recorded by Kardia Mobile were 7 ms shorter than those from the 12-lead ECG, with only a 1.75% difference. In comparison, PQ intervals were found to be 20 ms shorter than those of conventional ECG, representing a more than 10% difference. Such a significant discrepancy between PQ intervals might lead to mimicking arrhythmias, otherwise known as pre-excitation syndrome [61].

**Kardia Mobile 6L**

The Kardia Mobile 6L is the first FDA-cleared 6-lead ECG. It has 3 built-in electrodes that record 6-lead ECG in channels I-III, aVR, aVL, and aVF [62]. The system uses the same app as the 1-lead Kardia Mobile. Thus far, it has not been included in clinical trials. It is expected that the new 6L will provide better-quality ECGs and greater information on ST-segment changes or axis determination than the standard AliveCor device.

**Kardia Band**

Kardia Band was the first FDA-cleared medical accessory for the Apple Watch Series 1 to 3 and replaced the original band. It has a specially designed band with 2 built-in side electrodes for recording 1-lead ECG [63]. The sale of Kardia Band was terminated after the Apple Watch Series 4 was released.

**Istel HR-2000 (Istel ECG)**

Istel HR-2000 (Diagnosis SA) is a CE-certified device that has 4 built-in electrodes corresponding to 5 electrodes of a conventional ECG: the left arm, right arm, left leg, and right leg. The system records a 6-lead real-time ECG and an automatic algorithm recognizes AF. High-quality reports might be analyzed by experts if the result is ambiguous. The 6-lead ECG might serve as an event recorder, thus allowing the identification of other types of arrhythmia, like supraventricular or ventricular tachycardia, premature ventricular or supraventricular contractions, and atrioventricular blocks [64]. No specificity or sensitivity values for AF detection or the correlation status between intervals measured by the device and conventional ECG has been validated in clinical trials.

**ECG App for Apple Watch: Series 4 or Subsequent**

In 2018, Apple Incorporated introduced the Apple Watch Series 4, the first smartwatch to record a 1-lead ECG, corresponding with lead I from conventional ECG. Apple Watch Series 4 included 2 black crystal electrodes on the back and another electrode that serves as a Digital Crown [65]. An Apple-sponsored multicenter study with 588 patients was performed to determine the Health app's ability to generate an ECG curve corresponding to lead I from a conventional ECG and to use an algorithm classifying heart rhythms as either a sinus rhythm or AF [66]. The results were quite promising: the sensitivity for AF detection was 98.3% and the specificity was 99.6%. Consequently, the app was awarded FDA approval for Apple Watch Series 4 and above [66].

One registered clinical trial in the Cleveland Clinic has compared to the Apple Watch Series 4 and standard telemetry monitoring [67]. Recruitment has finished, but the publication of results is still pending.

**Other Technologies**

**An App Using Phonocardiography: Heart Beat**

Heart Beat is a free app that records heart rate using PCG [68]. PCG is a diagnostic technique that records cardiac acoustic phenomena [69] generated by interactions between the blood flow and heart chambers, valves, and great vessels [70]. A microphone must be placed on the chest to correctly measure the heart rate, with the surroundings remaining in absolute silence. The Heart Beat transforms the audio signal into heartbeat frequency [71]. Heart Beat has a few limitations: it has not been used in any clinical trials, absolute silence is needed when recording the signal, and its status for arrhythmia detection still remains unknown. Due to these limitations, the PCG app cannot be recommended for arrhythmia screening.

**An App Using Seismocardiography: BeatScanner**

BeatScanner is the only app that uses SCG [72]. The app uses a very sensitive built-in accelerometer and gyroscope sensors in the smartphone to acquire microvibrations of the precordial area in reaction to heartbeats, blood flow, and respiration [73,74]. The vibrations can be studied along the superior-inferior axis (head to foot), the sinister-dexter axis (left to right), and the dorsoventral axis (back to front) [75]. The typical signal received by the gyroscope or accelerometer is called a seismocardiogram. The peaks in the seismocardiogram correspond to the opening and closing of the mitral and aortic valve [74,76]. The averaged SCG signal corresponds to ECG (Figure 4) [72,74,76]. According to Salerno and Zanetti [77], SCG might be applied to monitor the function of the left ventricle during ischemia. Paukkunen et al [78] propose that SCG may play a role in detecting atrial flutter. SCG may prove to be useful in arrhythmia detection, as the sensors are built into devices such as smartphones, and the method is noninvasive. Moreover, the sensors are cheap to develop, and the obtained signal is of high quality [75]. Unfortunately, no randomized controlled trials have compared BeatScanner with any of the methods validated for arrhythmia detection.
Current Status and Future of Smartphone Apps in Mobile Health

A number of clinical trials have demonstrated that mobile apps both with and without accessory devices can play a valuable role in arrhythmia screening and that this role may grow in the future. The list of trials given in Table 3 includes those regarding the sensitivity and specificity of the apps and were published in PubMed before June 2020; these studies were identified by a search using the name of the app or name of technology. Some of the apps were evaluated individually (i.e., FibriCheck in the DIGITAL AF II at the screening phase) so that the specificity or sensitivity is not available. Others were compared to each other or the gold standard (i.e., conventional 12-lead ECG; Table 3).
Table 3. Mobile app in clinical research, including their sensitivity and specificity in detecting atrial fibrillation for individual applications

<table>
<thead>
<tr>
<th>Study by app examined</th>
<th>Method with which the app was compared</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Smartphone apps</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Photo Afib Detector</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>McManus et al, 2013 [28]</td>
<td>12-lead ECG</td>
<td>96.2</td>
<td>97.5</td>
</tr>
<tr>
<td><strong>Cardio Rhythm</strong>b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rozen et al, 2018 [32]</td>
<td>12-lead ECG</td>
<td>93.1</td>
<td>90.9</td>
</tr>
<tr>
<td>Yan et al, 2018 [33]</td>
<td>12-lead ECG</td>
<td>95.0</td>
<td>96.0</td>
</tr>
<tr>
<td>Chan et al, 2016 [31]</td>
<td>AliveCor</td>
<td>92.9</td>
<td>97.7</td>
</tr>
<tr>
<td><strong>Preventicus Heartbeats</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FibriCheck</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proesmans et al, 2019 [39]</td>
<td>12-lead ECG</td>
<td>96.0</td>
<td>91.1</td>
</tr>
<tr>
<td>Verbrugge et al, DIGITAL AF II(^e), 2019 [38]</td>
<td>N/A[7]</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Kardia Mobile</strong>g</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selder et al, 2019 [54]</td>
<td>12-lead ECG</td>
<td>92.0</td>
<td>95.0</td>
</tr>
<tr>
<td>Koltofski et al, 2019 [61]</td>
<td>12-lead ECG</td>
<td>92.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Himmelreich et al, 2019 [56]</td>
<td>12-lead ECG</td>
<td>87.0</td>
<td>97.9</td>
</tr>
<tr>
<td>Brasier et al (DETECT AF PRO), 2019 [34]</td>
<td>Preventicus Heartbeats</td>
<td>99.6</td>
<td>97.8</td>
</tr>
<tr>
<td>William et al. (iREAD(^h)), 2018 [80]</td>
<td>12-lead ECG</td>
<td>96.6</td>
<td>94.1</td>
</tr>
<tr>
<td>Lown et al (SAFETY(^i)), 2018 [81]</td>
<td>12-lead ECG</td>
<td>97.8</td>
<td>98.8</td>
</tr>
<tr>
<td>Chan et al, 2016 [31]</td>
<td>Cardiio Rhythm</td>
<td>71.4</td>
<td>99.4</td>
</tr>
<tr>
<td>Lowres et al (SEARCH-AF), 2014 [82]</td>
<td>12-lead ECG</td>
<td>98.5</td>
<td>91.4</td>
</tr>
<tr>
<td><strong>Smartwatch apps</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Preventicus Nightwatch</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dörr et al, (WATCH AF(^j)), 2019 [36]</td>
<td>AliveCor</td>
<td>93.7</td>
<td>98.2</td>
</tr>
<tr>
<td><strong>Kardia Band</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wasserlauf et al, 2019 [83]</td>
<td>Reveal LINQ</td>
<td>97.5</td>
<td>N/A</td>
</tr>
<tr>
<td>Bumgarner et al, 2018 [84]</td>
<td>12-lead ECG</td>
<td>93.0</td>
<td>84.0</td>
</tr>
<tr>
<td><strong>Health for Apple Watch Series 4</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apple Incorporated, 2018 [85]</td>
<td>12-lead ECG</td>
<td>98.3</td>
<td>99.6</td>
</tr>
</tbody>
</table>

\(^a\)ECG: electrocardiogram.
\(^b\)Beta version not commercially available.
\(^c\)DETECT AF PRO: Enhanced Diagnostics for Early Detection of Atrial Fibrillation–Prospective Validation
\(^d\)Sensitivity and specificity values increased in the course of recording time from 1-3 to 5 minutes.
\(^e\)DIGITAL AF II: Impact of Smartphone-Based Atrial Fibrillation Screening in the General Population for Primary Stroke Prevention.
\(^f\)N/A: not available.
\(^g\)Formerly known as AliveCor.
\(^h\)iREAD: Assessing the Accuracy of an Automated Atrial Fibrillation Detection Algorithm Using Smartphone Technology.
\(^i\)SAFETY: Screening for Atrial Fibrillation Using Economical and Accurate Technology.
\(^j\)WATCH-AF: Smartwatches for Detection of Atrial Fibrillation.

Smartphone or smartwatch apps appear easy to use and are characterized by high accuracy in arrhythmia detection [86]. They may serve as noninvasive event recorders in patients with unexplained palpitations or presyncope [87]. In addition, heart
rhythm monitoring based on AliveCor was well received among the pediatric population compared to conventional telemetry devices [59]. As mHealth components, mobile apps can be effectively used to detect the first episode or early recurrence of atrial arrhythmia in patients with high stroke risk and unknown AF [88] or following ablation or cardioversion [89]. Finally, screening for AF with mobile apps can lower the risk of stroke and reduce the economic burden: its use has a good cost-effectiveness ratio [82,86].

The two leading methods of arrhythmia screening are PPG and iECG, with the former being more accessible. Although PPG still needs further investigation, the results of The Huawei Heart Study [90] and The Apple Heart Study [85], conducted on 187,912 and 419,093 participants respectively, seem promising. The findings indicate that PPG may play a significant role in AF screening by detecting heart rhythm irregularity. Regarding the iECG method, European Heart Rhythm Association findings suggest that clinicians’ interpretation of arrhythmia episodes detected by apps does not need to be confirmed with ECG before treatment initiation [91]. Apps based on PCG or SCG face a number of hurdles before implementation due to the substantial interference between chest sounds (in PCG) or oscillations (in SCG) with ambient sound or body tremors, the need for direct access to the chest, the need for complete contact between the phone and the chest wall, and the need for a compulsory position to perform the measurement. These technical details make PCG or SCG less useful than iECG or PPG in everyday practice. In addition, no PCG or SCG apps have been evaluated thus far in clinical trials.

A combination of technologies, such as PPG with subsets of artificial intelligence, is changing health outcomes worldwide. A summary of normal sinus rhythm and AF reports generated by selected apps is shown in Figure 5.
The role of apps supporting AF diagnosis and treatment will undoubtedly grow [90]. Since the first publication regarding the possibility of using PPG in AF detection (McManus et al [28] in 2013), its role has been developed and consolidated. Nowadays, PPG devices are not only used to confirm heart rate or check its regularity, but they can also record real-time iECG and serve as an indication for a specialist to initiate treatment [88]. The apps help detect the first episode of AF, monitor the heart rhythm in paroxysmal AF, monitor the heart rate in permanent AF, and connect the symptom with other arrhythmias or conduction abnormalities [92].

During the 2019 COVID-19 pandemic, when face-to-face consultations were transformed into teleconsultations, the value of smartphone apps and mHealth solutions in remote arrhythmia management was confirmed [93]. With the pandemic gathering pace, mobile apps will undoubtedly become a more fixed part of health infrastructure.
In addition to arrhythmia screening, some apps can be used for other applications. The literature has discussed the potential for detecting real-time myocardial ischemia using single-lead Kardia Mobile [94] or even ST-elevated myocardial infarction of the inferior wall by transforming single-lead Apple Watch Series 4 into a triple-lead smartwatch [95]. Also, the newly introduced Kardia Mobile 6L seems to be a perfect device for diagnosing myocardial ischemia and even myocardial infarction of the inferior wall, owing to its 6-lead ECG feature [62]. In addition, Yasin et al [96] found that an iECG signal could be processed to calculate the serum potassium concentration in patients undergoing hemodialysis.

**Conclusions**

The rapid development of mHealth solutions may revolutionize approaches to arrhythmia screening. The ECG- and PPG-based apps demonstrate greater availability and efficacy in AF detection than those using PCG or SCG.

ECG apps can be used to detect AF; in addition, the results can also be used to precisely diagnose other types of arrhythmias (narrow or wide QRS complex tachycardia, premature supraventricular or ventricular contractions), conduction abnormalities (atrioventricular blocks, intraventricular blocks of undetermined origin), and pathological intervals (short or long QT) if the ECG trace is interpreted by a specialist. In contrast, PPG apps can be used to detect AF or to diagnose general tachycardia or bradycardia of undetermined etiology or premature contractions of undetermined origin. Therefore, it is recommended that PPG apps be used for monitoring treatment efficacy and that ECG apps be used for determining a diagnosis of AF; as robust traces are essential to starting proper treatments, such as those that included oral anticoagulants. However, due to technical details and lack of evidence, PCG or SCG apps cannot be recommended for setting a diagnosis of AF or for monitoring treatment efficacy.

As new technologies are still being developed, clinical trials of mobile apps in health care are ongoing. The findings obtained so far suggest they are on the right track to improving the efficacy of early detection of AF, thus lowering the risk of stroke and reducing the economic burden placed on public health.
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Abstract

Background: Self-management of ambulatory cancer pain is full of challenges. Motivated by the need for better pain management, we developed a WeChat-supported platform, Medication Housekeeper (MediHK), to enhance communication, optimize outcomes, and promote self-management in the home setting.

Objective: We conducted a randomized controlled trial to assess whether the joint physician-pharmacist team through MediHK would provide better self-management of ambulatory patients with cancer pain.

Methods: Patients were randomly assigned to either an intervention group or control group. During the 4-week study period, the pharmacist would send 24-hour pain diaries daily, adverse drug reaction (ADR) forms every 3 days, and the Brief Pain Inventory form every 15 days to patients in the intervention group via MediHK. If a patient needed a change in drug/dosage or treatment of an ADR after the comprehensive review, the pharmacist would propose pharmacological interventions to the attending physician, who was then responsible for prescribing or adjusting pain medications. If no adjustments were needed, the pharmacist provided appropriate targeted education based on knowledge deficits. Patients in the control group received conventional care.

Related Article:
This is a corrected version. See correction statement: https://mhealth.jmir.org/2021/9/e33223
and did not receive reminders to fill out the forms. However, if the control group patients filled out a form via MediHK, the pain management team would review and respond in the same way as for the intervention group. The primary outcomes included pain intensity and pain interference in daily life. Secondary outcomes included patient-reported outcome measures, medication adherence, ADRs, and rehospitalization rates.

Results: A total of 100 patients were included, with 51 (51%) in the intervention group and 49 (49%) in the control group. The worst pain scores, least pain scores, and average pain scores in the intervention group and the control group were statistically different, with median values of 4 (IQR 3-7) vs 7 (IQR 6-8; P=0.001), 1 (IQR 0-2) vs 2 (IQR 1-3; P=0.2), and 2 (IQR 2-4) vs 4 (IQR 3-5; P=0.001), respectively, at the end of the study. The pain interference on patients’ general activity, mood, relationships with others, and interests was reduced, but the difference was not statistically significant compared with the control group (P=0.10-0.76). The medication adherence rate increased from 43% to 63% in the intervention group, compared with an increase of 33% to 51% in the control group (P<0.001). The overall number of ADRs increased at 4 weeks, and more ADRs were monitored in the intervention group (P=0.003). Rehospitalization rates were similar between the 2 groups.

Conclusions: The joint physician-pharmacist team operating through MediHK improved pain management. This study supports the feasibility of integrating the internet into the self-management of cancer pain.

Trial Registration: Chinese Clinical Trial Registry ChiCTR1900023075; https://www.chictr.org.cn/showproj.aspx?proj=36901
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Introduction

Pain is a common and challenging issue for cancer patients, affecting most at some stage of their disease [1]. A meta-analysis indicated that pain prevalence was 33% in patients after curative treatment, 64% in patients with advanced disease, and 59% in patients on anticancer therapy; approximately 35% of patients reported their pain as moderate to severe [2]. Inadequate pain management continues, with approximately one-third of cancer pain patients undertreated [3]. According to recent surveys, cancer pain management in China remains far from the ideal goal [4]. The barriers are multifactorial, including knowledge deficits, inadequate pain assessment, and misconceptions of pain from both patients and professionals [5]. Managing ambulatory patients is especially tough because of the complex environment, limited communication with health care providers, and difficulty managing their pain-medication regimens [6,7].

Both the World Health Organization and the European Society for Medical Oncology recommended that cancer pain patients should be active in their self-management of their pain. Patient-reported outcomes are increasingly used in routine ambulatory cancer care to guide clinical decisions, enhance communication, and improve symptom management [8]. Electronic patient-reported outcomes, supported by computer-adaptive testing technology, have shown potential in the era of big data [9]. Smartphones and apps such as WeChat (the largest social networking app in China), provide additional value to obtain knowledge and information, as well as making it possible for patients and health care providers to communicate electronically. Most patients are willing to self-report their symptoms via digital health apps. Several studies have reported on applications based on the eHealth model for the self-management of cancer pain [10,11].

This study established a physician-pharmacist collaboration team that participated in the self-management of ambulatory patients with cancer pain through a WeChat-supported platform: Medication Housekeeper (MediHK). We aimed to assess whether the joint physician-pharmacist team operating through MediHK would provide better self-management of ambulatory patients with cancer pain and optimize therapeutic outcomes.

Methods

WeChat-Supported Platform: MediHK Design

Patients were managed by MediHK, a WeChat-supported platform designed by the research team. An engineer from Hunan Normal University’s College of Information Science and Engineering provided technology support for building MediHK. MediHK has been patented by the National Intellectual Property Administration, People’s Republic of China (ZL 2015 1 0648320.2). MediHK contains 2 opening screens: (1) the patient interface (Multimedia Appendix 1) and (2) the medical interface (Multimedia Appendix 2). The former is for patients, and the latter is for the members of the pain management team, which consisted of physicians and pharmacists. The medical interface was designed to manage pain-related problems and provide consultation to patients in a timely fashion. Both interfaces included 3 modules: a user login module for inserting basic user demographics into MediHK; an e-consultation module for communicating between patients and medical providers; and an introductory module for MediHK education, which offers a quick response code for new users (Multimedia Appendix 3).

We conducted 3 rounds of consensus-building using Delphi methods [12] to determine patient-reported outcome measures (PROMs) that could be integrated into MediHK. The pharmacists sent messages to patients, as shown on the far-right side of Multimedia Appendix 2, and the patients would receive a reminder, as shown on the far-right side of Multimedia Appendix 1. Patients could consult on any questions about pain, and the pain management team would receive real-time WeChat messages and respond as soon as possible. The acceptable response time was generally within 2 hours. When patients needed a change in drug/dosage or treatment of an adverse drug
reaction (ADR), pharmacists first reviewed the patients’ historical records through MediHK and, then, made recommendations and reminded the physician. In China, pharmacists have no right to prescribe. If the physician had conflicting opinions, an agreement would be reached through offline contact; then, the physician could adjust drug-therapy regimens. All treatment recommendations from the pharmacists and physicians were based on the guidelines of the European Society for Medical Oncology Standard diagnosis and treatment of cancer pain, the National Comprehensive Cancer Network, and the European Association for Palliative Care.

When the patient’s expression was not clear, there was no guarantee that the same physician or pharmacist would communicate back. However, since the previously submitted forms and consultation questions were available through MediHK, the new physician or pharmacist would review the patient’s history in all aspects. Patient information was protected by encryption. Note that all screenshots of the app include translations that have been added for clarity for this paper.

**PROMs and Forms That Integrated Into the MediHK**

**The Brief Pain Inventory**

This study used the Brief Pain Inventory (BPI; Chinese version) to assess cancer pain, and it has been widely used for its good construct and concurrent validity [13]. It provides 2 main scores, which are “pain intensity” and “pain interference in daily life.” Pain intensity is based on the Numerical Rating Scale (NRS) and includes a 4-item sensory dimension: worst pain, least pain, average pain, and present pain. Each item is rated from 0 (“no pain”) to 10 (“very severe pain”). The “pain interference on daily life” score is a 7-item reactive dimension that includes general activity, mood, walking ability, daily work, relationships, sleep, and enjoyment of life; each item is rated from 0 (“no interference on daily life”) to 10 (“complete interference”).

**Medication History and Adherence**

We designed a list to record the medication history of ambulatory patients with cancer pain (Multimedia Appendix 4). The Morisky Medication Adherence Measure [14] was used to assess adherence to analgesics because of its excellent reliability and validity in the Chinese cancer pain population [15]. The Morisky Medication Adherence Measure focuses on the following medication-taking behaviors (Multimedia Appendix 5): forgetfulness, carelessness, and cessation of the drug regimen when feeling better or worse. The answers of “yes” or “no” for each item scored 0 and 1, respectively. The scores were divided into 3 categories: complete adherence (4), incomplete adherence (1-3), and nonadherence (0).

**ADR Form**

Many patients treated with opioids may experience adverse events. To comprehensively capture ADRs of patients outside of the hospital, we designed a form (Multimedia Appendix 6) with World Health Organization terminology for ADRs and classified ADRs into several symptoms.

**Pain Diary for 24-Hour Pain**

We designed a pain diary to capture patients’ daily pain in the home setting over time. The pain diary included 5 modules (Multimedia Appendix 7): (1) a pain score record, which combined the NRS, Face Pain Scale, and Verbal Rating Scale to assess pain accurately; (2) a form that included the time of administration as well as medication name and dosage for patients taking medication within 24 hours; (3) a module that recorded the specific duration, pain score, treatment status, and new pain location when the NRS was >4; (4) a module that recorded detailed pain information; and (5) a final module that gave suggestions to physicians or pharmacists based on patient feedback.

**Study Design and Participants**

**Study Overview**

This was a 2-arm, randomized controlled clinical trial, and the study has been registered at Chictr.org ChiCTR1900023075; https://www.chictr.org.cn/showproj.aspx?proj=36901. Ambulatory patients with cancer pain in a tertiary hospital were included and assigned to either a control group (ie, joined in the MediHK only, no physician-pharmacist active intervention) or an intervention group (ie, MediHK platform plus physician-pharmacist intervention), with an allocation ratio of 1:1 using a random number table. Our pre-experiment included 72 patients who met the criteria for inclusion. The preliminary results showed that the average NRS of patients in the control group was 5.85 (SD 2.442). The average score of patients in the intervention group was expected to be <4. Assuming a type I error of 5%, a type II error of 20%, and considering the design of similar sample content, the sample size required for each group was calculated to be 37 patients. Allowing for 20% attrition, 100 patients (50 participants per group) were planned to be enrolled. The study was conducted in accordance with the Declaration of Helsinki and was approved by the ethics committee of Xiangya Hospital of Central South University (approval number 2017121139). All participants signed an informed consent form before participation.

**Care of Patients in the Intervention Group**

The pharmacist would send daily 24-hour pain diaries, ADR forms every 3 days, and the BPI form every 15 days via MediHK. The pharmacist would first review patient demographic information, check the form regarding pain intensity and interference in daily life, conduct medication therapy reviews, and review ADRs and medication adherence. If the patient needed a change in drug/dosage or treatment of an ADR after the comprehensive review, the pharmacist would propose pharmacological interventions to the attending physician. The physician was responsible for prescribing or adjusting pain medications. If no changes were needed, the pharmacist provided appropriate targeted education based on patient knowledge deficits.

**Care of Patients in the Control Group**

Patients in the control group received conventional care. Before the patient was discharged from the hospital, the pharmacist conducted detailed medication education. However, the control group patients did not receive a reminder to fill out the forms.
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If they filled out the form via MediHK, the pain management team would also review and respond the same way as for the intervention group.

**Inclusion and Exclusion Criteria**

The inclusion criteria of participants included: (1) age ≥18 years; (2) diagnosis of malignant tumors by a pathological or cytological method; (3) pain that met the cancer pain diagnostic criteria according to National Comprehensive Cancer Network Guidelines and was moderate to severe (NRS ≥4); (4) ability of patients or their families to read Chinese and use WeChat; (5) a normal verbal ability and performance status; and (6) agreement to participate in the study and sign the informed consent form.

Exclusion criteria of participants were: (1) nonmalignant pain; (2) hepatic dysfunction (alanine aminotransferase ≥2.5×ULN, aspartate aminotransferase ≥2.5×ULN, or total bilirubin ≥1.5×ULN) or renal dysfunction (serum creatinine ≥2.5×ULN); (3) participation in other clinical trials; and (4) hospitalization during the 4-week trial period.

**Patient Enrollment and Intervention**

**Patient Enrollment**

At the patients’ first visit to the ambulatory clinic, the physician provided a detailed consultation and, then, determined a treatment plan after discussion with the pharmacist; an account was created for eligible patients. After registration, the pharmacist demonstrated the use of each MediHK module to patients, including what information was collected in each form and how to fill it out and how to switch the interface to send a form or question. Even though the operation of MediHK was simple enough, the training process was approximately 10 minutes. The specific time depended on patient understanding, ability, and proficiency in WeChat. After training, patients were assigned to a pain management team and were required to complete PROMs and forms. Patients at home could contact their pain management team at any time through MediHK if they had any trouble with pain. The pain management team was required to complete standardized clinical pain management training and had at least 10 years of hospital work experience for clinical pharmaceuticals for cancer pain before performing pain-management work.

Patients were observed for 4 weeks. At week 4, the patients were required to complete and submit the PROMs through MediHK or report through phone calls within 1 day. Patients could continue to use MediHK after the completion of the study.

**Outcome Evaluation**

The primary outcomes included pain intensity and pain interference in daily life. Secondary outcomes included PROMs, medication adherence, ADRs, and rehospitalization rates.

**Statistical Analysis**

All data were analyzed using SPSS software (version 22.0; IBM Corp), and all charts were made by the graphing software GraphPad (version 8.0.2 (263); GraphPad Prism). For measurement data, the normality test adopted the Kolmogorov-Smirnov method. If normally distributed, the data were expressed as mean (SD), and the comparison between the 2 groups used 2 independent sample *t* tests. If not normally distributed, the data were expressed as the median (IQR), and the comparison between groups underwent a Mann-Whitney *U* test. Counting data were expressed as a frequency and percentage. A chi-square (*c*²) test or Fisher exact test was used for comparison between groups. We screened for factors affecting the pain intensity of outpatients with cancer pain by multivariate linear regression analysis (backward method, in=0.05, out=0.10). We defined *P*<.05 (test level=.05, two-tailed) as statistically significant.

**Results**

**Principal Results**

A total of 100 patients joined and completed this study, with 51 (51%) in the intervention group and 49 (49%) in the control group. Demographic information (ie, gender, age, height, and weight) and clinical information (ie, diagnosis, pain type, and site of pain) of the 2 groups were not statistically different, nor was the intensity, pain interference, and adherence to pain medications at baseline (*P*>.05; Table 1).
Table 1. Baseline characteristics of patients.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group (n=51)</th>
<th>Control group (n=49)</th>
<th>P value (statistical test)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>38 (75)</td>
<td>34 (69)</td>
<td>.57 ($\chi^2=0.325$)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>54.6 (14.0)</td>
<td>58.7 (14.8)</td>
<td>.16</td>
</tr>
<tr>
<td>Height (cm), median (IQR)</td>
<td>166.0 (160.0-170.0)</td>
<td>166.0 (160.0-169.5)</td>
<td>.29</td>
</tr>
<tr>
<td>Weight (kg), median (IQR)</td>
<td>55.0 (47.7-65.0)</td>
<td>55.0 (50.0-60.0)</td>
<td>.52</td>
</tr>
<tr>
<td><strong>Diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lung cancer</td>
<td>16 (31)</td>
<td>24 (49)</td>
<td></td>
</tr>
<tr>
<td>Gastrointestinal cancer</td>
<td>19 (37)</td>
<td>14 (29)</td>
<td></td>
</tr>
<tr>
<td>Head and neck cancer</td>
<td>6 (12)</td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td>Breast cancer</td>
<td>2 (4)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>8 (16)</td>
<td>8 (16)</td>
<td></td>
</tr>
<tr>
<td><strong>Pain site, n (%)</strong></td>
<td></td>
<td></td>
<td>.16 ($\chi^2=7.986$)</td>
</tr>
<tr>
<td>≥2 sites</td>
<td>26 (51)</td>
<td>30 (61)</td>
<td></td>
</tr>
<tr>
<td>Chest and abdomen</td>
<td>6 (12)</td>
<td>8 (16)</td>
<td></td>
</tr>
<tr>
<td>Head and neck</td>
<td>6 (12)</td>
<td>5 (10)</td>
<td></td>
</tr>
<tr>
<td>Back</td>
<td>6 (12)</td>
<td>5 (10)</td>
<td></td>
</tr>
<tr>
<td>Limbs</td>
<td>5 (10)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Other sites</td>
<td>2 (4)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td><strong>Pain type, n (%)</strong></td>
<td></td>
<td></td>
<td>.08 ($\chi^2=6.801$)</td>
</tr>
<tr>
<td>Mixed pain</td>
<td>20 (39)</td>
<td>21 (43)</td>
<td></td>
</tr>
<tr>
<td>Visceral pain</td>
<td>27 (53)</td>
<td>16 (21)</td>
<td></td>
</tr>
<tr>
<td>Neuropathic pain</td>
<td>3 (6)</td>
<td>9 (18)</td>
<td></td>
</tr>
<tr>
<td>Body pain</td>
<td>1 (2)</td>
<td>3 (6)</td>
<td></td>
</tr>
<tr>
<td><strong>Pain intensity, median (IQR)(a)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worst pain</td>
<td>7 (5-8)</td>
<td>7 (6-9)</td>
<td>.16</td>
</tr>
<tr>
<td>Least pain</td>
<td>2 (1-3)</td>
<td>2 (1-3)</td>
<td>.26</td>
</tr>
<tr>
<td>Average pain</td>
<td>4 (2-6)</td>
<td>4 (3-6)</td>
<td>.33</td>
</tr>
<tr>
<td>Present pain</td>
<td>2 (1-4)</td>
<td>3 (1-4)</td>
<td>.17</td>
</tr>
<tr>
<td><strong>Pain interference, median (IQR)(a)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General activity</td>
<td>7 (4-10)</td>
<td>6 (3-8)</td>
<td>.31</td>
</tr>
<tr>
<td>Mood</td>
<td>5 (2-8)</td>
<td>5 (4-7)</td>
<td>.43</td>
</tr>
<tr>
<td>Walking ability</td>
<td>8 (2-10)</td>
<td>5 (2-9)</td>
<td>.27</td>
</tr>
<tr>
<td>Daily work</td>
<td>9 (4-10)</td>
<td>7 (4-9)</td>
<td>.10</td>
</tr>
<tr>
<td>Relationships</td>
<td>3 (2-6)</td>
<td>3 (2-6)</td>
<td>.94</td>
</tr>
<tr>
<td>Sleep</td>
<td>7 (4-9)</td>
<td>6 (5-9)</td>
<td>.88</td>
</tr>
<tr>
<td>Enjoyment of life</td>
<td>5 (2-7)</td>
<td>6 (2-8)</td>
<td>.61</td>
</tr>
<tr>
<td><strong>Baseline adherence, n (%)</strong></td>
<td></td>
<td></td>
<td>.10 ($\chi^2=2.784$)</td>
</tr>
<tr>
<td>Nonadherence</td>
<td>3 (6)</td>
<td>8 (16)</td>
<td></td>
</tr>
<tr>
<td>Incomplete adherence</td>
<td>26 (51)</td>
<td>25 (51)</td>
<td></td>
</tr>
<tr>
<td>Complete adherence</td>
<td>22 (43)</td>
<td>16 (33)</td>
<td></td>
</tr>
</tbody>
</table>
These measures represent the baseline characteristics based on the Brief Pain Inventory.

**BPI Outcomes**

Pain intensity in the intervention group was significantly reduced compared with the control group. The worst pain scores, least pain scores, and average pain scores in the 2 groups were statistically different, with median values of 4 (IQR 3-7) vs 7 (IQR 5-8; \( P=.001 \)), 1 (IQR 0-2) vs 2 (IQR 1-3; \( P=.02 \)), and 2 (IQR 2-4) vs 4 (IQR 3-5; \( P=.001 \)), respectively, favoring the intervention group. The difference in the present pain score of the 2 groups was not statistically significant (\( P=.23 \)). However, the score of the intervention group was numerically lower than that of the control group (Table 2).

<table>
<thead>
<tr>
<th>BPI(^a) item</th>
<th>Intervention group (n=51), median (IQR)</th>
<th>Control group (n=49), median (IQR)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pain intensity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worst pain</td>
<td>4 (3-7)</td>
<td>7 (5-8)</td>
<td>.001</td>
</tr>
<tr>
<td>Least pain</td>
<td>1 (0-2)</td>
<td>2 (1-3)</td>
<td>.02</td>
</tr>
<tr>
<td>Average pain</td>
<td>2 (2-4)</td>
<td>4 (3-5)</td>
<td>.001</td>
</tr>
<tr>
<td>Present pain</td>
<td>1 (0-3)</td>
<td>2 (0-4)</td>
<td>.23</td>
</tr>
<tr>
<td><strong>Pain interference</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General activity</td>
<td>7 (4-8)</td>
<td>6 (3-8)</td>
<td>.76</td>
</tr>
<tr>
<td>Mood</td>
<td>3 (1-6)</td>
<td>4 (2-6)</td>
<td>.58</td>
</tr>
<tr>
<td>Walking ability</td>
<td>7 (4-10)</td>
<td>7 (3-8)</td>
<td>.32</td>
</tr>
<tr>
<td>Daily work</td>
<td>8 (6-10)</td>
<td>8 (6-9)</td>
<td>.15</td>
</tr>
<tr>
<td>Relationships</td>
<td>2 (1-4)</td>
<td>3 (1-5)</td>
<td>.64</td>
</tr>
<tr>
<td>Sleep</td>
<td>4 (1-7)</td>
<td>7 (3-8)</td>
<td>.10</td>
</tr>
<tr>
<td>Enjoyment of life</td>
<td>4 (2-7)</td>
<td>5 (2-8)</td>
<td>.43</td>
</tr>
</tbody>
</table>

\(^a\)BPI: Brief Pain Inventory.

**PROM Submission Through MediHK**

The number of forms submitted by the intervention group patients was much higher than that of the control group (710 vs 95), with an average of 4.64 forms per person per day vs 0.06 forms per person per day, respectively. The most common forms submitted by the control group were the BPI (53/95, 56%), pain diary (17/85, 18%), and medication list (15/95, 16%; Table 3). Even though the control group patients did not receive reminders to fill out the forms, they still actively contacted the pain management team through MediHK due to uncontrollable pain intensity, interference in daily life, or severe ADRs.

<table>
<thead>
<tr>
<th>Form</th>
<th>Intervention group (n=710), n (%)</th>
<th>Control group (n=95), n (%)</th>
<th>( P ) value (( \chi^2=153.236 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain diary</td>
<td>495 (69.7)</td>
<td>17 (18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ADR(^a) form</td>
<td>87 (12.2)</td>
<td>7 (7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BPI(^b)</td>
<td>83 (11.7)</td>
<td>53 (56)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medication list</td>
<td>31 (4.4)</td>
<td>15 (16)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MMAM(^c)</td>
<td>14 (2.0)</td>
<td>3 (3)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)ADR: adverse drug reactions.

\(^b\)BPI: Brief Pain Inventory.

\(^c\)MMAM: Morisky Medication Adherence Measure.

**Medication Adherence**

The complete adherence rate in the intervention group increased from 43% (22/51) to 63% (32/51), while that of the control group increased from 33% (16/49) to 51% (25/49; \( \chi^2=12.864; P<.001 \); Figure 1).
Figure 1. The adherence rate of the 2 groups at baseline and at week 4.

Adverse Drug Reactions
The overall incidence of ADRs was 36% (36/100) across the 2 groups at baseline and increased to 56% (56/100) at week 4. ADR incidence in the intervention group was significantly higher than in the control group ($\chi^2=8.990; P=.003$). In addition, 3 cases of intestinal obstruction and 2 cases of delirium were observed in the intervention group. Table 4 shows the distribution of ADRs between groups.

Table 4. Adverse drug reactions between groups over 4 weeks.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline</th>
<th>Week 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention group (n=51), n (%)</td>
<td>Control group (n=49), n (%)</td>
</tr>
<tr>
<td>Patients with ADRa</td>
<td>24 (47)</td>
<td>12 (25)</td>
</tr>
<tr>
<td>ADR type</td>
<td>Interv</td>
<td>Contro</td>
</tr>
<tr>
<td>Constipation</td>
<td>18 (35)</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Nausea and vomiting</td>
<td>13 (26)</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Drowsiness</td>
<td>4 (8)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Dizziness</td>
<td>6 (12)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Pruritus</td>
<td>2 (4)</td>
<td>—</td>
</tr>
<tr>
<td>Urinary retention</td>
<td>2 (4)</td>
<td>—</td>
</tr>
<tr>
<td>Ileus</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Delirium</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aADR: adverse drug reaction.
bNot available.

Rehospitalization Rates During the 4 Weeks
The 2 groups had a similar rehospitalization rates within the 4-week trial. There was no significant difference between the 2 groups within 4 weeks ($\chi^2=0.010; P=.92$).

Analysis of Pain Factors
We introduced possible factors that could contribute to pain intensity for each pain item in a multivariate linear regression analysis. The physician-pharmacist intervention through MediHK was an independent influencing factor for the most severe pain ($\beta=-1.413; P=.005$; Multimedia Appendix 8) and
average pain ($\beta$=–1.154; $P$=.003; Multimedia Appendix 9). Aside from medication adherence, the intervention was significantly related to the least pain ($\beta$=–.701; $P$=.02; Multimedia Appendix 10). No factors significantly influenced the present pain (gender $\beta$=1.078, $P$=.16; age $\beta$=.018, $P$=.26; height $\beta$=.063, $P$=.18; weight $\beta$=.017, $P$=.46; adherence $\beta$=–.282, $P$=.40; intervention $\beta$=–.598, $P$=.17; Multimedia Appendix 11).

**Discussion**

**Principal Results**

The self-management of cancer pain is full of challenges, especially, for ambulatory patients. Approximately 70% to 90% of cancer patients can relieve pain adequately when carefully following the treatment guidelines. Now more fully developed, digital health helps to achieve good pain management in daily practice for ambulatory patients with cancer pain, particularly, in remote areas of China [6,11]. Patients’ various demands in supporting self-management help encourage the development of a multimodal web application [16,17].

This study included a joint physician-pharmacist team that managed ambulatory patients with cancer pain through a WeChat-supported platform, MediHK, with promising results. Even if the control group did not receive a reminder to fill out the forms, patients in this group actively contacted the pain management team through MediHK to determine whether the medication plan needed to be adjusted due to either uncontrollable pain intensity, interference on daily life, or severe ADRs. The results revealed the patients’ need to contact the professional team via MediHK for better pain management. The patients in the intervention group reported more ADRs compared with control group patients, primarily, because there were more reports obtained from intervention group patients. More ADRs were not in conflict with improving pain. For example, the pain management team added new drugs for pain treatment, which may have caused some ADRs, but most of them were tolerated after a few days and monitored closely by the pharmacist.

**Comparison With Prior Work**

Yang et al [18] developed an app named Pain Guard for better pain management of discharged patients. Its functions were similar to MediHK, such as self-evaluation, real-time medication consultation, and record-keeping. The differences were that, for MediHK, we combined the NRS, Face Pain Scale, and Verbal Rating Scale to assess pain intensity accurately, while Pain Guard had only the traditional scale, NRS. We designed the module to record more medication-related details from patients, including drug name, dose, frequency, initial stop time, pain relief after medication, and adverse reactions. In addition, the physician or pharmacist could send forms embedded in MediHK, such as the ADR or adherence assessment form, to patients according to their status. These functions were unavailable in the Pain Guard. Scriven et al [19] used the BPI to evaluate patients’ pain while participating in the multisite telehealth group model. They found positive changes on the interference scale at the individual level (14% of patients) but no change at the group level. Another study offered standardized education scale at the individual level (14% of patients) but no change at the group model. They found positive changes on the interference with control group patients, primarily, because there were more ADRs compared with the control group. Intervention group patients showed significant improvements in adherence after 4 weeks, resulting from active interventions, raised awareness of patients, and real-time monitoring of ADRs, which was more accessible in the home setting through MediHK.

Regrettably, we did not record the impact of education status and age in keeping medical records. Patients who had never received education may take longer to keep records. However, since the included patients or their families were all able to use WeChat proficiently, we believed that MediHK was feasible; for patients who were too old or unable to record, family members or caregivers would help to send the form. In total, we accounted for the universal applicability of MediHK when we developed it to ensure easy operation. The only complicated step was the switch between the interface. However, this was emphasized when training in the outpatient clinic.

Knowledge deficits, inadequate pain assessment, misconceptions of pain, complex environments, and infrequent communication with health care providers are barriers in pain management. A joint physician-pharmacist team operating through a digital health platform can improve it. The cancer patient pain assessment was complicated. It is necessary to select quantification tools and assess the cause, location, quality, and relieving or aggravating factors of the pain comprehensively. The time that physicians spend on each patient is limited, and it is difficult to provide long-term and continuous monitoring.
The digital platform can better solve these problems. The platform trains patients to record their pain conditions in a more standardized and targeted manner. During clinical encounters, clinicians can spend more time addressing patients’ concerns in a meaningful way, rather than running through checklists of questions [22]. In addition, this platform promotes patient self-management. It allows patients to pay attention to the daily changes in pain and offers a digital tool to seek out the help of a professional team when suffering from an intractable pain or serious ADRs.

It is essential to consider the clinical workflow, security and liability, and the time-cost. We conducted a preliminary investigation and consideration in the early stage and carried out several rounds of related process optimizations and software improvements. In addition, when patients first visited the clinic, we would state that their physicians and pharmacists would provide the home services via the platform, and patients trusted this service. Finally, patients signed an exemption agreement and informed consent to ensure medical safety before using the platform. The satisfaction of patients and medical workers on such digital health platforms matters. One study designed a module in a mobile app to survey overall satisfaction, and the questionnaire was completed by participants at the end of the study [18]. Another study also assessed patient satisfaction about the convenience and helpfulness of using mobile systems, receiving technical software support, receiving consultant and training courses, and prompt responses for help; the results indicated that patients had a high level of satisfaction toward these kinds of digital tools [21]. Our preliminary idea was to evaluate satisfaction by embedding a questionnaire. For patients, this included assessing the pattern of the platform and the pain management team’s joint management, the content of medication education, the acceptability of response time, and the overall services. For the pain management team, this included evaluating the ease of operation of the platform, the acceptability of clinical workflow interference, and working-time costs. The questionnaire could contain an open-ended question, in which both patients and the pain management team are encouraged to provide suggestions regarding improvements to MediHK.

Study Strengths

There were some strengths of this study. First, this study was a real-world randomized controlled trial conducted in a large ambulatory clinic of a tertiary hospital. All patients were clinically recruited and randomly assigned. The integration of PROMs has not been a feature of other eHealth and (web) application–related studies, allowing this digital health study to help advance this field. In addition, real-time reporting can facilitate just-in-time interventions based on individual's current circumstance or environment. This study achieved real-time communication between ambulatory patients with cancer pain and health care providers through MediHK, extending medical services to ambulatory patients as a pathway for the self-management in home settings.

Study Limitations

The study had several limitations. First, this study had abnormally high participation, which will not necessarily reflect what would happen when patients use the platform independently, because pharmacists would send daily notifications. Second, it was prospectively powered and conducted in a randomized manner, but inevitable confounding factors can exist in the real world. Multivariate linear regression can only explain a small part of the influence of different pain intensity types. Third, since the study was conducted in a single tertiary hospital, applying this approach in other clinical settings may require some individualization to meet specific needs. Fourth, the observation time of only 4 weeks limited the long-term application of the results. Fifth, this study lacked further assessment about buy-in from both patients and the pain management team.

Conclusions

The joint physician-pharmacist team operating through MediHK enhanced communication, optimized outcomes, and promoted self-management of patients in home settings. This study supports the feasibility of integrating the internet into patient self-management of cancer pain. In the future, it will be necessary to enlarge the sample size to further explore the long-term effects of this method on the self-management of ambulatory patients with cancer pain.
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Abstract

Background: Considering the increasing demand for health services by older people and the ongoing COVID-19 pandemic, digital health is commonly viewed to offer a pathway to provide safe and affordable health services for older adults, thus enabling self-management of their health while health care systems are struggling. However, several factors cause older people to be particularly reluctant to adopt digital health technologies such as mobile health (mHealth) tools. In addition to previously studied technology acceptance factors, those related to perceived risks of mHealth use (eg, leakage of sensitive information or receiving incorrect health recommendations) may further diminish mHealth adoption by older adults.

Objective: The aim of this study was to explore the relationship between perceived risks of using mHealth applications and the intention to use these applications among older adults.

Methods: We designed a cross-sectional study wherein a questionnaire was used to collect data from participants aged 65 years and older in the Netherlands. Perceived risk was divided into four constructs: privacy risk, performance risk, legal concern, and trust. Linear regression analyses were performed to determine the associations between these perceived risk constructs and the intention to use mHealth applications.

Results: Linear regression per perceived risk factor showed that each of the four constructs is significantly associated with the intention to use mobile medical applications among older adults (adjusted for age, sex, education, and health status). Performance risk ($\beta=-.266; P<.001$), legal concern ($\beta=-.125; P=.007$), and privacy risk ($\beta=-.100; P=.03$) were found to be negatively correlated to intention to use mHealth applications, whereas trust ($\beta=.352; P<.001$) was found to be positively correlated to the intention to use mHealth applications.

Conclusions: Performance risk, legal concern, and privacy risk as perceived by older adults may substantially and significantly decrease their intention to use mHealth applications. Trust may significantly and positively affect this intention. Health care professionals, designers of mHealth applications, and policy makers can use these findings to diminish performance risks, and tailor campaigns and applications to address legal and privacy concerns and promote mHealth uptake and health care access for older adults, especially during the COVID-19 pandemic.

(JMIR Mhealth Uhealth 2021;9(8):e26845) doi:10.2196/26845
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Introduction

Due to the shift in age distribution, an increasingly larger proportion of the world population will consist of adults over 65 years of age [1-3]. As we grow older, our demand for health care increases [4,5]. The global increase in the proportion of older adults is therefore expected to significantly increase global health care usage and costs [6]. To keep the health care system sustainable in the future, governments and societies are considering technology as a promising solution for health service delivery innovation and for service expansion without increasing human resource capacity [7-9].

Moreover, the COVID-19 outbreak has had extensive consequences for the provision of health care. This holds especially for older patients whose health care usage is likely to be higher while the pandemic makes it more critical for them to stay home, as age significantly determines the clinical features and prognosis of COVID-19 [10-12]. Through their rapid uptake, mobile health (mHealth) technologies enable health care without the need for face-to-face contact [10,13,14]. mHealth includes health-supporting applications on wireless devices such as tablets or smartphones [15-17]. These applications can assist independently living older adults, for instance, by monitoring clinical signs, collecting health information, or promoting a healthy lifestyle [18-21]. mHealth has shown to be able to improve care, self-management, and self-efficacy, as well as promote better behavior and medication adherence of older adults [14,19,22,23]. Unfortunately, however, older adults are less likely to adopt new technologies such as mHealth [24-28]. Before the pandemic, almost 50% of Dutch older adults had no intention to use mHealth applications [29].

Older people are deserving of special attention when it comes to technology adoption because of their different attitude toward technology [30,31]. For instance, they are more likely to perceive risks in the adoption of new technologies [32,33]. Potential risks, such as sensitive information leakage or incorrect health recommendations, may keep older people from using mHealth applications even during the COVID-19 pandemic when they are deemed especially beneficial. Earlier studies have shown that perception of risks are important barriers for mHealth acceptance and adoption [34-39]. Nevertheless, few studies have addressed the risks perceived by older people in relation to overall mHealth adoption or their intention to use such applications, which predominantly determines their adoption [40,41].

Deng et al [35] found that the intention to adopt mHealth is influenced by the perceived risks of using it among the general population. Perceived risks are one’s perception of uncertainty in the use of mHealth and include trust, performance risk, legal concern, and privacy risk. However, their study included very few respondents—those aged 65 years and older. Moreover, they focused on the hospital context where the use of mHealth applications is often limited to web-based consultation with a practitioner [35]. As a result, aging people who are not hospitalized remain an under-researched population concerning the perceived risks of mHealth adoption. Advancing the understanding of mHealth adoption among independently living older adults, therefore, has general importance because of their health care utilization and is especially relevant during the COVID-19 pandemic.

This study focuses on the perceived risks of mHealth adoption among independently living older adults. More specifically, the research aim is to determine the relationship between the risks of using mHealth applications as perceived by independently living older adults and their intention to use these applications. We set out to assess the validity and significance of perceived risks factors determining the intention to use the medical applications in a quantitative study involving a large sample of independently living older adults in the Netherlands.

Methods

Overview

The technology acceptance model (TAM) was developed to analyze the usage behavior of information technologies in organizational contexts [42]. TAM suggests that actual usage behavior is driven by the behavioral intention to use a system, as is also the case for the subsequent unified theory of acceptance and use of technology (UTAUT) model [43], and this has been empirically confirmed for mHealth usage among older adults [40,41,43]. Therefore, in this study, we selected behavioral intention to use mHealth applications from TAM as an outcome of interest. Building on the work of Askari et al [29], the statements operationalizing intention to use are taken from Venkatesh and Davis [44] and translated into Dutch, adding one new statement to account for linguistic differences.

Perceived Risk

Perceived risk, defined by Deng et al [35] as “one’s perception of uncertainty in the use of mHealth services and its severity in terms of consequences,” is measured with four constructs: privacy risk, performance risk, legal concern, and trust. In a 2018 empirical study, these authors identified an association between privacy risk, performance risk, legal concern, and trust with the intention to use mHealth in the general Chinese population. In this study, we adopted the statements, operationalizing these constructs from Deng et al [35] and translated them into Dutch to fit the context of independently living Dutch older adults. The corresponding English-language statements used to measure these constructs, as well as the questions to measure intention to use, are presented in Multimedia Appendix 1 [35,44]. Below, we explain the four different constructs that together capture perceived risk.

Privacy Risk

In this study, privacy risk refers to the extent to which an individual believes personal information abuse may occur because of mHealth application usage [35]. Previous studies on older adults have identified privacy concerns as a barrier to adopt health care technologies [45-47]. In our research context, we hypothesized that privacy concerns of older adults are negatively associated with their behavioral intention to use mHealth. We expect that older adults seek to have control over their lives as much as possible since perceived control is identified as an important factor in the well-being of aging people [48]. Sharing sensitive information over the internet may
be perceived to diminish perceived control. Furthermore, older adults may be less familiar with technologies and, therefore, insecure about future destinations of personal information shared through an mHealth application.

**Performance Risk**

Performance risk is defined as the extent to which an individual doubts the capability of mHealth applications to realize desired outcomes [35]. Many older adults do not feel that they are able to use smartphones or tablets properly [30,49]. This could make them question the suitability of mHealth applications to manage their health. Moreover, many older people are skeptical that technology will replace health care professionals [45]. This also suggests they may question the quality and usability of health care technologies in comparison to traditional healthcare services. Therefore, we hypothesized that older adults are less likely to have a behavioral intention to use mHealth applications when perceiving performance risks.

**Legal Concern**

Legal concern refers to an individual’s worries regarding inappropriate law enforcement for mHealth applications [35]. For instance, older adults may prefer mHealth applications provided by third parties rather than by health care providers they visit, to prevent personal data to be illegally combined with clinical data. As our study targets mHealth applications to be used from home, the data protection is not covered by legislation applying to inpatient settings. Therefore, legal concern is hypothesized to be negatively associated with the intention to use mHealth applications. Our hypothesis is further corroborated by the lack of clarity about which laws cover mHealth disputes [50].

**Trust**

Finally, trust is defined as the perceived credibility of an mHealth application and the people behind it [35]. Older adults are less likely to trust assistive health care technologies [45]. Previous studies on the general population reveal a positive association between trust and the intention to use mHealth technologies [35,51-53]. We hypothesized the same association to hold for older adults.

**Study Design and Data Collection**

A cross-sectional study was designed for this research, in which older adults over the age of 65 years were approached from February through June 2020. We developed a questionnaire and administered it digitally during the initial months of the COVID-19 pandemic. Data were collected by four data assistants in cooperation with different organizations, such as living facilities, senior citizen associations, and health service provider organizations, and via different web-based channels and mailing lists. The data has mainly been collected in the regions of Noord-Brabant, Utrecht, and Zuid-Holland. We have not been able to keep track of the number of recipients of the distributed web-based questionnaire as the cooperation organizations reached out to their clients and members for us. The number of completed questionnaires is reported in the Results section. The reporting of the web-based questionnaire follows the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) checklist [54] and is presented in Multimedia Appendix 2.

The inclusion criteria for participants were as follows:

- The participant is 65 years of age or older
- The participant does not have cognitive impairments
- The participant lives independently

All respondents were asked to sign an informed consent form before participation. Thereafter, they could answer the questionnaire anonymously. The purpose of the project and information about the questionnaire, data management, and privacy of the participant were provided at the start of the questionnaire. Assistance and explanations were provided to participants who needed help filling out the questionnaire via telephone or email when requested. Data assistants entered the completed questionnaires into an SPSS database (IBM Corp) and pseudonymized the data to ensure anonymity.

**Statistical Analyses**

**Privacy Constructs and the Dependent Variable**

The constructs privacy risk, performance risk, legal concern, and trust were adopted from a validated instrument and designed on a 5-point Likert scale, ranging from 1 = “strongly disagree” to 5 = “strongly agree” [35]. Per perceived risk construct, a score was computed by calculating the average score of all the related statements of that construct. These average scores acted as the independent variables in the analysis. The dependent variable intention to use mHealth was similarly calculated [55]. Participants with one or more missing values at the intention to use mHealth statements were deleted from further analysis. To test the internal reliability and validate the reliability of the statements for Dutch older adults, we calculated the Cronbach α for each construct. A construct was considered as reliable if Cronbach α was greater than .70 [56,57]. As an additional reliability test, a correlation matrix was calculated to test if the perceived risks factors were independent. Interdependent factors were not included together in the subsequent regression analysis to avoid multicollinearity [58].

**Univariate and Multivariate Linear Regression Analyses**

The calculated perceived risk factor scores served as an input for the univariate and multivariate linear regression analyses to examine the relationship between (each of) the perceived risk factors as independent variables and intention to use mHealth as the dependent variable. Univariate linear regression analyses were used to summarize the linear relationship between each perceived risk construct and intention to use mHealth, without controlling. Standardized coefficients with 95% CIs and P values were reported. Multivariate linear regression analyses were performed to calculate the unstandardized and standardized coefficients with 95% CIs and P values, to evaluate the relationship between each perceived risk construct and intention to use mHealth while controlling for age, sex, education, and health status. The rationale for choosing these control variables is explained below.
Control Variables

We included the following control variables: age, sex, education level, and health status. A correlation matrix was developed to test whether the control variables were independent [58]. The variables sex and education level were recoded into dummy variables as these variables are categorical variables. Age has been reported to be negatively related to intention to use technology [25,59]. Moreover, the risk of user errors increases with age due to an increase in physical and perceptual difficulties [60]. Sex was included as a control variable because previous studies on older adults determined that men are more likely to use technologies than women [27,59,61]. Women are generally more concerned than men [62]. Moreover, education level was included as a control variable, as more highly educated people are more likely to use mHealth technologies [35,59,63]. Finally, we included health status as a control variable since older adults may perceive more benefit from using mHealth as their health status would be relatively worse [63]. On the other hand, older adults with poorer health status may consider themselves more vulnerable and, therefore, more sensitive to perceived risks and mistrust [64].

Validity and Reliability

Internal validity benefits from using validated instruments [35,42]. The questionnaire was validated by 5 experts (3 eHealth experts, 1 geriatric nurse, and 1 geriatrician). The usability and technical functionality of the web-based questionnaire was tested by 3 data assistants. The questionnaire is available on request. The database was checked for completeness and input errors by comparing a sample of paper questionnaires with the corresponding database information. To increase external validity, data collection took place in several different geographical locations within the Netherlands. Finally, Cronbach α was calculated for each factor to test reliability.

The study was approved by the Medical Ethical Committee of Erasmus Medical Center (number MEC-2018-120). The analysis was conducted using SPSS Statistics software (version 25; IBM Corp).

Results

Respondents’ Characteristics

Our sample consisted of 481 respondents. However, 18 respondents were excluded from the total for not filling out the questions regarding the dependent variable. The respondents in this sample had a mean age of 74 (SD 5.77) years. Almost all respondents (456/463, 98.5%) had prior experience with using the internet, but only 127 (26.6%) had ever used medical applications before. Further details on the respondent characteristics can be found in Table 1.
Table 1. Baseline characteristics of the study cohort (N=463).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>231 (50.9)</td>
</tr>
<tr>
<td>Female</td>
<td>223 (49.1)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>270 (58.4)</td>
</tr>
<tr>
<td>75-84</td>
<td>164 (35.5)</td>
</tr>
<tr>
<td>≥85</td>
<td>28 (6.1)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>No or lower education</td>
<td>64 (13.9)</td>
</tr>
<tr>
<td>Intermediate education</td>
<td>232 (50.3)</td>
</tr>
<tr>
<td>Higher education</td>
<td>165 (35.8)</td>
</tr>
<tr>
<td><strong>General health</strong></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Fair</td>
<td>86 (18.6)</td>
</tr>
<tr>
<td>Good</td>
<td>215 (46.4)</td>
</tr>
<tr>
<td>Very good</td>
<td>108 (23.3)</td>
</tr>
<tr>
<td>Excellent</td>
<td>50 (10.8)</td>
</tr>
<tr>
<td><strong>Prior experience with the internet</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>456 (98.5)</td>
</tr>
<tr>
<td>No</td>
<td>7 (1.5)</td>
</tr>
<tr>
<td><strong>Prior experience with mHealth</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>127 (27.4)</td>
</tr>
<tr>
<td>No</td>
<td>336 (72.6)</td>
</tr>
<tr>
<td><strong>Participation (data collection timepoint)</strong></td>
<td></td>
</tr>
<tr>
<td>February 2020</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>March 2020</td>
<td>108 (23.3)</td>
</tr>
<tr>
<td>April 2020</td>
<td>165 (35.6)</td>
</tr>
<tr>
<td>May 2020</td>
<td>188 (40.6)</td>
</tr>
<tr>
<td>June 2020</td>
<td>1 (0.2)</td>
</tr>
</tbody>
</table>

Cronbach Alpha and Correlation Analyses

Cronbach α scores, which show the internal consistency of the items within each acceptance factor, are shown in Table 2. The scores were well above the recommended limit of .70, indicating acceptable reliability [57].

The outcome of the correlation analysis is presented in Table 3. Perceived risk factors were found to be significantly and substantially correlated to one another. Therefore, the factors are not jointly included in the multivariate linear regression analysis. The control variables were also combined in a correlation analysis (see Multimedia Appendix 3). This analysis showed that the control variables were not substantially correlated to one another and could, therefore, be jointly included as control variables in the multivariate linear regression analysis.
Table 2. Cronbach α values for acceptance factors of the questionnaire.

<table>
<thead>
<tr>
<th>Cluster (number of statements within a construct)</th>
<th>Cronbach α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intention to use (n=3)</td>
<td>.959</td>
</tr>
<tr>
<td>Privacy risk (n=4)</td>
<td>.911</td>
</tr>
<tr>
<td>Performance risk (n=4)</td>
<td>.868</td>
</tr>
<tr>
<td>Legal concern (n=3)</td>
<td>.921</td>
</tr>
<tr>
<td>Trust (n=5)</td>
<td>.863</td>
</tr>
</tbody>
</table>

Table 3. Correlation analysis between the four risk factors.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Trust</th>
<th>Legal concern</th>
<th>Performance risk</th>
<th>Privacy risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>1</td>
<td>0.510</td>
<td>0.719</td>
<td>-0.202</td>
</tr>
<tr>
<td>P value (2-tailed)</td>
<td></td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
</tr>
<tr>
<td>Performance risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.510</td>
<td>1</td>
<td>0.576</td>
<td>-0.323</td>
</tr>
<tr>
<td>P value (2-tailed)</td>
<td></td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
</tr>
<tr>
<td>Legal concern</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.719</td>
<td>0.576</td>
<td>1</td>
<td>-0.264</td>
</tr>
<tr>
<td>P value (2-tailed)</td>
<td></td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
</tr>
<tr>
<td>Trust</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>-0.202</td>
<td>-0.323</td>
<td>-0.264</td>
<td>1</td>
</tr>
<tr>
<td>P value (2-tailed)</td>
<td></td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
</tr>
</tbody>
</table>

*aNot applicable.

Univariate and Multivariate Analyses

The results of the univariate and multivariate regression analyses are summarized in Table 4. All factors were found to be significantly associated with intention to use mHealth. Privacy risk, performance risk, and legal concern were found to be negatively associated with intention to use, and trust was found to be positively associated with intention to use. In the multivariate regression analyses, we controlled for sex, age, education level, and health status. Privacy risk, performance risk, and legal concern continued to have a significantly negative coefficient. Performance risk had a negative coefficient of -.0266. This coefficient is large in comparison to the coefficients for privacy risk (0.099) and legal concern (-0.124). Trust had the largest significant (positive) coefficient (0.350). The multivariate regression analyses (see Multimedia Appendix 3) also show that health status is significantly and negatively correlated to intention to use when considered a control variable for each of the four risk factors, whereas education was only significant in the model with trust. Age was significantly related to intention to use, except when being a control variable for legal concern. Sex was not found to be significant in any scenario.
found to be significant [35]. This may be explained by the fact that legal concern and intention to use was not about inappropriate law enforcement are less likely to have a relationship between legal concern and intention to use. Older adults who are more likely to worry about inappropriate law enforcement are less likely to have a behavioral intention to use mHealth. The significance of the relationship differs from previous research in which the relationship between legal concern and intention to use was not found to be significant [35]. This may be explained by the fact that Deng et al [35] addressed the general Chinese population, in the hospital context, wherein mHealth use is more limited and legal issues may be less of a concern to respondents because of specific health laws being in place in this context. In addition, discussions on legal aspects of mHealth applications received considerable attention in the Netherlands during the COVID-19 outbreak, especially about a “Corona App” [65,66]. This may have raised concerns among independently living older adults. Legal concerns regarding mHealth use appear to have received little attention in the scientific literature and form a relevant area for further research.

Privacy risk also was significantly and negatively associated with participants’ intention to use mHealth, albeit with a smaller coefficient. This finding confirms our hypothesis and is consistent with previous results reported by Deng et al [35] in the general Chinese population. Privacy risk is not directly linked to the functions of the mHealth app, as it involves the confidentiality of personal health information during the use of mHealth. Hence, compared with performance risk, privacy risk may likely exert less effect on the intention to use mHealth, which explains the smaller coefficient [35].

As the correlation analysis showed, the perceived risk factors are significantly and substantially correlated to one another. These results are not in accordance with the results from Deng et al [35], where a high discriminant validity was shown between the factors. This could be explained by the fact that Deng et al’s 2018 study included very few respondents of 65 years and above, and older adults are more prone to perceive mHealth risks than younger people [67,68]. Another related explanation might be that there are underlying shared determinants of the risks perceived by older adults.

A recent study from the Netherlands showed that the adoption rate of a COVID-19 tracing app was significantly lower for older adults than for young adults [69]. One of their hypotheses for this lower adoption rate was that older adults would feel insufficiently protected because of the different perceived privacy risks. This may be explained by the fact that older adults felt insufficiently protected because of the different perceived risk factors as shown in our study, thereby leading to a lower adoption rate.

### Discussion

#### Principal Results and Comparison With Prior Work

This study explored whether perceived risks influence the intention to use mHealth applications among independently living older adults. Our findings showed that privacy risk, performance risk, legal concern, and trust were significantly associated with participants’ intention to use mHealth applications. The perceived risks (ie, privacy risk, performance risk, legal concern) were negatively associated with intention to use, whereas trust was positively associated with intention to use.

Trust had the largest correlation coefficient and explained more than 20% of the variance in intention to use when the controls are added, indicating that it has a considerable positive effect on the behavioral intention to use mHealth. This finding indicates that older adults who perceive doctors accessible via mHealth applications as trustworthy and reliable have a higher intention to use these applications, as hypothesized in this study. These findings broadly confirm previous findings obtained for the general population in China and strengthen existing evidence that trust is an important determinant for the intention to use mHealth.

Performance risk was significantly and negatively associated with individuals’ intention to use mHealth. These findings confirm our hypothesis stating that independently living older adults who doubt whether mHealth applications can meet their health care needs have a lower intention to use these applications. This further confirms previously reported findings for the general population and may be more valid for older adults, as they are more likely to fear that technologies will replace health care professionals [35,45].

Legal concern was negatively and significantly associated with intention to use. This confirms our hypothesis, which was based on the argument that older adults who are more likely to worry about inappropriate law enforcement are less likely to have a behavioral intention to use mHealth. The significance of the relationship differs from previous research in which the relationship between legal concern and intention to use was not found to be significant [35].

#### Table 4. Results of univariate and multivariate linear regression analyses, and coefficients for perceived risk factors.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Univariate linear regression</th>
<th>Multivariate linear regression(^a)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standardized $\beta$ coefficient</td>
<td>$P$ value</td>
<td>Unstandardized coefficient B</td>
<td>Standardized $\beta$ coefficient</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Privacy risk</td>
<td>$-0.124$</td>
<td>$0.008$</td>
<td>$-0.103$</td>
<td>$-0.100$</td>
<td>$0.03$</td>
</tr>
<tr>
<td></td>
<td>$(-0.224$ to $-0.034$)</td>
<td></td>
<td>$(-0.195$ to $-0.011$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance risk</td>
<td>$-0.331$</td>
<td>$&lt;.001$</td>
<td>$-0.337$</td>
<td>$-0.266$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td></td>
<td>$(-0.537$ to $-0.315$)</td>
<td></td>
<td>$(-0.450$ to $-0.225$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legal concern</td>
<td>$-0.167$</td>
<td>$&lt;.001$</td>
<td>$-0.136$</td>
<td>$-0.125$</td>
<td>$0.007$</td>
</tr>
<tr>
<td></td>
<td>$(-0.284$ to $-0.085$)</td>
<td></td>
<td>$(-0.235$ to $-0.038$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust</td>
<td>$0.375$</td>
<td>$&lt;.001$</td>
<td>$0.555$</td>
<td>$0.352$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td></td>
<td>$(0.464$ to $0.735$)</td>
<td></td>
<td>$(0.422$ to $0.687$)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Adjusted for age, sex, education, and health status.
Relationships Between Trust and Other Factors

Trust has been proposed to function as a mediator of five relationships between the three identified perceived risks (ie, privacy risk, performance risk, and legal concern) and the two TAM factors (perceived ease of use and perceived usefulness) with intention to Use [35]. Certainly, these hypotheses have intuitive appeal and, to some extent, theoretical support as well [35,37,38,41]. The empirical results of Deng et al [35] accept two of these five hypotheses and reject the other three.

The theoretical support for the relationship of these variables with trust clearly depends on the definition and operationalization of “trust.” Following the construct definition presented by Deng et al [35], the operationalization adopted in this study focuses on trust in the medical doctors that the mHealth applications connects the user with. Such trust in medical doctors is essentially different from trust in the technology itself, and the intuitive and theoretical arguments cannot be assumed to remain unaffected. In fact, there is literature to support that the technology acceptance factors are influenced by trust in “entities behind the system” [70], suggesting that trust is a determinant of perceived ease of use and perceived usefulness rather than a mediator of their effect on the intention to use.

As shown in Multimedia Appendix 3, the two TAM variables perceived usefulness and perceived ease of use are indeed significantly related to trust in our study. However, in view of the definition and the arguments above, further appropriately designed research on the nature and direction of these relationship is called for.

Similar reflections are in place regarding the relationships between trust and the three perceived risk factors. Multimedia Appendix 3 presents univariate and multivariate regression analyses with trust as the dependent variable for the three risk factors. It shows that performance risk, privacy risk, and legal concern all are negatively and significantly associated with trust. This finding contrasts with previous findings by Deng et al [35] who report that performance risk and privacy risk were significantly and negatively associated with trust, whereas legal concern was not significantly related to trust. This difference in findings might well be explained by a general difference in legal concern between the study populations, which differ in culture, age, and state. In view of the definition of trust, we call for caution to state whether any of the risks are a determinant of trust, and/or the other way around. These relationships deserve further appropriately designed research.

Limitations

Our study has some limitations. First, this study was conducted during the COVID-19 pandemic, which complicated the data collection, as it became increasingly difficult to approach the targeted population. It became very difficult to recruit respondents who were unable or unwilling to fill out the web-based questionnaire. This may have resulted in a bias towards independently living older adults with better internet literacy. Second, we used a cross-sectional research design. Consequently, the causality of our findings cannot be claimed. Third, we noticed that some of the participants, especially those in the age group above 75 years, struggled to understand the use and utility of medical applications properly. To address this situation, the questionnaires and interviewers provided an additional explanation about medical applications. Finally, although the data are collected from a variety of contexts in the Netherlands, we cannot claim validity in other countries.

Recommendations and Future Research

The main contribution of this study is to provide the first large-scale quantitative evidence of the validity and significance of the perceived risk factors determining intention to use mHealth applications among older adults in the Netherlands. In our study, we identified trust and performance risk as the most important factors that had a relation with the older adults’ intention to use mHealth services. We suggest involving older adults in the design and development of mHealth applications to ensure that the applications will be tailored to their needs and abilities. Moreover, we suggest involving medical specialists, geriatricians, and other experts in the development of these applications and making this explicit to potential users of the application to increase trust and diminish concerns about the performance of mHealth. Additionally, since privacy risks and legal concerns have a relation with the intention to use mHealth, we suggest that health care professionals, designers of mHealth applications, and the Dutch government use these findings to tailor their mHealth services and campaigns and address the concerns of older adults, to promote better adoption.

As we cannot confirm causality, we recommend studying perceived risk factors using controlled experiments rather than observational studies to confirm or disprove any potential causality of the relationships thus found. To further understand how the perceived risk factors explain behavioral intention to use, possibly via interaction with each other and the variables from models such as TAM, STAM, and UTAUT, qualitative studies are called for. Such qualitative studies can also enable effective solutions to eliminate barriers to medical application adoption. Furthermore, although the intention to use technology has been shown to predict actual usage [41], such experiments may research actual technology adoption, rather than the intention to use mHealth applications.
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Mobile Apps as Audience-Centered Health Communication Platforms

Abstract

Health communication campaigns often suffer from the shortcomings of a limited budget and limited reach, resulting in a limited impact. This paper suggests a shift of these campaigns to audience-centered communication platforms—particularly, apps on mobile phones. By using a common platform, multiple interventions and campaigns can combine resources and increase user engagement, resulting in a larger impact on health behavior. Given the widespread use of mobile phones, mobile apps can be an effective and efficient tool to provide health interventions. One such platform is Father’s Playbook, a mobile app designed to encourage men to be more involved during their partner’s pregnancy. Health campaigns and interventions looking to reach expectant fathers can use Father’s Playbook as a vehicle for their messages.
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health communication; mHealth; mobile apps; mobile health; prenatal health; pregnancy; audience-centered

Introduction

There are numerous public health issues, ranging from disparities in maternal mortality to the reframing of child abuse as a population health concern, where communication plays a key part in the solution. For example, the US Centers for Disease Control and Prevention’s Tips From Former Smokers was a national mass media anti-smoking campaign that profiled real people living with serious long-term health effects from smoking [1]. The campaign is known for its television spots with graphic and emotional testimonials from former smokers. This massive campaign helped approximately 1 million people successfully quit smoking [1]. A health communication example using new media is the Text4Baby smartphone app, which is aimed toward expectant and new mothers. The app provides information on topics ranging from baby milestones to nutrition to childcare tips, and it sends over 250 SMS text messages to the user’s phone with the most critical information for pregnant women and mothers [2]. Women who used the Text4Baby app felt more prepared to be new mothers [3], had higher attitudes toward prenatal vitamins [4], and had a higher level of pregnancy health knowledge [4].

Although high-profile and effective health communication interventions exist, it must be acknowledged that many do not achieve their objectives. A primary reason could be that health communication interventions are “underdosed”—most simply do not have the budget to reach enough people to make a

( JMIR Mhealth Uhealth 2021 ; 9(8): e25425 ) doi:10.2196/25425
substantial difference. Although the Tips From Former Smokers campaign was very successful, it had a budget of US $48 million in 2012 [1], which is anomalously high among health campaign budgets. This applies to health communication campaigns that focus on broad message dissemination as well as to more complex and interactive interventions.

Health communication could benefit from a fundamental paradigm shift. Interventions are often designed appropriately by following best practices [5,6], working within the budget and evaluation constraints of a particular project. To improve the efficacy of health communication interventions, we suggest a shift to audience-centered communication platforms, which are platforms that focus on a specific audience but tailor their content to address different subject matter (in this case, health issues) or different subsets of the audience.

When considering the potential of an audience-centered platform, mobile apps specifically can be extremely effective due to their versatility in content and widespread reach. Mobile apps could provide opportunities for multiple interventions and campaigns to combine resources and increase user engagement in service of promoting health behavior change and public health. As just one example, Bright by Text, a smartphone app for parents that provides information about early childhood topics, has regional implementations [7]. These regional implementations provide location-specific activities for parents to do with their children; this geographic tailoring can make the content more specific and useful for parents who live in different regions across the United States and avoids the need for regional programs to find their own ways to spread information to those parents.

Given the widespread use of mobile devices in the general public [8], delivering health messages through mobile apps is particularly useful [9]. Mobile apps can efficiently deliver appropriate doses of health messages along with providing “in-the-moment” health interventions [10,11], which are essentially a type of just-in-time adaptive intervention [12]. Mobile apps can deliver tailored health messages to people in specific and opportune moments within their everyday settings, effectively addressing the “message dosing issues” many health campaigns face [10,11]. Mobile apps can also effectively intervene among multiple health issues in one specific group or population. Health communication interventions are often built around a single health issue, despite the fact that many health issues coincide together within specific groups of individuals [13-15]. The time and resources used on promoting many independent health communication interventions could be better spent if there was a common platform that could be shared, especially if the interventions were all targeting a common audience.

One such platform to share health information is Father’s Playbook, a smartphone app designed for men to use during and after their partner’s pregnancy. Health communication interventions and campaigns attempting to reach expectant fathers can use Father’s Playbook as a way to reach an audience that already exists.

Father’s Playbook Case Study

The Father’s Playbook smartphone app was created to fill a large gap in pregnancy-related health information—the lack of male-focused pregnancy information and resources. While women should be the main focus during pregnancy, including men has benefits for father, mother, and baby. Father involvement during the prenatal stage has shown to have many positive outcomes, including increased communication between partners, higher number of provider visits during pregnancy, and increased postpartum best practices [16,17]. Although men do feel strongly about being involved in pregnancy health [18], structural health care barriers and personal barriers may prevent them from being engaged. To help combat these barriers, Father’s Playbook was designed to engage men in prenatal health.

The Father’s Playbook app was developed using an incremental approach to the research and the app’s development. This process was cost-effective, and it allowed us to learn from mistakes and build on previous knowledge. Before the Father’s Playbook smartphone app existed, a web-based pilot was created. To obtain more generalizable results regarding attitudes and barriers to prenatal health involvement, a survey with a nationally representative sample of men was conducted [18]. Overall, men believe that it is important to be involved in pregnancy health; however, perceived barriers (eg, time restraints, unclear role, financial burdens) still exist [18]. This survey also required participants to interact with the website, and the participants made suggestions on how to improve the site. Through interviews and the survey, we were able to obtain men’s opinions on the website, along with suggestions for features that would improve the website [19]. This information allowed us to prioritize features to be developed (articles and an interactive budget calculator) and focus on user testing for new features.

Both the app’s development and future research related to the app have next steps. Presently, the app’s content is available in English and Spanish, which opens the door to a larger audience of men. Following this type of audience specification, in the future, the goal is to tailor content toward different types of fathers. For example, the experience of a stay-at-home father versus a single parent father greatly differs, and the pregnancy and fatherhood experience of transgender men who become pregnant will differ from the experience of a cisgender man [20]. On the research side, the next step will be to focus on the father’s engagement in prenatal health in a broader sense. To be able to measure the effectiveness of Father’s Playbook in improving father engagement, baseline data is needed on the current level of father engagement in prenatal health. As such, a representative survey targeting fathers and expectant fathers is being conducted to gather baseline data. Future development of the app can strengthen its potential as a platform to enable more efficient communication with expectant fathers rather than individual programs and efforts to reach this audience.

There are a wide variety of opportunities to improve paternal, maternal, and child health through improved communication with expectant fathers. There is a wealth of evidence showing...
that fathers want to be more engaged in the pregnancy and feel underprepared for fatherhood [19,21,22]. However, there is a dearth of research focused on how to engage and prepare fathers. The app provides a flexible platform to test education and communication strategies with fathers directly. For instance, directed education about nutrition and pregnancy complications may result in men assisting their pregnant partners in making healthier nutrition choices and may increase their ability to identify obstetric emergencies. Evidence also suggests that when expectant parents are unsatisfied with their partnerships, they are more likely to exhibit insensitive parenting styles once their infant is born. The app may provide a platform for disseminating communication interventions to help the quality of the relationship between expecting couples [23]. Additionally, studies have found that low levels of paternal engagement throughout the prenatal period are related to birth complications [24] and to low postnatal engagement. Positive father involvement in early childhood is tied to a variety of positive cognitive and health outcomes for children [25]; therefore, increasing the father’s engagement has the potential to result in positive health outcomes across the entire family unit.

**Father’s Playbook as an Audience-Centered Platform**

Father’s Playbook was designed using audience-centered principles, which means that the content, language, and approach used in the app are tailored to best fit the audience (new and expectant fathers). By focusing on the audience, the app can tailor information and its delivery to the needs of the audience. In its current format, Father’s Playbook is a single app that includes content pages about specific father-related information and interactive app features (such as a budget calculator) to encourage expectant fathers to become more engaged during and after their partner’s pregnancy. Future versions of the app will include tailored content, allowing the app to be more personally relevant to its user. This ability to tailor content can allow other health communication scholars to use the app to deploy tailored interventions and campaigns to the target audience of expectant and new fathers.

The shift to thinking of audience-centered platforms can broaden the reach and efficiency of interventions that have successfully developed an approach for reaching a particular audience. As an example, although Father’s Playbook is currently focused on amplifying the engagement of expectant fathers during the prenatal period, there are other issues that commonly affect expectant fathers, and at any time, the app can deploy other types of content to address the audience’s other public health needs. Other examples of public health information expectant fathers might want to consume include management of nutrition and physical activity throughout pregnancy, prevention of paternal postpartum depression, smoking cessation, and information related to paternity testing. These different health issues can be addressed specifically through tailored content in the app, without the need for researchers and professionals with interests in these issues to develop an entirely new intervention or campaign and then determine how to reach the target audience.

Along with addressing health issues of expectant and new fathers, Father’s Playbook can be used to address parenting issues and child-rearing best practices. For example, a researcher could be interested in testing an intervention that increases the amount of time a father reads to his children; as part of the intervention, participants would need to download the Father’s Playbook app. The app could add features that specifically work to reach the intervention objectives, such as content articles that discuss the benefits of fathers reading to their children, interactive games that encourage book reading, and a list of book suggestions appropriate for specific age ranges.

Father’s Playbook was built with the goal of increasing father engagement during pregnancy. Now that an audience of expectant and new fathers exists, other researchers and practitioners can access this unique audience to address a myriad of parenting and health issues, allowing a collaborative approach toward health communication campaigns and interventions. Without the use of an audience-centered platform, health professionals would only need to use their own resources to reach this audience.

**Conclusion**

Health communication can be an effective tool to help improve the health and well-being of individuals and populations. There is a strong evidence base of health communication that can be leveraged across health issues and audiences, such as the increased efficacy of targeted and tailored messages compared to more general appeals [26].

Despite the high-profile success of health communication campaigns that have achieved important and demonstrated benefits, substantial opportunities remain to advance the field through new approaches to message design and reaching audiences. The approach advocated in this paper is to focus on more audience-focused platforms, which could be a more efficient strategy for message dissemination. Taking an audience-centered approach allows for a better understanding of people, their behaviors, their contexts, and their intersections allowing for more nuanced health communication and health promotion efforts. Given that disease manifests from the compound of multiple risk factors—and said factors are differentially distributed across various lifestyles and identities—audience-centered approaches have the potential to be highly effective vehicles for health transformation and useful for any number of audiences, ranging from transgender women to Black men who have sex with men to older persons managing multiple chronic conditions to COVID-19 survivors.

It is a well-established principle of health communication that targeted and tailored communication is more effective than general messages. The approach advocated in this paper—to build audience-centered communication platforms—is a promising approach to develop more cost-effective, engaging, and effective health communication interventions.
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Abstract

Background: Adequate bowel preparation is essential for the visualization of the colonic mucosa during colonoscopy. However, the rate of inadequate bowel preparation is still high, ranging from 18% to 35%; this may lead to a higher risk of missing clinically relevant lesions, procedural difficulties, prolonged procedural time, an increased number of interval colorectal carcinomas, and additional health care costs.

Objective: The aims of this study are to compare bowel preparation instructions provided via a personalized smartphone app (Prepit, Ferring B V) with regular written instructions for bowel preparation to improve bowel preparation quality and to evaluate patient satisfaction with the bowel preparation procedure.

Methods: Eligible patients scheduled for an outpatient colonoscopy were randomized to a smartphone app group or a control group. Both the groups received identical face-to-face education from a research physician, including instructions about the colonoscopy procedure, diet restrictions, and laxative intake. In addition, the control group received written information, whereas the smartphone app group was instructed to use the smartphone app instead of the written information for the actual steps of the bowel preparation schedule. All patients used bisacodyl and sodium picosulfate with magnesium citrate as laxatives. The quality of bowel preparation was scored using the Boston Bowel Preparation Scale (BBPS) by blinded endoscopists. Patient satisfaction was measured using the Patient Satisfaction Questionnaire-18.

Results: A total of 87 patients were included in the smartphone app group and 86 in the control group. The mean total BBPS score was significantly higher in the smartphone app group (mean 8.3, SD 0.9) than in the control group (mean 7.9, SD 1.2; \( P=0.03 \)). The right colon showed a significantly higher bowel preparation score in the smartphone app group (mean 2.7, SD 0.5 vs mean 2.5, SD 0.6; \( P=0.04 \)). No significant differences were observed in segment scores for the mean transverse colon (mean 2.8, SD 0.4 vs mean 2.8, SD 0.4; \( P=0.34 \)) and left colon (mean 2.8, SD 0.4 vs mean 2.6, SD 0.5; \( P=0.07 \)). General patient satisfaction was high for the smartphone app group (mean 4.4, SD 0.7) but showed no significant difference when compared with the control group (mean 4.3, SD 0.8; \( P=0.32 \)).

Conclusions: Our personalized smartphone app significantly improved bowel preparation quality compared with regular written instructions for bowel preparation. In particular, in the right colon, the BBPS score improved, which is of clinical relevance because the right colon is considered more difficult to clean and the polyp detection rate in the right colon improves with improvement of bowel cleansing of the right colon. No further improvement in patient satisfaction was observed compared with patients receiving regular written instructions.

Trial Registration: ClinicalTrials.gov NCT03677050; https://clinicaltrials.gov/ct2/show/NCT03677050
Introduction

Background
Colonoscopy is considered the gold standard for diagnosing colorectal pathologies. The efficacy and safety of colonoscopy are related to the quality of the preinvestigational bowel preparation. Adequate bowel preparation is essential for the optimal visualization of the colonic mucosa during colonoscopy. Inadequate bowel preparation is associated with the risk of missing clinically relevant lesions, procedural difficulties, prolonged procedural time, an increased number of interval colorectal carcinomas, and additional health care costs [1-6]. Currently reported rates of inadequate bowel preparation range from 18% to 35% [1,7], leaving room for improvement.

Previous studies have evaluated various factors that can negatively affect bowel preparation, such as dietary restrictions (low-fiber vs clear liquid diet), laxative administration (single vs split dose), inadequate information precolonoscopy, and long waiting times [8-12]. In addition, bowel preparation quality depends on patients’ tolerability to the laxative and patients’ satisfaction. Patient satisfaction is inherently correlated with patients’ compliance with the physician-recommended bowel preparation schedules.

Strategies to improve bowel preparation aim to inform patients more extensively about the preparation procedure and remind patients when action is needed (ie, start of diet modifications and intake of the laxative). Several of these strategies, including visual aids, educational videos, and SMS reminders, have provided better bowel preparation quality when compared with regular instructions [13]. Current colonoscopy preparation guidelines recommend providing patients with both verbal and written instructions and acknowledge the added value of providing educational booklets [14,15].

Objectives
A new method for informing and instructing patients is via a personalized smartphone app. In 2017, 93% of Dutch adults possessed a smartphone. The highest percentage of smartphone use was found in the younger age groups, but 90% of people aged ≥55 years had access to a smartphone [16]. Therefore, this technology has the potential to improve bowel preparation quality during colonoscopy. This study aims to investigate the quality of bowel preparation and patient satisfaction in patients using a newly developed, personalized smartphone app in addition to verbal instructions compared with regular verbal and written instructions.

Methods

Study Design
This prospective, endoscopist-blinded, randomized controlled trial was conducted at the Maastricht University Medical Center+, Maastricht, the Netherlands, from August 2018 to November 2019. The study was conducted in accordance with the Declaration of Helsinki [17] and the General Data Protection Regulation [18]. The Medical Ethical Review Committee of the Maastricht University Medical Center (MEC 16-4-141) approved the study. This study is registered at ClinicalTrials.gov (NCT03677050).

Subjects
Patients who were aged ≥18 years, who possessed a smartphone, who were referred to the outpatient clinic for a colonoscopy screening visit by their general practitioner or by the Dutch colorectal cancer screening program, and who were prescribed sodium picosulfate with magnesium citrate (SPMC) were eligible to participate. Hospitalized patients, patients undergoing an emergency colonoscopy, and patients without a smartphone were not considered eligible for participation. All patients fulfilling these inclusion and exclusion criteria were considered for inclusion in this study, and all included patients provided written informed consent. No incentives were offered to participating patients.

Randomization and Group Description
Patient education occurred during a screening visit at the outpatient clinic 1-4 weeks before colonoscopy. During this visit, patients were randomly assigned to the smartphone app group or the control group using a computer-generated randomization list in a 1:1 sequence based on the order of inclusion. Patients from both the groups received a hyperlink to a web-based educational video explaining the colonoscopy procedure. Patients in the control group received verbal and written information concerning diet restrictions, bowel preparation schedules, and laxatives. Patients in the smartphone app group had to install the app on their Android or iOS smartphones, which was accessible by a quick response code (Prepit, Ferring B V; for the Consolidated Standards of Reporting Trials, see Multimedia Appendix 1 [1,7,16,19-25]). Instead of written instructions, patients in the smartphone app group received information and instructions via the smartphone app. The information and instructions provided via the smartphone app were similar to the written instructions of the control group. However, the information was presented in a more visual way, that is, providing pictograms of low-fiber food products and images of the desired stool consistency after ingestion of the laxatives. Furthermore, the smartphone app provided the patients with personalized notifications about the steps of bowel preparation tailored to the exact colonoscopy date and time (Figure 1). It did not take extra time to provide the explanation via the smartphone app compared with the explanation given via the written instructions. Patient satisfaction with the bowel preparation procedure was evaluated using a self-assessed paper questionnaire, the Patient Satisfaction Questionnaire-18 (PSQ-18). This questionnaire was handed out...
to the patients during the screening visit and filled in by the patients on the day of the colonoscopy. Patients completed the questionnaire before the colonoscopy was performed, as the actual experience of undergoing the colonoscopy was not asked for and could possibly (both negatively and positively) influence patient satisfaction regarding the bowel preparation procedure (for the questionnaire, please refer to Multimedia Appendix 2 [26]).

**Figure 1.** Smartphone app screenshots. (A) date and time entry, (B) educational tools, (C) date and time specific bowel preparation schedule, (D) examples of low-fiber diet, (E) picoprep preparation instructions, and (F) examples of clear liquids. Copyright Prepit, Ferring B V.

---

**Bowel Preparation Schedule and Instructions**

Instructions were delivered face-to-face by 2 research physicians (QEWVDZ and BVDV). Patients were instructed to follow a low-fiber diet 2 days before the colonoscopy. All patients were prescribed SPMC in a split-dose regimen of 2 doses, consisting of 10.0 mg sodium picosulfate, 3.5 g magnesium oxide, and 12.0 g citric acid (Picoprep, Ferring B V). Patients scheduled for a colonoscopy in the morning or early afternoon were instructed to take the first SPMC dose the evening before and...
the second dose the morning of the colonoscopy. For colonoscopies scheduled in the afternoon, patients had to take both SPMC doses the morning of the examination, with a 2- to 5-hour interval between both the doses. All patients were also administered 10.0 mg of bisacodyl as an additive to the first SPMC dose.

Outcomes
The primary outcome was bowel preparation quality assessed using the Boston Bowel Preparation Scale (BBPS). The BBPS is a validated and reliable scale that rates bowel cleanliness for each colonic segment (right, transverse, and left) after washing, suctioning, and cleaning maneuvers have been performed by the endoscopist [27]. Each segment is scored on a scale from 0 to 3 (3 being the cleanest) [28,29]. Segment scores were summed to calculate the total BBPS, which ranged from 0 to 9. Bowel preparation was considered adequate when the total score was ≥6 and all segment scores were ≥2. This cut-off value has been shown to be adequate for detecting polyps >5 mm [28-30]. The endoscopists were blinded to the study groups. Secondary end points were adenoma detection rate (ADR), polyp detection rate (PDR), cecal intubation time, and withdrawal time. ADR and PDR were calculated by dividing the number of patients with at least one adenoma and one polyp, respectively, by the total number of colonoscopy patients (based on the histological diagnosis according to the revised Vienna classification) [19,20]. Withdrawal time included the time from starting withdrawal from the cecum to the final inspection of the rectum, including the time spent on washing, suctioning, and polypectomies.

Items from the PSQ-18 were transformed to bowel preparation education purposes to investigate patient satisfaction [26]. Scores for the following subscales were calculated by averaging the scores of the relevant questions: general satisfaction (items 3 and 6), technical quality (items 8 and 9), communication (items 1 and 2), time spent on education (item 7), and convenience (items 4 and 5). Responses to all items were given on a five-point Likert scale, ranging from strongly agree to strongly disagree. Patients in the smartphone app group were also asked to rate the user friendliness and design of the smartphone app on a 10-point scale.

Statistical Analysis and Sample Size
Sample size calculation was performed using PS Power and Sample Size Program version 3.1.2 (W D Dupont and W D Plummer, Jr). To detect a difference of 0.75 in the total BBPS scores between both groups with a significance level (P value) of .05 and a power of 80%, 82 completers per group were needed [21,22]. To account for patients dropping out, 90 patients per group were enrolled. Intention-to-treat analyses were performed. Descriptive statistics are presented as mean (SD) or as the number of patients (%). Differences between study groups were analyzed using two-tailed independent-samples t test for numerical variables and chi-square test or Fisher exact test for categorical variables. Posthoc analyses were performed for subgroup analyses. Two-sided P values ≤.05 were considered statistically significant. Statistical analyses were performed using SPSS Statistics for Windows, version 25 (IBM).

Results
Study Population
Patients who underwent a colonoscopy at the Maastricht University Medical Center+ between August 2018 and November 2019 were screened for eligibility. In total, 90 patients were included in the smartphone app group and 90 in the control group (Figure 2). A total of 7 patients were excluded from the study. Patient characteristics are provided in Table 1. No significant differences were observed between the smartphone app group and the control group in terms of baseline characteristics. Patients in both the groups had the same level of experience in using medical smartphone apps.
Figure 2. Study flowchart of patient enrollment and inclusion.

- Patients screened and considered eligible for participation (n=584)
  - Excluded (n=404)
    - Not meeting inclusion criteria
    - Not willing to participate
  - Randomized (n=180)
    - Smartphone app group (n=90)
      - Did not receive intervention (n=3)
        - Colonoscopy canceled (n=3)
      - Analyzed: intention to treat (n=87)
    - Control group (n=90)
      - Did not receive intervention (n=4)
        - Colonoscopy canceled (n=3)
        - Switched to different bowel preparation (n=1)
      - Analyzed: intention to treat (n=86)
Table 1. Baseline characteristics of patients in the smartphone app group and patients in the control group.

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>Smartphone app group (N=87)</th>
<th>Control group (N=86)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>56.9 (10.8)</td>
<td>57.1 (12.4)</td>
<td>.92</td>
</tr>
<tr>
<td>Age&lt;65, n (%)</td>
<td>67 (77)</td>
<td>62 (72)</td>
<td>.46</td>
</tr>
<tr>
<td>Age≥65, n (%)</td>
<td>20 (23)</td>
<td>24 (28)</td>
<td>.46</td>
</tr>
<tr>
<td>Gender, female, n (%)</td>
<td>37 (43)</td>
<td>34 (40)</td>
<td>.69</td>
</tr>
<tr>
<td>BMI in kg/m², mean (SD)</td>
<td>26.1 (4.6)</td>
<td>25.7 (3.6)</td>
<td>.56</td>
</tr>
<tr>
<td>Indication for colonoscopy, n (%)</td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>National screening program</td>
<td>29 (33)</td>
<td>21 (24)</td>
<td></td>
</tr>
<tr>
<td>Surveillance</td>
<td>17 (20)</td>
<td>25 (29)</td>
<td></td>
</tr>
<tr>
<td>Symptoms</td>
<td>41 (47)</td>
<td>40 (47)</td>
<td></td>
</tr>
<tr>
<td>Waiting time in days, mean (SD)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>26.8 (17.6)</td>
<td>31.6 (24.6)</td>
<td>.14</td>
</tr>
<tr>
<td>Previous colonoscopy, n (%)</td>
<td>34 (39)</td>
<td>37 (43)</td>
<td>.60</td>
</tr>
<tr>
<td>Gastrointestinal history, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>37 (43)</td>
<td>43 (50)</td>
<td>.32</td>
</tr>
<tr>
<td>Diverticulosis</td>
<td>10 (11)</td>
<td>16 (19)</td>
<td>.19</td>
</tr>
<tr>
<td>Constipation</td>
<td>14 (16)</td>
<td>18 (21)</td>
<td>.41</td>
</tr>
<tr>
<td>Abdominal or pelvic surgery&lt;sup&gt;c&lt;/sup&gt;</td>
<td>22 (25)</td>
<td>16 (19)</td>
<td>.28</td>
</tr>
<tr>
<td>Comorbidities, n (%)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>45 (52)</td>
<td>37 (43)</td>
<td>.25</td>
</tr>
<tr>
<td>Level of education, n (%)</td>
<td></td>
<td></td>
<td>.37</td>
</tr>
<tr>
<td>High school</td>
<td>15 (20)</td>
<td>9 (13)</td>
<td></td>
</tr>
<tr>
<td>Secondary vocational education</td>
<td>28 (37)</td>
<td>24 (34)</td>
<td></td>
</tr>
<tr>
<td>Higher education (including Bachelor and Master programs at universities of applied sciences)</td>
<td>33 (43)</td>
<td>38 (54)</td>
<td></td>
</tr>
<tr>
<td>Experienced in using smartphone apps, n (%)</td>
<td>76 (99)</td>
<td>59 (86)</td>
<td>.003</td>
</tr>
<tr>
<td>More than 10 apps</td>
<td>52 (69)</td>
<td>43 (73)</td>
<td>.65</td>
</tr>
<tr>
<td>Previous medical smartphone app use, n (%)</td>
<td>7 (9)</td>
<td>8 (12)</td>
<td>.62</td>
</tr>
</tbody>
</table>

<sup>a</sup>Waiting time was defined as the time between screening visit and colonoscopy.

<sup>b</sup>Inflammatory bowel disease and stenosis did not occur in any patients’ medical history.

<sup>c</sup>Abdominal or pelvic surgery included colectomy, abdominal uterus extirpation, prostatectomy, appendectomy, nephrectomy, cholecystectomy, and cesarean delivery.

<sup>d</sup>Comorbidities included hypertension, cardiovascular disease, chronic pulmonary disease, renal disease, liver disease, psychiatric disease, and diabetes mellitus.

Bowel Preparation Quality

Colonoscopies were performed by 25 different endoscopists (gastroenterologists and fellows) who rated the BBPS. All endoscopists were experienced in scoring the BBPS. The mean total BBPS score in the smartphone app group was significantly higher than that in the control group (mean 8.3, SD 0.9 vs mean 7.9, SD 1.2; P=.03). Mean right colon segment scores were also significantly higher in the smartphone app group (mean 2.7, SD 0.5 vs mean 2.5, SD 0.6; P=.04). No significant differences were observed in the mean transverse colon and left colon segment scores (Table 2). One patient in the smartphone app group and 4 patients in the control group had inadequate bowel preparation scores (P=.18). Multivariable logistic regression analyses, to reveal independent predictors for inadequate bowel preparation, could not be performed because of this low number.
Table 2. Bowel preparation scores for the smartphone app group and the control group.\textsuperscript{a}

<table>
<thead>
<tr>
<th>bowel preparation quality</th>
<th>smartphone app group (n=81)</th>
<th>control group (n=81)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BBPS,\textsuperscript{b} mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>8.3 (0.9)</td>
<td>7.9 (1.2)</td>
<td>.03\textsuperscript{c}</td>
</tr>
<tr>
<td>BBPS right colon</td>
<td>2.7 (0.5)</td>
<td>2.5 (0.6)</td>
<td>.04</td>
</tr>
<tr>
<td>BBPS transverse colon</td>
<td>2.8 (0.4)</td>
<td>2.8 (0.4)</td>
<td>.34</td>
</tr>
<tr>
<td>BBPS left colon</td>
<td>2.8 (0.4)</td>
<td>2.6 (0.5)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Adequate bowel preparation, n (%)\textsuperscript{d}</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total BBPS score ≥6</td>
<td>81 (100)</td>
<td>79 (98)</td>
<td>.25\textsuperscript{e}</td>
</tr>
<tr>
<td>All segment scores ≥2</td>
<td>80 (99)</td>
<td>77 (95)</td>
<td>.18\textsuperscript{e}</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Analyses for the Boston Bowel Preparation Scale included only complete colonoscopies (successful cecal intubation). Missing data were equally distributed between the smartphone app group (n=5) and the control group (n=5). Analyses including incomplete colonoscopies showed similar results.

\textsuperscript{b}BBPS: Boston Bowel Preparation Scale.

\textsuperscript{c}Italicization represents statistically significant result (P<.05).

\textsuperscript{d}Adequate bowel preparation was defined as a total Boston Bowel Preparation Scale score of ≥6 and segment scores of ≥2.

\textsuperscript{e}Fisher exact test.

Subgroup analyses were performed for morning and afternoon colonoscopies, age below and above 65 years, and colonoscopy waiting time exceeding 1 month or not (because of an increased risk of forgetting preparation instructions over time; Table 3). These analyses showed that patients aged <65 years in the smartphone app group had a significantly higher mean total mean (mean 8.4, SD 0.9 vs mean 7.9, SD 1.1; P=.01) and right BBPS score (mean 2.8, SD 0.4 vs mean 2.5, SD 0.6; P=.01) than those in the control group. Patients in the smartphone app group having an afternoon colonoscopy also had a significantly higher mean total and right BBPS score than those in the control group. Furthermore, patients with a colonoscopy waiting time >1 month in the smartphone app group had a significantly higher mean total BBPS score and a significantly cleaner left colon than those in the control group. No significant differences were observed for morning colonoscopies, age ≥65 years, and colonoscopies performed within 1 month.
### Table 3. Subgroup analysis for the smartphone app group and the control group.

<table>
<thead>
<tr>
<th>Subgroup analyses</th>
<th>Smartphone app group (n=81)</th>
<th>Control group (n=81)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Afternoon colonoscopy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient, n (%)</td>
<td>37 (46)</td>
<td>35 (43)</td>
<td>.75b</td>
</tr>
<tr>
<td>Total BBPS, mean (SD)</td>
<td>8.3 (1.0)</td>
<td>7.7 (1.3)</td>
<td>.03</td>
</tr>
<tr>
<td>BBBS right colon, mean (SD)</td>
<td>2.7 (0.5)</td>
<td>2.4 (0.6)</td>
<td>.04</td>
</tr>
<tr>
<td>BBPS transverse colon, mean (SD)</td>
<td>2.8 (0.4)</td>
<td>2.7 (0.5)</td>
<td>.50</td>
</tr>
<tr>
<td>BBPS left colon, mean (SD)</td>
<td>2.8 (0.4)</td>
<td>2.5 (0.6)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Morning colonoscopy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient, n (%)</td>
<td>44 (54)</td>
<td>46 (57)</td>
<td>.75b</td>
</tr>
<tr>
<td>Total BBPS, mean (SD)</td>
<td>8.3 (0.9)</td>
<td>8.1 (1.0)</td>
<td>.37</td>
</tr>
<tr>
<td>BBBS right colon, mean (SD)</td>
<td>2.7 (0.5)</td>
<td>2.6 (0.5)</td>
<td>.38</td>
</tr>
<tr>
<td>BBPS transverse colon, mean (SD)</td>
<td>2.8 (0.4)</td>
<td>2.8 (0.4)</td>
<td>.49</td>
</tr>
<tr>
<td>BBPS left colon, mean (SD)</td>
<td>2.8 (0.4)</td>
<td>2.7 (0.5)</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Age &lt;65 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient, n (%)</td>
<td>63 (78)</td>
<td>57 (70)</td>
<td>.28b</td>
</tr>
<tr>
<td>Total BBPS, mean (SD)</td>
<td>8.4 (0.9)</td>
<td>7.9 (1.1)</td>
<td>.01</td>
</tr>
<tr>
<td>BBBS right colon, mean (SD)</td>
<td>2.8 (0.4)</td>
<td>2.5 (0.6)</td>
<td>.01</td>
</tr>
<tr>
<td>BBPS transverse colon, mean (SD)</td>
<td>2.8 (0.4)</td>
<td>2.7 (0.4)</td>
<td>.17</td>
</tr>
<tr>
<td>BBPS left colon, mean (SD)</td>
<td>2.8 (0.4)</td>
<td>2.7 (0.5)</td>
<td>.14</td>
</tr>
<tr>
<td><strong>Age ≥65 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient, n (%)</td>
<td>18 (22)</td>
<td>24 (30)</td>
<td>.28b</td>
</tr>
<tr>
<td>Total BBPS, mean (SD)</td>
<td>7.9 (1.0)</td>
<td>7.9 (1.3)</td>
<td>.94</td>
</tr>
<tr>
<td>BBBS right colon, mean (SD)</td>
<td>2.4 (0.6)</td>
<td>2.5 (0.6)</td>
<td>.61</td>
</tr>
<tr>
<td>BBPS transverse colon, mean (SD)</td>
<td>2.7 (0.5)</td>
<td>2.8 (0.4)</td>
<td>.61</td>
</tr>
<tr>
<td>BBPS left colon, mean (SD)</td>
<td>2.7 (0.5)</td>
<td>2.6 (0.5)</td>
<td>.37</td>
</tr>
<tr>
<td><strong>Colonoscopy waiting time &gt;1 month</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient, n (%)</td>
<td>27 (33)</td>
<td>36 (44)</td>
<td>.15b</td>
</tr>
<tr>
<td>Total BBPS, mean (SD)</td>
<td>8.3 (0.8)</td>
<td>7.7 (1.1)</td>
<td>.02</td>
</tr>
<tr>
<td>BBBS right colon, mean (SD)</td>
<td>2.6 (0.6)</td>
<td>2.4 (0.6)</td>
<td>.31</td>
</tr>
<tr>
<td>BBPS transverse colon, mean (SD)</td>
<td>2.9 (0.4)</td>
<td>2.7 (0.5)</td>
<td>.21</td>
</tr>
<tr>
<td>BBPS left colon, mean (SD)</td>
<td>2.9 (0.4)</td>
<td>2.5 (0.5)</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Colonoscopy waiting time ≤1 month</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient, n (%)</td>
<td>54 (67)</td>
<td>45 (56)</td>
<td>.15b</td>
</tr>
<tr>
<td>Total BBPS, mean (SD)</td>
<td>8.3 (1.0)</td>
<td>8.1 (1.2)</td>
<td>.38</td>
</tr>
<tr>
<td>BBBS right colon, mean (SD)</td>
<td>2.7 (0.5)</td>
<td>2.6 (0.6)</td>
<td>.12</td>
</tr>
<tr>
<td>BBPS transverse colon, mean (SD)</td>
<td>2.8 (0.4)</td>
<td>2.8 (0.4)</td>
<td>.83</td>
</tr>
<tr>
<td>BBPS left colon, mean (SD)</td>
<td>2.7 (0.4)</td>
<td>2.7 (0.5)</td>
<td>.94</td>
</tr>
</tbody>
</table>

*a* Analyses for the Boston Bowel Preparation Scale included only complete colonoscopies (successful cecal intubation). Missing data were equally distributed between the smartphone app group (n=6) and the control group (n=5). Analyses including incomplete colonoscopies showed similar results.  
*b* Chi-square test comparing presence in specific subgroups (afternoon vs morning, age <65 years vs age ≥65 years, and colonoscopy waiting time ≤1 month vs colonoscopy waiting time >1 month) between the smartphone app group and the control group.  
*c* BBPS: Boston Bowel Preparation Scale.
Colonoscopy Quality Parameters

The cecal intubation rate was 93% and 94% in the smartphone app group and the control group, respectively ($P=.77$; Table 4). Eleven colonoscopies were incomplete because of severe pain sensations (n=6), stenosis (n=3), and technical difficulties (n=2). No colonoscopies were aborted because of inadequate bowel preparation. The mean withdrawal time did not differ significantly between the smartphone app group and the control group (Table 4). Both ADR and PDR were higher in patients in the smartphone app group than in patients in the control group, but the difference was not statistically significant.

Table 4. Colonoscopy quality parameters for the smartphone app group and the control group.

<table>
<thead>
<tr>
<th>Colonoscopy quality parameters</th>
<th>Smartphone app group (n=87)</th>
<th>Control group (n=86)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cecal intubation rate, n (%)</td>
<td>81 (93)</td>
<td>81 (94)</td>
<td>.77</td>
</tr>
<tr>
<td>Withdrawal time in minutes, mean (SD)$^a$</td>
<td>15.8 (8.6)</td>
<td>14.0 (9.1)</td>
<td>.20</td>
</tr>
<tr>
<td>Adenoma detection rate, n (%)$^b$</td>
<td>35 (43)</td>
<td>27 (33)</td>
<td>.20</td>
</tr>
<tr>
<td>Polyp detection rate, n (%)$^b$</td>
<td>44 (54)</td>
<td>36 (44)</td>
<td>.20</td>
</tr>
</tbody>
</table>

$^a$Analyses for withdrawal time included only complete colonoscopies (successful cecal intubation). Withdrawal time could not be calculated for n=3 in the smartphone app group and not for n=1 in the control group.

$^b$Analyses for adenoma and polyp detection rate included only complete colonoscopies (successful cecal intubation). Missing data were equally distributed between the smartphone app group (n=6) and the control group (n=5). Analyses including incomplete colonoscopies showed similar results.

Patient Satisfaction

The response rates of the PSQ-18 were 85% (74/87) in the smartphone app group and 83% (71/86) in the control group ($P=.66$). On a five-point Likert scale, the general satisfaction was 4.4 (SD 0.7) in the smartphone app group and 4.3 (SD 0.8) in the control group ($P=.32$). No significant differences in patient satisfaction were observed in terms of technical quality, communication, time spent on education, and convenience (Table 5). The majority of smartphone app users were willing to use the app again for eventual future colonoscopies (mean 4.5, SD 0.6) and rated the added value of the smartphone app 4.4 (SD 0.7). On a 10-point scale, user friendliness and design of the smartphone app were rated 8.7 (SD 1.1) and 8.7 (SD 1.2), respectively.

Table 5. Patient satisfaction according to the Patient Satisfaction Questionnaire-18 and patient satisfaction with smartphone app use.$^a$

<table>
<thead>
<tr>
<th>Patient satisfaction</th>
<th>Smartphone app group (n=74)</th>
<th>Control group (n=71)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>General satisfaction</td>
<td>4.4 (0.7)</td>
<td>4.3 (0.8)</td>
<td>.32</td>
</tr>
<tr>
<td>Technical quality</td>
<td>4.5 (0.7)</td>
<td>4.5 (0.6)</td>
<td>.70</td>
</tr>
<tr>
<td>Communication</td>
<td>4.6 (0.5)</td>
<td>4.7 (0.6)</td>
<td>.52</td>
</tr>
<tr>
<td>Time spent on education</td>
<td>4.6 (0.7)</td>
<td>4.7 (0.6)</td>
<td>.45</td>
</tr>
<tr>
<td>Convenience</td>
<td>4.4 (0.7)</td>
<td>4.5 (0.6)</td>
<td>.45</td>
</tr>
</tbody>
</table>

Patient satisfaction on smartphone app use (5-point scale),$^c$ mean (SD)

| Added value of the smartphone app     | 4.4 (0.7)                   | N/A$^d$             | N/A       |
| Willingness to use the app for future colonoscopies | 4.5 (0.6) | N/A | N/A |
| Ease of downloading and using        | 4.6 (0.7)                   | N/A                 | N/A       |
| Clear overview of times to use laxative | 4.6 (0.7) | N/A | N/A |

Patient satisfaction on smartphone app use (10-point scale),$^c$ mean (SD)

| Ease of use in general                | 8.7 (1.1)                   | N/A                 | N/A       |
| Design                                | 8.7 (1.2)                   | N/A                 | N/A       |

$^a$Analyses for patient satisfaction included only complete questionnaires. Analyses including incomplete questionnaires showed similar results.

$^b$PSQ-18: Patient Satisfaction Questionnaire-18.

$^c$Analyses for patient satisfaction on smartphone app use was only applicable for smartphone app users and based on n=78 complete questionnaires.

$^d$N/A: not applicable.
Discussion

Principal Findings

Adequate bowel preparation is an important quality indicator for colonoscopy. The key finding of this study is the significantly higher mean total BBPS score in patients using a personalized smartphone app for bowel preparation instructions compared with patients using regular verbal and written information. Patient satisfaction did not improve further for smartphone app users compared with patients receiving regular written instructions.

Comparison With Previous Work

The finding of a significantly higher mean total BBPS score in the smartphone app group compared with the control group is in line with previous studies [2,31,32]. The mean total BBPS score in the control groups of these studies ranged from 5.8 to 7.2. Although the mean total BBPS score (mean 7.9, SD 1.2) in our control group was high, the smartphone app still had added value (mean total BBPS score 8.3, SD 0.9). In particular, the mean BBPS score of the right colon was significantly higher in the smartphone app group than in the control group. This finding is clinically relevant because the right colon is considered more difficult to clean [33] and the PDR in the right colon improves with improvement in BBPS score of the right colon [34].

The European Society of Gastrointestinal Endoscopy recommends the use of enhanced instructions for bowel preparation. Methods such as telephone calls, visual aids, educational videos, and SMS reminders help to improve bowel preparation quality compared with regular instructions [1,2,4,13,33,35-37]. Possible advantages of smartphone apps are that they are more easily understandable, accessible, and interactive. Another benefit is that automatic alerts, reminders, and notifications remind patients to start and adhere to the steps of the bowel preparation schedule more precisely [38,39] without consuming valuable time and resources, as is the case with telephone calls [13,35], making smartphone apps easier to implement in daily clinical practice. Furthermore, the smartphone app provided a personalized bowel preparation schedule for each patient. The different steps of the bowel preparation procedure were adapted to the exact date and time of colonoscopy. In contrast, written instructions were general for morning and afternoon colonoscopies and indicated no exact date.

Previous studies included relatively young patients with a mean age of 42.55 years [2,21,35,36]. In this study, no maximum age for participation was stated, so older age groups, who might be less familiar with smartphone apps, were also included. Jeon et al [37] used a smartphone mobile messenger to educate patients and found that this approach was useful with respect to the quality of bowel preparation for the younger age group (<40 years) but not for patients aged >40 years. In our study, subgroup analysis showed significantly higher total mean BBPS scores and right colon segment scores for patients aged <65 years using the smartphone app compared with the control group. In addition to the study by Jeon et al [37], the significantly higher mean BBPS scores indicate that the use of a smartphone app is a feasible method not only for patients aged <40 years but also for patients aged <65 years. For patients aged ≥65 years, no significant differences in mean BBPS scores were found, although their number was low. Further research focusing on older patients (≥65 years) is needed to investigate the usefulness of a smartphone app among these patients.

In this study, the BBPS was used to measure bowel cleansing. A systematic review by Parmar et al [27] revealed that the BBPS is the most thoroughly validated scale and should therefore be used in clinical practice. It should be noted that the BBPS is scored after appropriate washing and suctioning steps have been performed. Therefore, differences in initial bowel preparation could have been masked by variations in the extent of the endoscopists’ washing and suctioning actions. However, because blinded endoscopists performed colonoscopies in both groups, potential differences in the extent of washing and suctioning were eliminated.

The minimum standard rate for adequate bowel preparation of ≥90%, a set criterion by the European Society of Gastrointestinal Endoscopy guidelines [40], was reached in both the smartphone app group and the control group. In 5 patients (5/173, 2.9%), the colon was inadequately prepared. In the literature, the reported numbers are higher, up to 35% [7,10,13,35]. In this study, predictors for inadequate bowel preparation could not be identified because of the low number of patients. In two meta-analyses, three groups of predictors for inadequate bowel preparation were identified: patients’ characteristics (increasing age, male gender, and higher BMI), clinical conditions (constipation, diabetes mellitus, hypertension, cirrhosis, stroke, and dementia), and medication use (narcotics and tricyclic antidepressants) [41,42]. Other studies also reported low level of education, low socioeconomic status, low health literacy, and low patient motivation in health promotion as influencing factors [13,35].

ADR and cecal intubation rate are indicators of colonoscopy quality [30]. Guo et al [43] found a significantly higher ADR in the smartphone app group than in the control group (21.4% vs 12.8%, respectively; P=0.03). Although higher ADR and PDR were observed in the smartphone app group in this study, the observed differences were not statistically significant. It should be noted that this study was not powered to detect significant differences in ADR and PDR. A recent meta-analysis found that patients who had received enhanced instructions (social media apps, SMS, and telephone calls) had higher cecal intubation rates (odds ratio 2.77, 95% CI 1.73-4.42; P<0.001) than patients receiving regular verbal and written instructions [4]. In this study, none of the cases in which the cecum was not reached were because of inadequate bowel preparation, although it has been reported as a major factor in the literature [44].

Bowel preparation procedures may cause discomfort. The main discomfort patients report relates to uncertainties with respect to dietary recommendations and adverse gastrointestinal symptoms owing to use of laxatives [33]. Patient education using a smartphone app may help resolve these uncertainties [45]. Indeed, the willingness to repeat the preparation procedure was higher for patients receiving enhanced bowel preparation instructions than for those receiving regular instructions (odds
High patient satisfaction can therefore help to increase patient participation in surveillance colonoscopies. In our control group, patient satisfaction was already high and increased further when using the smartphone app.

**Strengths and Limitations**

This study had several strengths. Selection bias was avoided in three ways. First, inclusion concerned screening, surveillance, and symptomatic patients of both morning and afternoon colonoscopies. Second, patients were not excluded if they had a history of abdominal surgery, diverticulosis, stenosis, or constipation, compared with most other studies [2,22,31,35,46]. Third, the app was available for smartphones with both Android and iOS operating systems, in contrast to the study by Lorenzo-Zuniga et al [36]. Furthermore, no maximum age for participation was stated. All the abovementioned decisions in the methodology add to the generalizability of our findings.

This study also had certain limitations. First, compliance with the bowel preparation schedule was not controlled in either group, although it is known that approximately 30% of patients with poor bowel preparation fail to follow instructions before the colonoscopy [23]. In addition, we did not monitor other variables related to BBPS, such as searching for additional information on the internet or other social media or help provided by other sources or people. Second, the patients were not blinded to the intervention. Third, a large number of endoscopists assessed the BBPS, potentially leading to a larger variability in scoring and possibly causing bias. All endoscopists were trained and experienced in using the BBPS to achieve uniform scoring, thereby reflecting daily endoscopic practice in a teaching hospital. Fourth, selection bias may have occurred, as only 30.8% (180/584) of the screened patients visiting our prescreen facility were eligible for inclusion. Most likely, only patients with an affinity for smartphone use were willing to participate, lowering the generalizability of this study. With the expectation of an increase in smartphone use in the future, generalizability will subsequently increase, and smartphone apps for bowel preparation can be a valuable tool in improving bowel preparation quality. Fifth, the study was performed at a single center, limiting its generalizability.

**Conclusions**

In conclusion, this study showed that using our personalized smartphone app significantly improved bowel preparation quality, particularly in the right colon, and could improve polyp detection in the right colon. Patient satisfaction was equal in the personalized smartphone app group and the control group. Smartphone apps are an easy-to-use tool to improve patients’ bowel preparation education and quality, making implementation in clinical practice feasible.

**Acknowledgments**

Ferring B V financially supported and facilitated the development of the smartphone app (Prepit, Prepare for colonoscopy, Ferring B V). Ferring B V did not contribute to the study protocol, data analysis, or manuscript writing.

**Authors’ Contributions**

QEWWVDZ, AR, BVDV, AAMM, and RJJDR conceptualized the study and its design, drafted the paper, analyzed and interpreted the data, critically revised the paper for important intellectual content, and approved the final paper. BW analyzed and interpreted the data, critically revised the paper for important intellectual content, and approved the final paper.

**Conflicts of Interest**

AAMM was supported by a health care efficiency grant from ZonMw (Organization for Health Research and Development, the Netherlands), an unrestricted research grant from Will Pharma S A, a restricted educational grant from Ferring B V, and research funding from Allegan and Grünenthal; provided scientific advice to Bayer, Kyowa Kirin, and Takeda; and received a research grant from PENTAX Europe GmbH and the Dutch Cancer Society. RJJDR was supported by a restricted educational grant from Ferring B V, QEWWVDZ, AR, BVDV, and BW declare no conflicts of interest for this paper. Ferring B V financially supported and facilitated the development of the smartphone app. Ferring B V had no role in the design, practice, or analysis of this study.

**Multimedia Appendix 1**

CONSORT-eHEALTH checklist (V 1.6.1).

[PDF File (Adobe PDF File), 1221 KB - mhealth_v9i8e26703_app1.pdf ]

**Multimedia Appendix 2**

eHealth checklist patient satisfaction questionnaire-18.

[DOCX File , 16 KB - mhealth_v9i8e26703_app2.docx ]

**References**


**Abbreviations**

ADR: adenoma detection rate  
BBPS: Boston Bowel Preparation Scale  
PDR: polyp detection rate  
PSQ-18: Patient Satisfaction Questionnaire-18  
SPMC: sodium picosulfate with magnesium citrate
Supporting Women Undergoing IVF Treatment With Timely Patient Information Through an App: Randomized Controlled Trial

Thomas Timmers\textsuperscript{1,2}, MSc; Manouk Keijsers\textsuperscript{3}, MD; Jan A M Kremer\textsuperscript{1}, MD, PhD; Loes Janssen\textsuperscript{4}, PhD; Jesper Smeenk\textsuperscript{3}, MD, PhD

\textsuperscript{1}IQ healthcare, Radboud Institute for Health Sciences, Radboud University Medical Center, Nijmegen, Netherlands
\textsuperscript{2}Interactive Studios, Rosmalen, Netherlands
\textsuperscript{3}Department of Obstetrics and Gynaecology, Elisabeth-TweeSteden Hospital, Tilburg, Netherlands
\textsuperscript{4}Máxima Medical Center, Veldhoven, Netherlands

Corresponding Author:
Thomas Timmers, MSc
IQ healthcare
Radboud Institute for Health Sciences
Radboud University Medical Center
Geert Grooteplein Zuid 10
Nijmegen, 6525 GA
Netherlands
Phone: 31 24 3615305
Fax: 31 24 3615300
Email: thomas@interactivestudios.nl

Abstract

Background: Since the introduction of assisted reproductive technologies in 1978, over 2 million in vitro fertilization (IVF) babies have been born worldwide. Patients play a vital role in the success of this treatment. They are required to take fertility medication (hormone injections) to activate the ovaries to produce a sufficient number of oocytes. Later, they need to take medication to increase the chance of the embryo surviving inside the uterus. Patients are educated during an intake consultation at the start of the treatment to minimize the emotional burden and reduce noncompliance. The consultation lasts about 30 to 45 minutes and covers all essential subjects. Even though ample time and energy is spent on patient education, patients still feel anxious, unknowledgeable, and unsupported. As such, electronic health utilizing a smartphone or tablet app can offer additional support, as it allows health care professionals to provide their patients with the correct information at the right time by using push notifications.

Objective: This randomized controlled trial aimed to evaluate the capacity of an app to support IVF patients throughout the different phases of their treatment and assess its effectiveness. The study’s primary outcome was to determine the patients’ level of satisfaction with the information provided. The secondary outcomes included their level of knowledge, ability to administer the medication, overall experienced quality of the treatment, health care consumption, and app usage.

Methods: This study was performed at a specialized fertility clinic of the nonacademic teaching hospital Elisabeth-TweeSteden Ziekenhuis in Tilburg, the Netherlands. Patients who were scheduled for IVF or intracytoplasmic sperm injection treatments between April 2018 and August 2019 were invited to participate in a physician-blinded, randomized controlled trial.

Results: In total, 54 patients participated (intervention group: n=29). Patients in the intervention group demonstrated a higher level of satisfaction on a 0 to 10 scale (mean 8.43, SD 1.03 vs mean 7.70, SD 0.66; \( P=.004 \)). In addition, they were more knowledgeable about the different elements of the treatment on a 7 to 35 scale (mean 27.29, SD 2.94 vs mean 23.05, SD 2.76; \( P<.001 \)). However, the difference disappeared over time. There were no differences between the two patient groups on the other outcomes. In total, 25 patients in the intervention group used the app 1425 times, an average of 57 times per patient.

Conclusions: Our study demonstrates that, in comparison with standard patient education, using an app to provide patients with timely information increases their level of satisfaction. Furthermore, using the app leads to a higher level of knowledge about the steps and procedures of IVF treatment. Finally, the app’s usage statistics demonstrate patients’ informational needs and their willingness to use an electronic health application as part of their treatment.

Trial Registration: Netherlands Trial Register (NTR) 6959; https://www.trialregister.nl/trial/6959
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Introduction

Background

Since the introduction of assisted reproductive technologies in 1978, over 2 million IVF (in vitro fertilization) babies have been born worldwide [1]. The technique offers infertile couples the chance to become pregnant and is currently applied over a million times annually in the United States and Europe [2-4]. An IVF or ICSI (intracytoplasmic sperm injection) treatment has many different stages and can easily take up to several months. First, there is the collection of oocytes (mature egg cells) from the ovaries that need to be fertilized by sperm in a lab. After successful fertilization, the oocytes are transferred to the uterus (embryo transfer). Pregnancy then depends, among different factors, on the embryos attaching to the lining of the uterus.

Patients’ behavior and adherence to treatment instructions play a vital role in the success of this treatment. First, they are required to take fertility medications (hormone injections) to activate the ovaries to produce a sufficient number of oocytes. Later, they need to take medication to increase the chances of the embryo surviving inside the uterus. The medication comes with very strict regimes in terms of application and timing, and most women suffer from the side effects of using the medications and experience stress related to the treatment process. Patients and clinicians report being anxious, which often results in nonadherence to the treatment process [5,6].

Patients are educated about the process during an intake consultation at the start of the treatment to minimize the emotional burden and reduce the risk of noncompliance. The consultation lasts about 30 to 45 minutes. It covers all the important subjects, including the physiology of the menstrual cycle, administration of the medication (and its side effects), oocyte retrieval and embryo transfers, risks, and the chances of becoming pregnant. Even though ample time and energy is spent on patient education, patients still feel anxious, unknowable, and unsupported [5,7-13]. These emotions often relate to the feeling of being uninformed. In contrast, patients prefer being routinely provided with understandable, structured, and practical information regarding their IVF or ICSI treatments. [9,14-18]. Using eHealth via a smartphone or tablet app allows health care professionals to provide their patients with the right information at the right time through push notifications. These notifications may refer to newly available information, prepare patients for a consultation, or remind patients to take their medication and provide relevant instructions.

Furthermore, the information is readily available, complete, well-structured, and presented in different modes like text and video. It can utilize feedback systems to test and retest patients’ understanding of important information. A 2020 systematic review demonstrated the effectiveness of these interventions on many different outcomes, ranging from knowledge and satisfaction to adherence and quality of life [19].

Objectives

This randomized controlled trial aimed to evaluate the capacity of an app to support IVF and ICSI patients throughout the different phases of their treatment and assess its effectiveness. The study’s primary outcome was to determine the patients’ level of satisfaction with the information provided. The secondary outcomes included their level of knowledge, ability to administer the medication, the overall experienced quality of the treatment, and health care consumption. In addition, app usage statistics were gathered to assess the need for specific information in the app. We hypothesized that providing patients with timely information via an app would positively affect all outcomes compared to standard patient education practices.

Methods

Study Design

This study was performed at a specialized fertility clinic of the nonacademic teaching hospital Elisabeth-TweeSteden Ziekenhuis (ETZ) in Tilburg, the Netherlands. Patients who were scheduled for IVF or ICSI treatment were invited to participate in a physician-blinded, randomized controlled trial between April 2018 and August 2019. The study assessed the effectiveness of an interactive app in addition to the standard care (website and brochures) in a parallel-group design with an equal allocation ratio. The app was used to support and educate patients through the different stages of their treatment, ranging from the intake and medication instructions to the oocyte retrieval, embryo transfer, and pregnancy test. No changes were made to the study design after the study was initiated. We followed the CONSORT (Consolidated Standards of Reporting Trials) guidelines and the CONSORT eHealth checklist [20,21].

Informed Consent and Ethical Considerations

The hospital staff asked patients to consider participating in the study following their first consultation with a fertility physician indicating they were eligible for IVF or ICSI treatment. Interested patients received all the necessary information about the study, and they were offered at least 2 days to reflect on the information. If they had any questions, they could contact the local research coordinator (MK, gynecology resident since 2018) by phone or email. If they agreed to participate in the study, patients signed the informed consent before initiating their treatment. The study was registered at the Netherlands Trial Registry (reference number 6959). The study was approved by the Institutional Review Board of the Maxima Medical Centre (Eindhoven, the Netherlands; reference number N18.030) and the ETZ hospital’s local review board.
Participant Selection

Patients scheduled for IVF or ICSI treatments at the ETZ hospital were eligible for inclusion. Additionally, participants were required to be fluent in Dutch and possess an email address and a smartphone or tablet. For the remainder of this article, we will refer to this patient population (patients scheduled for IVF or ICSI treatment) as “IVF patients.”

Intervention

The Patient Journey App (Interactive Studios) provided timely information to IVF patients in the intervention group. The app was only available to patients in the intervention group, and they obtained access to the app after completing the baseline questionnaire. They received an email with download instructions for the app and a personal code to enter on the app’s timeline to unlock the information in the app.

All patients in the intervention group received the same information via the app. However, the timing of the information and push notifications was based on the date a specific patient started the treatment and the date the patient underwent the oocyte retrieval. These dates were entered into the system by the hospital staff to ensure accuracy. All information, questions, and interactions were provided within the app based on a relative number of days before and after these events. Push notifications were used to alert patients about the newly available information actively. The timing of the push notifications was configured per information item (e.g., information about hormone medication side effects was provided 3 days after the intake consultations at 11 am, and information about the preparation for the oocyte puncture appeared 2 days before the oocyte puncture at 8 pm). An overview of the content, notifications, and timing is presented in Multimedia Appendix 1.

The text, photos, and video used in the app were developed specifically for this trial in close collaboration with a gynecologist (JS, subspecialist reproductive medicine since 2011), a clinical embryologist (since 2004), and a specialized fertility care nurse (since 2010). Furthermore, the electronic health records of 10 patients who had previously undergone IVF or ICSI treatment were checked to determine why they had contacted the hospital. Based on this information, an interactive timeline was developed (Figure 1). All information on the timeline was presented in Dutch. No changes were made to the app’s content during the trial.

Information in the app was tailored to the ETZ hospital and based on existing protocols. Patients that used the app from IVF intake to pregnancy test after a successful embryo transfer received 52 information items and 30 push notifications. The information was disseminated over different phases of the IVF or ICSI process: introduction, welcome to the ETZ fertility center, what is IVF or ICSI, medication usage, IVF or ICSI intake consultation, medication reminders, treatment schedule (hormone injections, side effects, and echography), oocyte retrieval, embryo transfer, and a pregnancy test.

Prior to the study, 4 patients were interviewed to assess the general usefulness and usability of the app. They reported that the app would be very useful and offered no additional suggestions or changes. After the study, all the content developed for the intervention was provided to the fertility clinic, allowing them to offer it to their patients as part of the new standard of care.

Study Outcomes

Patients’ satisfaction with the information they received during the treatment was assessed as a primary outcome. Secondary outcomes assessed patients’ level of knowledge, satisfaction with the IVF intake consultation, health care consumption, and their ability to understand the information, administer hormone injections, and manage side effects. In addition, we assessed patients’ overall satisfaction with the entire treatment process.
Finally, data on app usage was continuously captured to understand better how the app is being used over time, the type of information that patients consult, and the videos they watch (Textbox 1).

**Textbox 1.** Overview of questionnaires used per outcome.

<table>
<thead>
<tr>
<th>Outcome and questionnaire</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfactory with the information</td>
<td>A single question concerning patients’ satisfaction with the information they received during their treatment. Numeric scale rating (NRS) scores were used to measure the outcome, ranging from 0 (not satisfied at all) to 10 (extremely satisfied).</td>
</tr>
<tr>
<td>Level of knowledge</td>
<td>The patient’s perceived level of knowledge about their cycle, administration of hormone injections, side effects of hormone injections, other medications, oocyte retrieval, embryo transfer, and pregnancy test was determined through 7 questions. All questions were scored on a 1 to 5 scale: very knowledgeable, knowledgeable, neutral, little knowledge, and very little knowledge. Sum scores ranging from 7 to 35 were used to measure the outcome.</td>
</tr>
<tr>
<td>General satisfaction of in vitro fertilization (IVF) intake consultation</td>
<td>One question assessed patients’ overall satisfaction with the IVF intake consultation. NRS scores were used to measure the outcome, ranging from 0 (not satisfied at all) to 10 (extremely satisfied).</td>
</tr>
<tr>
<td>Ability to understand the information during the IVF intake consultation</td>
<td>One question addressed patients’ ability to understand the information presented during the IVF intake consultation. NRS scores were used to measure the outcome, ranging from 0 (no understanding at all) to 10 (full understanding).</td>
</tr>
<tr>
<td>Administering hormone injections</td>
<td>One question evaluated patients’ ability to administer the hormone injections at the right time. NRS score was used to measure the outcome, ranging from 0 (not capable at all) to 10 (perfectly capable).</td>
</tr>
<tr>
<td>Managing side-effects</td>
<td>One question assessed patients’ ability to manage treatment side effects caused by the hormone injections. NRS score was used to measure the outcome, ranging from 0 (not capable at all) to 10 (perfectly capable).</td>
</tr>
<tr>
<td>Overall quality of the IVF treatment</td>
<td>The QPP-IVF (Quality from the Patient’s Perspective of In Vitro Fertilization) questionnaire [22] assessed 3 dimensions of IVF care: medical-technical conditions (pain, physical care, and waiting time), physical-technical conditions (care room characteristics), and identity-orientated approaches (information during and after treatment, participation, responsibility or continuity, the staffs’ respect, and empathy).</td>
</tr>
<tr>
<td>Health care consumption</td>
<td>Five questions addressed contacting the hospital in the past 7 days (in addition to planned calls or visits), medication usage, side effects, oocyte retrieval, or other topics. A 0 to 4 score was used to indicate the number of contacts.</td>
</tr>
<tr>
<td>App usage data</td>
<td>Continuous logging of all the actions that patients perform in the app, such as opening the app, reading the information, and watching a video.</td>
</tr>
</tbody>
</table>

The study outcomes were measured a total of 4 times during the IVF or ICSI process (Textbox 2). The baseline measurement was taken after patients were enrolled in the study. Follow-up questionnaires were sent to both groups 2 days and 10 days after the IVF intake consultation and 5 days after the oocyte retrieval. Patients were invited to participate in the questionnaire by email. A maximum of 2 email reminders was sent if patients did not respond to the initial invite. Patients had a 7-day window to complete the questionnaires for each measurement. All outcome data were self-reported and collected using an online system. Patients who either missed the baseline measurement or more than 2 follow-up questionnaires were registered as lost to follow-up. These patients were not included in the final data analysis.

**Textbox 2.** Overview of outcomes assessed throughout the in vitro fertilization (IVF) or intracytoplasmic sperm injection (ICSI) treatment process.

<table>
<thead>
<tr>
<th>Outcomes assessed during each stage of the IVF or ICSI</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>Satisfaction with the information provided, level of knowledge, and app usage data.</td>
</tr>
<tr>
<td>2 days after IVF intake</td>
<td>Satisfaction with the information provided, level of knowledge, general satisfaction with the IVF intake consultation, ability to understand the information during the IVF intake consultation, administering hormone injections, managing side effects, and app usage data.</td>
</tr>
<tr>
<td>10 days after IVF intake</td>
<td>Administering hormone injections, managing side effects, app usage data, and health care consumption</td>
</tr>
<tr>
<td>5 days after oocyte retrieval</td>
<td>Satisfaction with the information provided, level of knowledge, overall quality of IVF treatment, and app usage data</td>
</tr>
</tbody>
</table>

**Sample Size**

The sample size calculation was based on the 2016 study, which assessed IVF patients’ experiences and satisfaction with patient information [23]. This study revealed an average satisfaction score of 7.29 (SD 2.2) on a 0 to 10 scale. In our study, we expected an average satisfaction of 8.5 (SD 1.5). We performed a power calculation on powerandsamplesize.com using 2-sided equality, $\alpha=0.05$, and $\beta=0.90$, resulting in 33 patients in each arm. We also added a 10% dropout margin for a total of 36 patients in each arm.

**Randomization**

Patients were randomized to either the control or intervention group by a computer program. Randomization was performed without block or stratification restrictions. After being allocated to one of the groups, patients received an email that included the link to the baseline questionnaire.
Statistical Methods
For our analysis, we used an intention-to-treat approach, including all randomized patients. Normally distributed continuous variables (eg, satisfaction and level of knowledge) were presented as a mean value with the SD, and they were statistically compared between the groups using independent 2-tailed student t-tests. Nonnormally distributed variables were presented as a median value with the IQR. Categorical variables (eg, health care consumption) were presented as sample number and percentage and compared between groups using chi-square tests. Missing data were not replaced in any type of analysis. Patients’ level of education was divided into 2 groups for analysis: group 1 (none, elementary school, or secondary or vocational education) and group 2 (higher secondary education, pre-university education, or university education in applied sciences). P values of ≤.05 indicated a significant difference, and P values between .05 and .10 were indicated a trend. All data were analyzed using SPSS Statistics for Macintosh (version 25.0; IBM).

Results
Study Sample
Between June 2018 and August 2019, a total of 65 patients were willing to participate in the study of which, 2 patients got pregnant before the start of their treatment, 1 patient withdrew due to mental instability, and 8 patients dropped out due to logistical reasons. As a result, a total of 54 patients were randomized into the control and intervention groups.

Of the 54 patients in the study, 4 (7.4%) did not complete the baseline questionnaire, and 2 (3.7%) withdrew from the study for reasons unknown. In total, 28 patients were actively enrolled in the intervention group and 20 patients in the control group. In the intervention group, 25 (89.3%) participants downloaded and used the app (Figure 2). Baseline characteristics of the study population were largely similar between groups (Table 1).

Figure 2. Patient flow diagram. OHSS: ovarian hyperstimulation syndrome.
Table 1. Patient characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group (n=28)</th>
<th>Control group (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>32.39 (5.14)</td>
<td>32.76 (4.55)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1 (low)</td>
<td>13 (46.4)</td>
<td>10 (50.0)</td>
</tr>
<tr>
<td>Group 2 (high)</td>
<td>15 (53.6)</td>
<td>10 (50.0)</td>
</tr>
<tr>
<td>Years trying to get pregnant, median (IQR)</td>
<td>2 (1.0-3.0)</td>
<td>2 (1.0-3.0)</td>
</tr>
<tr>
<td>Prior IUI(^a) treatment at ETZ(^b) hospital (yes), n (%)</td>
<td>2 (7.14)</td>
<td>3 (15.0)</td>
</tr>
<tr>
<td>Treated before in another hospital (yes), n (%)</td>
<td>4 (14.29)</td>
<td>2 (10.0)</td>
</tr>
</tbody>
</table>

\(^a\)IUI: intrauterine insemination.
\(^b\)ETZ: Elisabeth-TweeSteden Ziekenhuis hospital.

Primary Outcome

**Patient Satisfaction With the Information Received During the Treatment**

There was no difference between the 2 groups at baseline (intervention group: mean 6.56, SD 1.18 vs control group: mean 6.86, SD 1.18; \(P=.76\)). However, there was a significant difference in favor of the intervention group 2 days after the IVF intake consultation (intervention group: mean 8.43, SD 1.03 vs control group: mean 7.70, SD 0.66; \(P=.004\)). At the third and final measurement, 5 days after the oocyte retrieval, the level of satisfaction was equal between groups (intervention group: mean 8.14, SD 1.04 vs control group: mean 8.06, SD 1.44; \(P=.86\); Table 2).

Table 2. Patient satisfaction with the information received during the treatment.

<table>
<thead>
<tr>
<th>Satisfaction with information</th>
<th>Baseline</th>
<th>2 days after IVF(^a) intake</th>
<th>5 days after oocyte retrieval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention group, mean (SD), participants</td>
<td>6.56 (1.18) n=28</td>
<td>8.43 (1.03) n=28</td>
<td>8.14 (1.04) n=22</td>
</tr>
<tr>
<td>Control group, mean (SD), participants</td>
<td>6.86 (1.18) n=20</td>
<td>7.70 (0.66) n=20</td>
<td>8.06 (1.44) n=16</td>
</tr>
<tr>
<td>(P) value</td>
<td>.76</td>
<td>.004</td>
<td>.86</td>
</tr>
</tbody>
</table>

\(^a\)IVF: in vitro fertilization.

Secondary Outcomes

**Level of Knowledge**

There was no difference in the level of knowledge between the 2 groups at baseline (intervention group: mean 19.00, SD 3.08 vs control group: mean 17.31, SD 3.20; \(P=.09\)). However, there was a significant difference in favor of the intervention group 2 days after the IVF intake consultation (intervention group: mean 27.29, SD 2.94 vs control group: mean 23.05, SD 2.76; \(P<.001\)). At the third and final measurement, 5 days after the oocyte retrieval, the level of knowledge was slightly higher in the intervention group, but this difference was no longer significant (intervention group: mean 27.60, SD 3.48 vs control group: mean 27.13, SD 4.01; \(P=.71\); Table 3).

Table 3. Level of knowledge.

<table>
<thead>
<tr>
<th>Level of knowledge</th>
<th>Baseline</th>
<th>2 days after IVF(^a) intake</th>
<th>5 days after oocyte retrieval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention group, mean (SD), participants</td>
<td>19.00 (3.08) n=28</td>
<td>27.29 (2.94) n=28</td>
<td>27.60 (3.48) n=22</td>
</tr>
<tr>
<td>Control group, mean (SD), participants</td>
<td>17.31 (3.20) n=20</td>
<td>23.05 (2.76) n=20</td>
<td>27.13 (4.01) n=16</td>
</tr>
<tr>
<td>(P) value</td>
<td>.09</td>
<td>&lt;.001</td>
<td>.71</td>
</tr>
</tbody>
</table>

\(^a\)IVF: in vitro fertilization.

**Satisfaction With the IVF Intake Consultation and Ability to Understand the Information**

Although patients in the intervention group rated the IVF intake consultation higher than patients in the control group, there was no significant difference in their satisfaction levels (intervention group: mean 9.00, SD 8.61 vs control group: mean 8.60, SD 0.94; \(P=.13\)). However, patients in the intervention group reported a significantly higher score regarding their ability to understand all the information provided during the consultation (intervention group: mean 8.96, SD 1.14 vs control group: mean 7.95, SD 1.36; \(P=.01\)).

**Administrating Hormone Injections and Managing Side Effects**

Patients’ ability to administer the hormone injections was measured 2 days after the IVF intake and showed no differences between groups (intervention group: mean 8.57, SD 1.10 vs control group: mean 8.15, SD 1.73; \(P=.31\)). This outcome was measured again 10 days after the IVF intake consultation with no significant differences.
similar results (intervention group: mean 8.74, SD 1.20 vs control group: mean 8.26, SD: 1.94; \(P=0.23\)).

Patients’ ability to manage the side effects of the hormone injections was measured 2 days after the IVF intake consultation and showed no differences between groups (intervention group: mean 7.43, SD 1.60 vs control group: mean 7.15, SD 1.47; \(P=0.54\)). It was measured again 10 days after the IVF intake consultation with similar results (intervention group: mean 7.52, SD 1.06 vs control group: mean 7.42, SD 1.43; \(P=0.79\)).

**Overall Quality of the IVF Treatment**

There was no difference between the groups regarding the perceived overall quality of the IVF treatment (intervention group: mean 51.65, SD 12.73 vs control group: mean 48.59, SD 9.55; \(P=0.41\)).

**Health Care Consumption**

A trend was observed between the groups concerning health care consumption. Patients in the intervention group contacted the hospital less frequently (intervention group: mean 0.44 contacts per patient, SD 0.85 vs control group: mean 0.84 contacts per patient, SD 0.69; \(P=0.09\)).

**App Usage Data**

In total, 25 patients in the intervention group used the app 1425 times, an average of 57 times per patient. Patients primarily used a smartphone to access the information (1283/1425, 90%) compared to tablet use (142/1425, 10%). Hormone injection instructions, the side effects of medication, the first day of the IVF cycle, the oocyte retrieval, and usage of the medication capsules after the embryo transfer were consulted most frequently. During the intervention, 26 videos were offered to each patient on average. In total, these videos were viewed 618 times, an average of 24 views per patient. In addition, video-enriched information items about the start of the IVF cycle, medication side effects, oocyte retrieval, and embryo transfer were frequently viewed.

**Post-Hoc Power Analysis**

Unfortunately, we could not include as many patients as we required based on the initial power calculation we performed. Therefore, to determine the strength of our results, we performed a post-hoc power calculation based on the results of our primary outcome (ie, satisfaction with the information two days after the IVF intake). It showed a power of 81%, indicating that our study was not underpowered.

**Discussion**

**Principal Findings**

The results of our study demonstrate the effectiveness of using an app to educate and support patients that undergo IVF treatment. Regarding the primary outcome, patients in the intervention group were more satisfied with the information they received, especially in the first stages of their treatment. Furthermore, the app positively affected patients’ knowledge about the different aspects of their IVF treatment and their ability to understand the information during the intake consultation.

To our knowledge, our study is the first to assess the effectiveness of using an app to educate IVF patients through the different stages of their treatment, offering the information promptly by using push notifications. The results on outcomes such as satisfaction and level of knowledge are in line with a 2020 review on using apps to educate patients in this timely manner [19]. Satisfactory patient information and the feeling of a (virtual) continuity of care have been indirectly associated with better individual well-being by reducing treatment concerns and enabling higher treatment tolerability [24]. The importance of information provisioning was also demonstrated by a large European study focusing on patient-centered care in fertility clinics [25]. Being more responsive to patients’ needs and expectations can lower the number of discontinued treatments because it reduces the level of emotional distress [26]. However, the results on medication adherence and the management of side effects differ from previous studies, where patients reported anxiety concerning these topics [11,27]. In our study, participants in both groups reported similar positive scores on their ability to manage their medication regimens.

**Strengths and Limitations**

An important strength of our study is content development, for which we combined multiple insights from specialized fertility physicians and nurses, and embryologists. Another strength is push notifications, allowing the app to reach out to patients when new information was available actively. By delivering the most relevant information in smaller segments, patients can better process and retain the information [19,28]. The app usage statistics demonstrate patients’ willingness and need for the app, and that offering complex topics such as the start of the cycle, the oocyte retrieval, side effects of medication, and the embryo transfer through video is highly appreciated.

**Limitations**

An essential limitation of the study is that we could not include as many patients as required based on the initial power calculation. It was mainly due to staffing problems at the hospital. Nevertheless, a post-hoc power analysis was performed to determine the strength of our results, demonstrating that our study was not underpowered. In addition, we did not involve patient input when deciding which content to offer through the app, including the format and timing of push notifications. This could have contributed to a more personalized experience. Finally, we used several self-reported questionnaires. Although not scientifically validated, we presented the questionnaires to patients prior to the study initiation and used the commonly applied 0 to 10 numeric rating scale mechanism to score the items.

**Clinical Implications and Future Research**

All patients in the intervention group could download and use the app with no additional instructions besides those provided in the initial email, positively demonstrating the ease and acceptance of the intervention from a patient perspective. It also means that implementing such an app does not require the hospital staff to alter their routines to support patients with the app. In its current form, the app optimizes the IVF patient journey without requiring additional staff resources.
Future development and research should focus on a more personalized version of the app, including a more qualitative approach to better identify patients’ needs and new strategies to ensure the information suits their communication styles [29-31]. In addition, adjusting the information based on a patient’s anxiety or depression during the different stages of the treatment can enable patients to better cope with the emotional burden of undergoing the treatment and managing related outcomes [32-34].

The app use might be extended to other phases of the IVF treatments or other treatments as well, not only to inform patients about the next step in their treatment but also to actively involve them in their treatment. For example, it would be interesting to see if the patient and health care provider’s reported quality of the first consultation would change when patients primarily use the app for educational purposes and in-person clinic visits are spent addressing questions and their priorities. In addition, using the app as a communication platform between patients and health care providers during the entire care journey could further optimize the perceived quality of care. Previous studies focusing on online IVF platforms reported positive outcomes on such ideas, but only if they are strategically implemented in the clinic as integral to the standard of care [35,36].

Conclusions
Our study demonstrates that, in comparison with standard patient education, using an app to provide patients with timely information increases their level of satisfaction. Furthermore, using the app leads to a higher level of knowledge regarding the steps and procedures of IVF treatment. The app’s usage statistics demonstrate patients’ need for information and their willingness to use an eHealth application as part of their treatment. Future interventions might use a better patient-centered approach, for instance, collecting information about patients’ needs and expectations in preparation for their initial consultations or the treatment itself.
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Abstract

Background: Mobile health apps are important interventions that increase the scale and reach of prevention services, including HIV testing and prevention counseling, pre-exposure prophylaxis, condom distribution, and education, of which all are required to decrease HIV incidence rates. The use of these web-based apps as well as fully web-based intervention trials can be challenged by the need to remove fraudulent or duplicate entries and authenticate unique trial participants before randomization to protect the integrity of the sample and trial results. It is critical to ensure that the data collected through this modality are valid and reliable.

Objective: The aim of this study is to discuss the electronic and manual authentication strategies for the iReach randomized controlled trial that were used to monitor and prevent fraudulent enrollment.

Methods: iReach is a randomized controlled trial that focused on same-sex attracted, cisgender males (people assigned male at birth who identify as men) aged 13-18 years in the United States and on enrolling people of color and those in rural communities. The data were evaluated by identifying possible duplications in enrollment, identifying potentially fraudulent or ineligible participants through inconsistencies in the data collected at screening and survey data, and reviewing baseline completion times to avoid enrolling bots and those who did not complete the baseline questionnaire. Electronic systems flagged questionable enrollment. Additional manual reviews included the verification of age, IP addresses, email addresses, social media accounts, and completion times for surveys.

Results: The electronic and manual strategies, including the integration of social media profiles, resulted in the identification and prevention of 624 cases of potential fraudulent, duplicate, or ineligible enrollment. A total of 79% (493/624) of the potentially fraudulent or ineligible cases were identified through electronic strategies, thereby reducing the burden of manual authentication for most cases. A case study with a scenario, resolution, and authentication strategy response was included.

Conclusions: As web-based trials are becoming more common, methods for handling suspicious enrollments that compromise data quality have become increasingly important for inclusion in protocols.
Introduction

Background

Web-based trial recruitment, enrollment, and data collection are increasingly common in research, particularly those focused on the use of mobile health (mHealth) apps. The benefits of using web-based methods include faster and cheaper recruitment, particularly in rural areas [1]. Traditional in-person recruitment strategies are more complicated with adolescent men who have sex with men as they are not able to frequent bars and may not attend gay pride events and other common locations for recruitment in studies of men who have sex with men. This, combined with the common use of social media apps in this age group, makes web-based recruiting efficient and more generalizable. mHealth apps hold promise to increase the provision of prevention services [2,3] and to reach populations such as adolescent men who have sex with men and rural men who have sex with men who may face interpersonal and structural barriers to seeking in-person prevention services [4-6]. These apps and the use of web-based study methods can be particularly useful for adolescent men who have sex with men residing in rural communities who may not have shared their sexuality with their family and friends and where access to services is challenging. The distribution of these apps through trials is more widespread on the internet, and these apps increase the scale and reach of prevention services, including HIV testing and prevention counseling, pre-exposure prophylaxis, condom distribution, and education, all of which are required to decrease incidence rates [7]. However, web-based trials increase the need for careful scrutiny of forms of fraudulent activity both as an issue of data quality (ie, multiple entries and ineligible participants providing inaccurate age to participate) and as an issue of protection for the adolescent men who have sex with men enrolling in the study. It is critical to ensure that the data collected through this modality are valid and reliable [8].

Authentication for fully web-based studies requires a multimodal approach of electronic and manual verification that may require substantial effort compared with traditional in-person studies [9-11]. There are many examples in the literature on the frequency of fraud in web-based studies. In 2019, Ballard et al [12] categorized 28.7% of their web-based surveys as fraudulent and another 10.1% as potentially fraudulent. In addition, a fully web-based youth-specific HIV study in 2008 identified 675 persons suspected of fraudulent enrollment through multimodal processes [9], and an adolescent men who have sex with men–specific survey published in 2013 found 559 fraudulent cases [13]. Two analyses in 2020 examining issues with web-based recruitment in men who have sex with men concluded that fraud was common, that manual methods work but are resource intensive, and that additional research should be completed to find affordable methods to limit fraudulent enrollment in studies [14,15].

Objectives

Trials of mHealth tools for HIV prevention pose unique challenges, including the authentication of potential participants and the prevention of fraudulent attempts to enroll in studies [16,17]. This study describes the authentication and fraud prevention protocols used in the iReach project, a randomized controlled trial (RCT) of a multilevel life skills intervention that uses mobile apps to reduce vulnerability among men adolescent men who have sex with men [18]. We present the multistep validation process for this web-based adolescent trial, which included electronic programmed comparisons; the use of a manual checklist; and fraud detection methods, including social media. We describe the application of these steps in the trial and provide examples and metrics for the more common types of fraudulent activities, including a brief case scenario for illustration. The strategies used could benefit others who are working on recruitment and enrollment in web-based studies.

Methods

iReach Trial Methods

Methods for conducting the ongoing iReach trial have been described elsewhere [18]. In brief, the trial aimed to explore the efficacy of a multilevel life skills intervention delivered through a web app to 499 adolescents (aged 13-18 years), same-sex attracted, cisgender males (people assigned male at birth who were identified as men) in four US regions, and an additional 101 adolescent men who have sex with men nationally. The participants were a racially and ethnically diverse sample with at least 50% (300/600) identity as people of color or from rural communities. After enrollment, eligible participants assigned to the experimental arm had access to the iReach web app over 12 months of the study. Within the web app, they had access to activity-based life skills modules across 14 key life areas, set goals, monitor progress toward these goals, work on these goals using the peer mentor video chat feature, and access to a locator feature to find community resources that are welcoming to lesbian, gay, bisexual, transgender, queer, questioning, and other sexual and gender minority individuals to support a healthy life and achieve their goals. Participants randomized to the control arm of the trial had access to the locator feature of the intervention due to adolescent men who have sex with men’s vulnerability to HIV and sexually transmitted infections. At the end of the 12-month period, participants in the control arm were given full access to the iReach web app for 3 additional months. The primary outcomes of the study were cognitive factors linked to the ability to use HIV prevention and behavioral intentions to use HIV prevention. Participants received a US $30 Amazon gift card at baseline and $30 at the end of the 12-month period. The secondary outcomes included a wide range of behavioral factors, HIV testing, and medication adherence.

The iReach Trial Methods section describes the authentication and fraud detection processes in detail.
gift card for surveys at baseline and 12-month follow-up; control participants received an additional US $30 gift card for a 15-month follow-up. Participants received a US $25 Amazon gift card for the 3-, 6-, and 9-month follow-up surveys. The University of Pennsylvania Institutional Review Board (IRB) served as the IRB of the record for this study. In accordance with the National Institutes of Health Common Rule, the University of Michigan and Emory University IRBs entered IRB authorization agreements with the University of Pennsylvania IRB. A waiver of parental consent was obtained for minor participants under the age of 18 years.

**Recruitment**

Recruitment was primarily completed through demographically targeted banner advertisements on social media platforms (ie, Snapchat and Facebook). Additional community engagement using print and media advertisements supplemented the social media advertisements with a link to screening eligibility on the web. All recruitment advertisements asked young men to help test a new health app and included photos of racially and ethnically diverse young men and a link to follow for eligibility. Interested participants who clicked on the banner ads or accessed the screening survey link were screened for eligibility on the web and completed an electronic informed consent process [19].

**Authentication Strategies**

**Automatic Authentication Strategies**

A series of automated authentication strategies identified potentially ineligible participants.

**Phone and Contact Information Verification**

Potential participants were required to submit their mobile phone number on the screener survey to receive a 3-digit verification code, which they received through SMS text messages. After receiving the 3-digit code, potential participants would then enter the screener survey to validate their mobile phone number for the study.

Participants who failed to input the code during screening were not able to continue the screening survey. When a participant entered an incorrect code, the study team was notified, and the participant was offered assistance in receiving and inputting the code. After verification of the 3-digit code, participants submitted the required information (preferred name, email address) and optional additional contact information (home address, social media handles). These data were part of the manual checklist verification and were used throughout the study for ongoing analysis of enrollment and survey data that would trigger additional reviews.

Those who passed the eligibility criteria, verified their mobile phone number, provided contact information that included their zip code, and consented to the study procedures were routed to the baseline questionnaire. Both automatic and manual verification processes were completed on an ongoing basis for new potential participants three times a week. After full verification, the eligible participants were randomized according to the study protocol.

**Questionnaire Data Evaluation**

**Evaluation Methods and Justification**

The screening and baseline questionnaire data were evaluated in the following three ways: (1) by identifying possible duplication of contact information with data from previously registered participants, the team ensured that the participants were new and unique; (2) by identifying inconsistencies in data collected at screening and survey data, the team could identify potentially fraudulent or ineligible participants (those who were outside the eligible age group, who did not report same-sex attraction, who reported being HIV positive at baseline, or did not reside in the targeted recruitment areas were deemed ineligible); and (3) by reviewing baseline completion times, the team avoided enrolling participants or bots who did not complete the baseline questionnaire.

**Duplication Checks**

Duplication checks were initiated for all participants using a baseline questionnaire record. SAS programs were run to check the newly submitted record against all previous baseline questionnaires to check for duplicates of email addresses, mobile numbers, IP addresses, mailing addresses, social media handles, and preferred names. Potential matches identified by the automated checks were manually reviewed by the study staff. If a potential participant had already been evaluated for study enrollment or had submitted multiple screening surveys with inconsistent information, the participant was not passed to the next step (manual verification). Similarly, the electronic participant management system, Study Management and Retention Toolkit (SMART; developed by Emory University Center for AIDS Research), which was used to track, manage, and contact study participants, searches for exact and partial matches in contact information for each new participant in the SMART system.

**Data Comparisons**

SAS programs compared the screening survey and baseline questionnaire data for each participant to identify conflicting or inconsistent information between the two surveys using the data elements collected.

Age (in years) was collected in the screening survey, and date of birth (DOB) was collected from the baseline questionnaire. If the age of the participant reported in the screener did not match the age calculated from their reported DOB and baseline questionnaire completion date, these records were flagged for manual review.

IP addresses can identify unique users and their locations. Although IP addresses may be transient, can be duplicated due to institutional IP addresses, or can be changed using proxy servers [11], inconsistencies between the location of the IP address and the self-reported address of participants were considered important indications of potentially fraudulent enrollment. An automated program compared the state of the mailing address submitted by the participant and the state recorded through the IP address. In addition, because eligible participants completing the screening survey were immediately referred to the baseline questionnaire, a second program
compared the IP address locations of screening survey completion and baseline questionnaire completion.

**Baseline Questionnaire Completion Time**
The baseline questionnaire was designed to take approximately 30 minutes. Baseline questionnaires completed in less than 20 minutes were flagged for manual review.

Each participant’s baseline record was assigned a status (complete, partial, or duplicate) and a processing date. Reports of completion scores were generated as participants attempted to enroll in the study; therefore, patterns of multiple fraudulent attempts emerged over time and could be readily identified, and potentially fraudulent participants prevented from enrolling in the study.

**Baseline Questionnaire Completion Scores**
Participants had the option to skip specific survey questions that they preferred not to answer. To ensure that the enrolled participants were meaningfully engaged in the survey, a random subset of baseline questions that were not impacted by skip patterns was assessed for completion. Participants who completed less than 60% (17/27) of the subset of questions were not referred for enrollment to exclude potential fraud from bots and those who completed research surveys for profit [20]. Similarly, a subsample of the primary outcome questions from the baseline questionnaire was assessed for completion. Participants who completed less than 70% (44/62) of these primary outcome questions were not referred for enrollment.

The lack of completion at this early stage may forecast challenges in obtaining complete outcome data within this study, as participants with low completion rates may not understand, recall, or be able to provide judgment on items in the format requested. Participants who surpassed the 60% (17/27) and 70% (44/62) thresholds for the subset of questions and the primary outcome questions, respectively, but completed less than 80% (22/27 and 50/62, respectively) of either question set were flagged for manual review.

**Manual Authentication Strategies**

**Manual Review Process**
After the automated authentication checks, a manual review was conducted for participants who flagged for additional review. This manual validation used a checklist (Multimedia Appendix 1), and case report forms were developed to monitor and document the process. A manual review of participants was completed in 1 to 2 business days.

**Assessment of Flagged Data**
Research staff manually checked all responses of age, IP address comparisons, completion scores, and time stamps, and documented assessments of explainable inconsistencies in the electronic case report forms (eg, a participant identified as 17 years old but added a DOB that was 2 weeks in the future). If a pattern was found, it was documented on the manual enrollment checklist, and the participant was not enrolled.

**Survey Review**
If participants had baseline questionnaire completion proportions near the threshold (17/27, 60% for random assortment and 44/62, 70% for primary outcomes), or had multiple flags for review, a manual review of the survey questionnaire was performed to search for patterns of illogical answers (eg, conflicting answers or the same response for all questions or a Christmas tree pattern of answering questions, as previously suggested in the literature) [11]. If a pattern was found, it was documented on the manual enrollment checklist, and the participant was not enrolled.

**Social Media Review**
Although not required for participation, all adolescent men who have sex with men enrolled were asked to submit their social media handles to the study. Of those who provided contact information, 65.18% (863/1324) provided their social media handles. As part of the consent process, participants were asked their permission for the study staff to use these social media platforms to contact the participant or verify their information. The social media review was designed to supplement the enrollment process to verify demographic information (eg, age and gender), the location of the participant, and other helpful information if publicly available on the profile (eg, email address).

**SMART Enrollment**
The SMART participant management system contains a GPS-specified search engine that allows for the automatic population of zip codes when an address is entered. If the automatically indexed zip code did not match the zip code submitted by the potential participant, this triggered a review for similar addresses and exploration of the address manually. This information was noted in the manual enrollment checklist.

**Alternate Phone and Email Comparisons**
At the time of each follow-up survey, participants were asked to provide additional phone numbers or email addresses as alternatives if the study team could not reach them using their primary contact information. Periodically, the study team evaluated possible matches between each of the alternative contact information provided and the contact information from other participants’ main phone numbers and email addresses as a form of potential fraud prevention. If exact or partially matching contact information was found, the two participants were flagged and reviewed to determine whether they were duplicate or dually enrolled.
Other Administrative Study Discontinuations

Participants were also removed from the study for any of the following reasons: (1) failure to make contact after multiple engagement attempts, (2) voluntary withdrawal by the participant, (3) errors in the enrollment of the participant that could not be corrected, (4) incarceration of the participant, (5) report of the participant being deceased, or (6) in the event of other unanticipated events that precluded further study participation.

Results

Research Findings

Of the 19,709 visitors to the iReach project screening survey, 13,931 (70.68%) completed the screening survey. Of these, 23.35% (3253/13,931) were eligible for the study. Of the 3253 visitors who were deemed eligible, 2544 (78.2%) consented to participate in the study. After excluding potential participants who did not provide contact information or who failed the 3-digit phone verification, 92.44% (1224/1324) started the baseline questionnaire. Figure 1 shows a flow diagram of enrollment based on the responses of potential participants.

Figure 1. Flow diagram of iReach participant enrollment.

Upon completion of the baseline questionnaire, responses were verified by automatic electronic authentication using the SAS program. This automatic authentication was completed for potential participants in bulk every Monday, Wednesday, and Friday. Table 1 demonstrates that although 1224 participants started the baseline questionnaire, 492 were excluded because of SAS-programmed automatic authentication failures, most of which (n=252) excluded at this stage were excluded because they did not complete 60% (17/27) of the random subset of questions or 70% (44/62) of primary outcome questions. As iReach is a regionally bound RCT for HIV seronegative youth, IP addresses outside the United States were excluded from moving forward (n=8). In addition, several duplications of participants (n=177) who already existed within the study or...
The SMART participant management system were excluded. The remaining participants were referred for manual verification.

<table>
<thead>
<tr>
<th>Status</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failed SAS eligibility recheck(^a)</td>
<td>32 (2.61)</td>
</tr>
<tr>
<td>Duplication or already enrolled</td>
<td>177 (14.46)</td>
</tr>
<tr>
<td>IP address outside the United States</td>
<td>8 (0.65)</td>
</tr>
<tr>
<td>Failed completion score requirements(^b)</td>
<td>252 (20.59)</td>
</tr>
<tr>
<td>Case study participant attempts to enroll</td>
<td>23 (1.88)</td>
</tr>
<tr>
<td>Passed, referred to manual authentication</td>
<td>732 (59.8)</td>
</tr>
</tbody>
</table>

\(^a\)Did not meet race criteria: n=30; did not meet HIV status criteria: n=2.

\(^b\)<70% of primary outcome questions or <60% of the random subset of questions.

Tables 2 and 3 show the verification and failure of potential participants referred for manual authentication, respectively. The manual review process was used to exclude 132 individuals (Multimedia Appendix 1). As several areas of data were assessed for irregularities before exclusion, the causes for exclusion in this stage were not mutually exclusive but are noted in Table 3.

<table>
<thead>
<tr>
<th>Status</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failed, no checklist completed (duplicate)</td>
<td>9 (1.2)</td>
</tr>
<tr>
<td>Failed manual checklist and removed</td>
<td>123 (16.8)</td>
</tr>
<tr>
<td>Passed and enrolled</td>
<td>600 (81.9)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reasons failed(^a)</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time stamp fail</td>
<td>33 (26.8)</td>
</tr>
<tr>
<td>Age comparison screener and baseline fail</td>
<td>20 (16.3)</td>
</tr>
<tr>
<td>Duplicate check fail</td>
<td>28 (22.8)</td>
</tr>
<tr>
<td>Suspicious pattern survey response fail</td>
<td>33 (26.8)</td>
</tr>
<tr>
<td>Social media check fail (if provided)</td>
<td>20 (16.3)</td>
</tr>
</tbody>
</table>

\(^a\)Failure to move on to enrollment was based on the manual review checklist. The numbers reported are not mutually exclusive.

A total of 132 potential participants failed manual authentication during manual checklist completion. The reasons for failure during manual authentication varied and could overlap if potential participants had multiple issues with the data they provided. The most common reasons for manual authentication failure were a time stamp failure (n=33) or suspicious survey response patterns (n=33). A time stamp failure occurred when potential participants had unusually short or unusually long completion times for their screener survey or baseline questionnaire. A suspicious survey response pattern occurred when the potential participant provided conflicting responses or responded in a pattern (eg, selecting the same response for every answer). Potential participants were also excluded if manual authentication revealed that they did not meet eligibility age requirements for the study, if their social media profile or profiles (if provided) revealed that the potential participant was not who they said they were (ie, did not meet eligibility requirements for age, gender, and location), or if it was discovered that they were duplicates who managed to pass through the automatic authentication process. One specific cluster of 23 potentially fraudulent enrollments was highlighted in the case study provided.

**Case Study: The Wisteria Participant**

While manually verifying a potential participant for the iReach project, a study team member noted that the zip code provided by the potential participant did not match the SMART-derived zip code (note that the street name has been changed). This flagged an electronic review of the participant data that found the address provided was a partial match with an already-enrolled participant and differed only by house number. In addition, the contact phone number provided by the potential participant was the secondary phone number of the currently enrolled participants with the same street name.

A study team member attempted to contact the potential participant to ask for additional verification to ensure that the potential participant could be authenticated. When the potential participant did not respond after multiple attempts at contact,
they were not enrolled in the study. The previously enrolled participants with a similar address and phone number were sent a message that attempts to duplicate enrollment would be grounds for dismissal from the study.

Twenty-three additional attempts to enroll in the study came from different house numbers on Wisteria Street. Owing to the electronic and manual verification systems in place in the study, multiple attempts for duplication of enrollment were identified and prevented. The enrolled participants were contacted and advised that they were being removed from the study. This example demonstrates the effectiveness of using electronic strategies that include both exact matches and partial matches for addresses to discover potential fraud cases.

Discussion

Principal Findings

This study examines methods for authenticating unique participants for the iReach project, a fully web-based RCT multilevel skills intervention for HIV prevention with adolescents, a population that is easier to enroll on the web. Using a multimodal approach to authentication, 624 potential participants were excluded from enrollment, including those who attempted to enroll more than once. Most participants were excluded by automated data reviews, with a smaller number requiring manual authentication by the study staff.

Over the past 15 years, researchers have acknowledged the threat that potentially fraudulent cases can have on the internal and external validity of their trials [8,9,17]. Several of the authentication checks used in the iReach project mirror those of previous studies, including the electronic verification strategies of IP addresses, the comparison of demographic information at multiple time points (ie, age), and survey time stamp review. Similar to other human verification strategies, manual reviews that look for patterns of illogical responses and requests for the submission of additional proof of eligibility were also included in iReach. The iReach project has also extended previously reported verification processes by improving the methods of possible fraud detection, particularly through the use of electronic authentication strategies. By using automated systems to identify exact and partial matches of demographic information (eg, name and email address) and the SMART participant management system to verify addresses based on GPS locations, many possibly fraudulent cases were eliminated before manual authentication approaches were engaged. Furthermore, the completion thresholds used for all questions and primary outcome questions—60% (17/27) and 70% (44/62), respectively—reduced the number of possibly fraudulent cases that underwent manual authentication. An additional highlight of the iReach project approach was the use of social media for verification. Given that estimates of social media use among youth are as high as 97% [21], using social media data can increase the sensitivity of detecting possible fraudulent enrollments, and some researchers have gone a step further by asking participants to provide a current selfie to match to social media profiles, as described by Bonar et al [22]. Although not a requirement for this study, most participants provided a social media profile. Finally, the use of a single

Strengths and Limitations

It is important to consider how best to characterize the sensitivity and specificity of fraud detection systems. Enrolling fraudulent participants introduces bias into the data, and the detection consumes resources. When working with youth, authentication can limit the potential harm of youth inadvertently interacting with fraudulent accounts or nonminors. However, there is a balance needed in fraud detection, as we strive to include a diversity of participants in the studies. Automated electronic fraud detection methods have the potential to introduce selection bias, as it is plausible that residents of high-density housing developments are at higher risk of being classified as potentially fraudulent based on the similarity of addresses or shared IP addresses than residents of single-family dwellings. This could also be true for participants in college, given that this study included those aged 18 years. A fraud detection system that is only automated might make 1 determination, whereas a fraud detection system that uses both automated and manual verification will be more likely to uncover the reasons for the similarities. Furthermore, 22.8% (28/123) of potential participants who failed manual authentication were discovered to be duplicates, even though they had avoided detection during the initial automatic authentication process, which demonstrates the importance of a combination of both automated and manual authentication for data quality. Potential iReach participants whose data indicated a need for manual review were not automatically or always excluded due to the manual check if staff found explanations for the issue that triggered the manual review. This included participants with long completion times for the baseline questionnaire or those with an IP address that was different from their state address, often due to travel or moving. Although manual reviews certainly take longer and are more time consuming for staff, the targeted use of manual review triggered by the automated review of data resolved issues and inconsistencies by contacting participants. As suggested by Bauermeister et al [23] and Ballard et al [12], this focused manual review allows opportunities to resolve more nuanced situations and improve the specificity of the fraud detection algorithm and keep these participants in the study if the manual review is passed. Whenever possible, study teams strive to strike a balance between automatic and manual authentication strategies to produce the highest quality of research.

Conclusions

Research teams recruiting on the web should be vigilant to maintain scientific rigor in the methods of recruitment and retention. As technology continues to advance, researchers should periodically update methods to ensure the authenticity and uniqueness of participants. Reviews of the design and implementation of electronic and manual strategies for authentication should be performed periodically to ensure that the validity of the study sample is maintained. The careful construction of ways to avert fraud in the design stages can help prepare research teams for unanticipated challenges within this
environment, save time and money with detection efforts, and preserve data quality.
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Abstract

Background: In the recent decades, the number of apps promoting health behaviors and health-related strategies and interventions has increased alongside the number of smartphone users. Nevertheless, the validity process for measuring and reporting app quality remains unsatisfactory for health professionals and end users and represents a public health concern. The Mobile Application Rating Scale (MARS) is a tool validated and widely used in the scientific literature to evaluate and compare mHealth app functionalities. However, MARS is not adapted to the French culture nor to the language.

Objective: This study aims to translate, adapt, and validate the equivalent French version of MARS (ie, MARS-F).

Methods: The original MARS was first translated to French by two independent bilingual scientists, and their common version was blind back-translated twice by two native English speakers, culminating in a final well-established MARS-F. Its comprehensibility was then evaluated by 6 individuals (3 researchers and 3 nonacademics), and the final MARS-F version was created. Two bilingual raters independently completed the evaluation of 63 apps using MARS and MARS-F. Interrater reliability was assessed using intraclass correlation coefficients. In addition, internal consistency and validity of both scales were assessed. Mokken scale analysis was used to investigate the scalability of both MARS and MARS-F.

Results: MARS-F had a good alignment with the original MARS, with properties comparable between the two scales. The correlation coefficients (r) between the corresponding dimensions of MARS and MARS-F ranged from 0.97 to 0.99. The internal consistencies of the MARS-F dimensions engagement (ω=0.79), functionality (ω=0.79), esthetics (ω=0.78), and information quality (ω=0.61) were acceptable and that for the overall MARS score (ω=0.86) was good. Mokken scale analysis revealed a strong scalability for MARS (Loevinger H=0.37) and a good scalability for MARS-F (H=0.35).

Conclusions: MARS-F is a valid tool, and it would serve as a crucial aid for researchers, health care professionals, public health authorities, and interested third parties, to assess the quality of mHealth apps in French-speaking countries.

(JMIR Mhealth Uhealth 2021;9(8):e30480) doi:10.2196/30480
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Introduction

In the last few decades, smartphones have radically modified our daily life, as seen by the increasing number of smartphone users worldwide. In parallel to this, an exponential growth of mobile health (mHealth) apps has been observed [1]. Such apps offer an attractive and promising interface for health education and community health promotion [2]. mHealth apps are currently becoming handheld devices that can disseminate a variety of health-promoting knowledge and promote healthy behaviors relating, for example, to dietary habits [3], weight control [4], physical activity [5], addictive behaviors (ie, smoking), and mental health (ie, managing stress and depression) [1]. mHealth apps represent an alternative to or complement face-to-face communication between health care professionals and users of the health care system for primary prevention [6], as well as patients for secondary prevention [7]. They offer an affordable platform that reaches a large audience with possible positive implications for public health, especially health promotion and prevention strategies [1].

Before the deployment of an app on the web, the app store reviews it as well as its updates, in order to determine whether it is reliable, performs as expected, respects user privacy, and is free of objectionable content such as offensive language or nudity. However, the review by the developer is not comprehensive enough to enable end users, health professionals, and researchers to identify and evaluate the quality of mHealth apps [8,9]. The most common way to select an mHealth app that is currently available on the app market is by using publicly available information, and by considering easily available attributes such as title, price, star ratings, reviews, or downloads, instead of validated scientific content [10]. To date, certification and trust labels for mobile apps are not widely endorsed [11].

Few mHealth apps available on the market have undergone a thorough validation process based on high-level evidence that can be a potential problem for the safety of end users [9]. In order to evaluate the validity and functionality of mHealth apps objectively, several standardized scales have been developed for health care professionals [12]. The Mobile Application Rating Scale (MARS) was developed by Stoyanov et al [8] in the English language, and, to date, it is considered the reference scale for health care professionals in the scientific literature. The Italian, Spanish, German, and Arabic versions of MARS have already been produced and validated [2,13-15]. The 23-item scale assesses the quality of health-related apps through four objective dimensions relating to the quality of the mHealth app (engagement, functionality, esthetics, and information) and one subjective dimension (subjective app quality and perceived impact).

The aim of this study is to develop and validate a French version of the Mobile App Rating Scale (MARS-F) as a multidimensional measure for trialing, classifying, and rating the quality of mHealth apps.

Methods

Study Design

The validation of this study followed and applied a well-established process of cross-cultural adaptation [16], translation and back-translation, review, piloting, and psychometric evaluation.

Cultural Adaptation and Translation

First, the translation of MARS from English to French was conducted by two independent bilingual scientists (IS and LF). Following the review, discussion, and comparison of their two forward translations, they agreed upon a common pilot version of MARS-F. Second, this common pilot version was blind back-translated by two bilingual native English speakers with different educational backgrounds—a researcher in public health and educational sciences (ED) and a nonacademic professional (ADB). Third, the two bilingual scientists (IS and LF) compared the back-translated version with the original English version. After mutual discussion, they agreed upon the final French version of the scale (MARS-F). Finally, 6 other people (3 researchers and 3 nonacademic professionals) evaluated the comprehensibility of this finalized French version. Their comments were considered, and the final MARS-F version was thus created (Multimedia Appendix 1).

Selection of Apps

The inclusion process consisted of three different phases: searching, screening, and determining the eligibility criteria of nutrition health-related apps. The search for apps was conducted from March 10, 2021, to March 17, 2021, on the French Apple Store (iOS) and Google Play Store (Android). No truncation or use of logic operators (AND, OR, and NOT) was possible while searching in the Google Play Store and iOS Store. Hence, in order to select the nutrition health-related apps, the following search terms were used separately: “nutrition” (nutrition), “diététique” (dietetics), “alimentation” (food intake), “régime alimentaire” (diet), and “manger sain” (healthy eating). Apps were included if they were available free of charge or at least free of charge during 7 days from both the iOS Store and Google Play Store. Duplicate copies of apps between the two stores were excluded, resulting in a total of 63 apps (Figure 1).
Raters’ Training

To complete the evaluation process of apps, we used the rating methodology previously described by Stoyanov et al [8]. We made a video with an introduction of the French MARS scale, and an exercise on how to rate a nutrition mobile app (available on request to the corresponding author). Two individuals with a master’s degree in medical sciences (FC and PM), and who were fluent in both French and English, were instructed on how to serve as raters by watching the video. With a view to ensure that the raters were sufficiently trained, they were asked to download and evaluate 10 apps that were randomly selected from those meeting our inclusion criteria using MARS and MARS-F. Each app rater tested each app for at least 15 minutes before they carried out their evaluation. Raters then compared their individual rating scores for each app. When their individual rating scores varied by at least 2 points, they discussed their findings until they aligned their rating approaches and agreed on the score.

Data Analysis

Intraclass Correlation

The two raters completed the evaluation of the remaining 53 apps independently. The intraclass correlation coefficients (ICCs) were calculated to measure the interrater reliability of the items, the subscales, and total MARS scores with absolute agreement between the raters. An ICC of <0.50 was interpreted as poor; 0.51-0.75, as moderate; 0.76-0.89, as good; and >0.90, as excellent correlation [17]. We excluded item 19 due to missing values.

Internal Consistency

The internal consistency of MARS-F and its subscales were also assessed as a measure of scale reliability, as reported in the original MARS study. We used the omega coefficient instead of the Cronbach alpha coefficient, as it is commonly used to assess reliability as described in the literature. The omega coefficient provides justifiably higher estimates of reliability than the Cronbach alpha coefficient [18]. The robust procedure introduced by Zhang and Yuan was used to estimate omega.
values, with the objective to obtain a closer estimate to the population value without being overwhelmingly affected by a few overbearing observations [19]. Reliability was assessed as follows: $\omega < 0.50$ was interpreted as unacceptable internal consistency; $0.51 \leq \omega < 0.60$ as poor consistency; $0.60 \leq \omega < 0.69$ as questionable consistency; $0.70 \leq \omega < 0.79$ as acceptable consistency; $0.80 \leq \omega < 0.89$ as good consistency; and $\omega \geq 0.90$ as excellent consistency.

**Validity**

To establish an indicator of validity, we investigated the subscale correlations between MARS-F and its original English version. In addition, we calculated the overall correlation between the total MARS score and total MARS-F score. The correlation coefficient ranges between $-1$ and $1$. The closer the coefficient is to $1$, the stronger the positive linear relationship between the variables. The closer the coefficient is to $-1$, the stronger the negative linear relationship between the variables. Mean comparisons were also performed between the corresponding dimensions of MARS and MARS-F, and $P$ values were adjusted for multiple testing according to Holmes’ method [20]. For all dimensions compared, we considered a $P$ value $<0.05$ as statistically significant.

**Mokken Scale Analysis**

Mokken scale analysis (MSA) is a technique used for scaling test and questionnaire data closely. This technique is related to the nonparametric item response theory [21,22]. The latent monotonicity and nonintersection are two necessary preconditions to use the MSA. Loevinger H is the key parameter of this scale. For item $i$, the scaling parameter is $H_i$, and $H_k$ is the scaling parameter for the overall scalability of all items in the scale $k$. $H_i$ indicates the strength of the relationship between a latent variable (eg, app quality) and item $i$. The SE values of the scalability coefficients of the item pairs were also calculated. A scale is considered weak if $H$ is $<0.4$, moderate if $H$ is $\geq 0.4$ but $<0.49$, and strong if $H$ is $>0.5$ [21,23]. MSA was conducted for both MARS and MARS-F to assess the scalability of the mean scores. As recommended by van der Ark, the reliability of the scales was additionally assessed using the Molenaar-Sijtsma (MS) method [24], $\lambda$-2, and latent class reliability coefficient (LCRC) [14,25].

**Statistical Analysis**

R software (version 4.0.5; R Foundation for Statistical Computing) was used for all analyses. The correlations, ICC, and MS were conducted using the R packages psych (function corr.test) (version 1.8.12), coefficient alpha (function omega) (version 0.5) and mokken (function coefH) (version 1.8.12). The two preconditions of latent monotonicity and nonintersection were tested using the functions check.monotonicity and check.restscores from the package mokken. The statistics related to the reliability of the scales were provided using the function check.reliability.

**Results**

**Calibration During Raters’ Training**

Among the 10 common apps, the mean scores of the dimensions engagement ($t_{53} = -0.76$, $P = .44$), functionality ($t_{53} = -0.11$, $P = .90$), esthetics ($t_{53} = 0.22$, $P = .82$), and information quality ($t_{33} = -0.35$, $P = .72$) were equivalent in both versions. The internal consistencies of MARS ($\omega = 0.86$, 95% CI 0.56-0.96) and MARS-F ($\omega = 0.78$, 95% CI 0.32-0.94) were good and acceptable, respectively, and the MSA revealed strong scalability ($H = 0.47$; SE = 0.07).

**Descriptive Data and Mean Comparisons**

The ICCs for MARS (0.88, 95% CI 0.79-0.93) and MARS-F (0.89, 95% CI 0.8-0.93) were high. The mean and SD scores of the items in MARS and MARS-F are presented in Table 1. The mean scores of the dimensions engagement ($t_{53} = -0.34$, $P = .72$), functionality ($t_{53} = -0.47$, $P = .63$), esthetics ($t_{53} = 0.09$, $P = .92$), and information quality ($t_{33} = 0$, $P > .99$) were equivalent between MARS and MARS-F.
Table 1. Summary of item and scale scores for the original version of the Mobile App Rating Scale (MARS) and the French version of MARS (MARS-F) (n=53 apps).

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Score, mean (SD)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MARS</td>
<td>MARS-F</td>
<td></td>
</tr>
<tr>
<td>Engagement</td>
<td>2.83 (0.89)</td>
<td>2.85 (0.88)</td>
<td></td>
</tr>
<tr>
<td>Item 1</td>
<td>2.67 (0.81)</td>
<td>2.63 (0.82)</td>
<td></td>
</tr>
<tr>
<td>Item 2</td>
<td>2.97 (0.74)</td>
<td>2.90 (0.78)</td>
<td></td>
</tr>
<tr>
<td>Item 3</td>
<td>2.65 (0.94)</td>
<td>2.66 (0.92)</td>
<td></td>
</tr>
<tr>
<td>Item 4</td>
<td>2.60 (0.99)</td>
<td>2.84 (0.95)</td>
<td></td>
</tr>
<tr>
<td>Item 5</td>
<td>3.24 (0.80)</td>
<td>3.20 (0.79)</td>
<td></td>
</tr>
<tr>
<td>Functionality</td>
<td>4.32 (0.72)</td>
<td>4.35 (0.72)</td>
<td></td>
</tr>
<tr>
<td>Item 6</td>
<td>4.09 (0.87)</td>
<td>4.11 (0.85)</td>
<td></td>
</tr>
<tr>
<td>Item 7</td>
<td>4.25 (0.63)</td>
<td>4.29 (0.62)</td>
<td></td>
</tr>
<tr>
<td>Item 8</td>
<td>4.30 (0.59)</td>
<td>4.31 (0.64)</td>
<td></td>
</tr>
<tr>
<td>Item 9</td>
<td>4.64 (0.64)</td>
<td>4.67 (0.63)</td>
<td></td>
</tr>
<tr>
<td>Esthetics</td>
<td>3.33 (0.79)</td>
<td>3.32 (0.82)</td>
<td></td>
</tr>
<tr>
<td>Item 10</td>
<td>3.73 (0.64)</td>
<td>3.75 (0.62)</td>
<td></td>
</tr>
<tr>
<td>Item 11</td>
<td>3.26 (0.77)</td>
<td>3.23 (0.83)</td>
<td></td>
</tr>
<tr>
<td>Item 12</td>
<td>3.00 (0.79)</td>
<td>3.00 (0.80)</td>
<td></td>
</tr>
<tr>
<td>Information quality</td>
<td>3.25 (1.08)</td>
<td>3.25 (1.08)</td>
<td></td>
</tr>
<tr>
<td>Item 13</td>
<td>3.96 (0.39)</td>
<td>3.96 (0.39)</td>
<td></td>
</tr>
<tr>
<td>Item 14</td>
<td>3.78 (0.70)</td>
<td>3.75 (0.71)</td>
<td></td>
</tr>
<tr>
<td>Item 15</td>
<td>3.50 (0.75)</td>
<td>3.49 (0.75)</td>
<td></td>
</tr>
<tr>
<td>Item 16</td>
<td>3.21 (0.80)</td>
<td>3.22 (0.76)</td>
<td></td>
</tr>
<tr>
<td>Item 17</td>
<td>3.42 (0.98)</td>
<td>3.43 (0.99)</td>
<td></td>
</tr>
<tr>
<td>Item 18</td>
<td>1.64 (0.90)</td>
<td>1.66 (0.90)</td>
<td></td>
</tr>
<tr>
<td>Item 19</td>
<td>N/A*</td>
<td>N/A*</td>
<td></td>
</tr>
<tr>
<td>Overall mean</td>
<td>3.43 (0.43)</td>
<td>3.44 (0.43)</td>
<td></td>
</tr>
</tbody>
</table>

* N/A: this item on information quality could not be rated because it was nonapplicable.

Internal Consistency

The internal consistency of MARS and MARS-F and their subscales is presented in Table 2. The internal consistency of the MARS dimension engagement ($\omega=0.82, 95\%\ CI 0.79-0.87$) was good. The internal consistencies of the dimensions functionality ($\omega=0.80, 95\%\ CI 0.74-0.85$) and esthetics ($\omega=0.79, 95\%\ CI 0.73-0.88$) were acceptable and that for information quality ($\omega=0.64, 95\%\ CI 0.49-0.70$) indicated questionable consistency. The internal consistency of the overall MARS score was good ($\omega=0.87, 95\%\ CI 0.83-0.91$).

For MARS-F, the internal consistencies were acceptable for the dimensions engagement ($\omega=0.79, 95\%\ CI 0.72-0.83$), functionality ($\omega=0.79, 95\%\ CI 0.73-0.85$), esthetics ($\omega=0.78, 95\%\ CI 0.71-0.82$), and information quality ($\omega=0.61, 95\%\ CI 0.53-0.65$). The internal consistency of the overall MARS score was good ($\omega=0.86, 95\%\ CI 0.85-0.90$).
Table 2. Internal consistency per dimension for the original version of the Mobile App Rating Scale (MARS) and the French version of MARS (MARS-F).

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Internal consistency, $\omega$ (95% CI)</th>
<th>MARS</th>
<th>MARS-F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement</td>
<td>0.82 (0.79-0.87)</td>
<td>0.79 (0.72-0.83)</td>
<td></td>
</tr>
<tr>
<td>Functionality</td>
<td>0.80 (0.74-0.85)</td>
<td>0.79 (0.73-0.85)</td>
<td></td>
</tr>
<tr>
<td>Esthetics</td>
<td>0.79 (0.73-0.88)</td>
<td>0.78 (0.71-0.82)</td>
<td></td>
</tr>
<tr>
<td>Information quality</td>
<td>0.64 (0.49-0.70)</td>
<td>0.61 (0.53-0.65)</td>
<td></td>
</tr>
<tr>
<td>Overall mean</td>
<td>0.87 (0.83-0.91)</td>
<td>0.86 (0.85-0.90)</td>
<td></td>
</tr>
</tbody>
</table>

Validity

The correlation coefficients between the corresponding dimensions of MARS and MARS-F ranged from 0.97 to 0.99.

Table 3. Correlation between the English and French versions of the Mobile App Rating Scale.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Engagement ENG</th>
<th>Functionality ENG</th>
<th>Esthetics ENG</th>
<th>Information quality ENG</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.02</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

MSA Results

MSA results for both versions of the scale (ie, MARS and MARS-F) are summarized in the Table 4. MSA for MARS revealed strong scalability ($H=0.37; SE=0.03$). There was no violation of monotonicity because the item step response functions were nondecreasing functions; likewise, there was no violation of nonintersection because the item step response functions do not intersect. The internal consistency of this scale was acceptable ($\lambda^{-2}=0.88; LCRC=0.89$). MSA for MARS-F revealed good scalability ($H=0.35; SE=0.03$). The internal consistency of this scale was acceptable ($\lambda^{-2}=0.88; LCRC=0.90$). The scalability results of MARS and MARS-F are presented in Figure 2.

Table 4. Mokken scale analysis for the original version of the Mobile App Rating Scale (MARS) and the French version of MARS (MARS-F).

<table>
<thead>
<tr>
<th></th>
<th>MARS</th>
<th>MARS-F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loevinger H coefficient</td>
<td>0.37</td>
<td>0.35</td>
</tr>
<tr>
<td>Standard errors of the scalability coefficients of the item pairs</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Molenaar-Sijtsma coefficient</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>Lambda-2</td>
<td>0.88</td>
<td>0.89</td>
</tr>
<tr>
<td>Latent class reliability coefficient</td>
<td>0.89</td>
<td>0.90</td>
</tr>
</tbody>
</table>
Discussion

Principal Results

This study aimed to develop and evaluate MARS-F to enable French health care professionals to assess the quality of mHealth apps. To our knowledge, this is the first cultural adaptation, translation, and validity evaluation of the original MARS in French.

Nutrition-related apps were identified using well-defined and selected search terms in both two app stores (Google Play Store and Apple Store). This was done to avoid methodological challenges such as ranking algorithms or irrelevant results because the indexing of apps is usually determined by a developer who is most interested in promoting the app. With a view to provide a comparable interpretation of statistical indicators, the methodology was chosen to be similar to previous adaptations of the scale [2,8,14,26]. In addition, 63 apps were included, which is higher than the minimum sample size of 41 apps required to confirm that interrater reliability lies within 0.15 of a sample observation of 0.80, with 87% assurance [26]. We used the same strategy that led to the Italian version of MARS except that the team included apps by searching and screening across three app stores (Google Play, Apple, and Windows Stores). As per the validation of the German version of MARS, each search term was provided separately, as no truncation or use of logic operators (AND, OR, and NOT) was possible in the Google Play and Apple Store. In our study, two raters downloaded and then evaluated 10 apps that were randomly selected for training and piloting purposes as in the initial English version of MARS against 5 apps in the Italian [2], Spanish [13], and German development versions [14]. The interrater reliability of MARS and MARS-F were aligned, with overlapping CI values. The ICCs for MARS-F were also comparable to the Arabic (0.84, 95% CI 0.82-0.85) [15] and German versions of MARS (0.83, 95% CI 0.82-0.85) [14], and they were slightly lower than the Italian version of MARS (0.96, CI 0.90-0.91) [2] (Multimedia Appendix 3).

The internal consistency of the overall MARS score was good and that of MARS-F was acceptable for the dimensions engagement, functionality, esthetics, and information quality. The internal consistency of the German version of MARS was good for engagement and excellent for functionality and esthetics. On the other hand, the internal consistency of information quality was acceptable. For the Arabic version of MARS, the internal consistency was good for engagement and esthetics, good for information quality, and acceptable for functionality [15]. All Cronbach alpha coefficients were judged to be at least acceptable for the Italian version of MARS [2], and these values were high for the Spanish [13] version of MARS.

MSA results for MARS-F revealed a good scalability (H=0.35, SE=0.03), and the use of total MARS-F score was found to be appropriate. Additionally, we obtained a high correspondence between MARS-F and the original MARS [8], which demonstrates proven validity.

The same methodology was used for the validation of the German (apps targeting anxiety), Italian (primary prevention), Spanish (health and fitness apps), and Arabic versions (health and fitness apps). Our results were consistent with the findings of the research teams that developed and validated the Italian, Spanish, German, and Arabic versions of the MARS [2,14,15] (Multimedia Appendix 3).

Limitations

The first possible limitation could be that the validation of MARS-F is based on the evaluation of nutrition-related apps, whereas MARS is applicable to mHealth apps. The second limitation could be attributed to the fact that MARS-F was elaborated by native speakers living in France. French speakers can have diverse cultures according to their country. Therefore, further adaptation could be required. The third limitation concerns item 19 on information quality. This item could not be rated because raters choose the response option “non applicable,” which allows raters to skip an item if the app does not contain any health-related information (eg, nutrition apps in this study). The same item was also excluded from all calculations in the Italian version of MARS because of lack of
ratings [2]. This item evaluates the evidence-based literature relating to the nutrition app assessed, and it is worth noting that many apps have not yet been scientifically evaluated.

**Future Perspectives**

With 300 billion French-speakers worldwide [27], the translation of MARS could be of special interest. Owing to its wide use in the assessment of mHealth apps in the scientific literature, we chose to translate MARS into French to provide a reliable and understandable tool for health professionals to get an evidence-based sense of the quality and reliability of chosen mHealth apps. Other rating scales such as App Quality Evaluation (AQEL) [28], ENLIGHT [29], and the app evaluation model from the American Psychiatric Association [30] could also represent relevant tools to evaluate mHealth apps for further investigations. All these scales were created for the evaluation of mHealth apps, except AQEL that specifically evaluates nutrition-related apps [28]. Several studies have demonstrated that nutrition is one of the key factors in oral and general health [31]. It would be interesting to translate this scale into French and to evaluate the nutrition-related apps included in our study. Alongside the assessment process of mHealth apps, the patient’s involvement in such processes should also be considered. The user version of the MARS (uMARS) [32] should be translated and evaluated for reliability and validity. Mobile technology represents an innovative opportunity to assist end users in improving their management of their chronic conditions. Such in-the-pocket devices could be adapted to the specific needs of populations. As an example, mHealth apps could be used for young people’s transition to adult care services [33], to support active adults [34], or to promote healthy aging [35]. mHealth apps are valuable for the primary and secondary prevention of chronic diseases, especially for controlling individual risk factors and preventing the snowball effect of chronic diseases with aging [31].

**Conclusions**

To conclude, MARS-F would be a crucial aid for researchers, health care professionals, public health authorities, and interested third parties, to assess the quality of mHealth apps in French-speaking countries. In addition, French app developers could use this French version as a tool to evaluate and improve the quality of their apps prior to market launch. MARS-F is an important cornerstone to app quality assessment with the purpose to identify reliable and valid apps for the benefit of end users.
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Abstract

Background: Noninvasive and cuffless approaches to monitor blood pressure (BP), in light of their convenience and accuracy, have paved the way toward remote screening and management of hypertension. However, existing noninvasive methodologies, which operate on mechanical, electrical, and optical sensing modalities, have not been thoroughly evaluated in demographically and racially diverse populations. Thus, the potential accuracy of these technologies in populations where they could have the greatest impact has not been sufficiently addressed. This presents challenges in clinical translation due to concerns about perpetuating existing health disparities.

Objective: In this paper, we aim to present findings on the feasibility of a cuffless, wrist-worn, pulse transit time (PTT)-based device for monitoring BP in a diverse population.

Methods: We recruited a diverse population through a collaborative effort with a nonprofit organization working with medically underserved areas in Georgia. We used our custom, multimodal, wrist-worn device to measure the PTT through seismocardiography, as the proximal timing reference, and photoplethysmography, as the distal timing reference. In addition, we created a novel data-driven beat-selection algorithm to reduce noise and improve the robustness of the method. We compared the wearable PTT measurements with those from a finger-cuff continuous BP device over the course of several perturbations used to modulate BP.

Results: Our PTT-based wrist-worn device accurately monitored diastolic blood pressure (DBP) and mean arterial pressure (MAP) in a diverse population (N=44 participants) with a mean absolute difference of 2.90 mm Hg and 3.39 mm Hg for DBP and MAP, respectively, after calibration. Meanwhile, the mean absolute difference of our systolic BP estimation was 5.36 mm Hg, a grade B classification based on the Institute for Electronics and Electrical Engineers standard. We have further demonstrated the ability of our device to capture the commonly observed demographic differences in underlying arterial stiffness.

Conclusions: Accurate DBP and MAP estimation, along with grade B systolic BP estimation, using a convenient wearable device can empower users and facilitate remote BP monitoring in medically underserved areas, thus providing widespread hypertension screening and management for health equity.

(JMIR Mhealth Uhealth 2021;9(8):e27466)  doi:10.2196/27466
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Introduction

Background
Current clinical practice regarding hypertension management and control hinges on the century-old approach of obtaining infrequent cuff-based measurements of blood pressure (BP) in clinical settings. This paradigm of the measurement being anchored to the clinical setting and requiring persons to proactively visit a medical professional to determine their hypertensive status is costly—due to the time and money spent [1]—and considered ineffective—due to the infrequency and error (ie, white coat hypertension) of office BP measurements [2,3]. Hence, we observed remarkable disparities in hypertension detection, treatment, and control across socioeconomic status and race, with populations lacking access to regular office visits and care, having nearly half the awareness of their existing hypertensive status, and enduring up to triple the rates of subsequent cardiac events [4,5]. Technologies that enable frequent, reliable, and accurate measurements of BP in ambulatory settings promise to reduce the global burden of hypertension and offer an opportunity to advance health equity [6]. Leveraging the ubiquity of smartphones and digital health technologies equipped with highly sensitive, miniaturized sensors is essential for the remote monitoring of BP [7].

Existing wearable devices that incorporate noninvasive BP methodologies offer an affordable and efficient means of tracking out-of-office BP [8]. Unfortunately, they commonly use uncomfortable techniques (ie, oscillometry and tonometry) that demand imparting forces on blood vessels to achieve accurate measurements [9-11]. These inconveniences fail to empower users to take control of their health, posing a significant challenge to the widespread routine monitoring of BP. Instead, strategies that compute the pulse transit time (PTT), a measure of arterial stiffness, present a convenient alternative for BP estimation [12].

The PTT, the time the pressure wave propagates along the length of the arterial tree, is a cuffless surrogate for BP and can be acquired noninvasively [12]. In practice, the acquisition of noninvasive PTT requires a combination of sensors—typically an accelerometer, force sensor, light-emitting diode (LED) and photodiode, electrode, or ultrasonic transceiver—placed proximally and distally along the arterial tree and computed from fiducial points in the captured seismocardiogram (SCG), ballistocardiogram, photoplethysmogram (PPG), impedance cardiogram, impedance plethysmogram, or arterial blood pressure (ABP) waveform [13,14]. Despite their inherent convenience, these sensing modalities are naturally of concern when used in populations with intrinsic mechanical, optical, and electrical barriers, stemming from higher melanin levels and body fat percentages.

To the best of our knowledge, noninvasive PTT-based BP estimation has yet to be examined in a diverse population—a gap in our scientific understanding that presents a formidable obstacle to its adoption. Specifically, some medically underserved areas (MUAs), which stand to benefit the most from remote monitoring [15], have a large number of Black and Latino individuals with higher melanin content and obesity rates compared with White individuals [16]. Recent notable data from the Centers for Disease Control and Prevention further stress these concerns by exposing that non-Hispanic Black individuals not only have significantly higher hypertension prevalence than non-Hispanic White individuals but also witness significantly lower hypertension control rates [17,18]. Affordable remote monitoring options have the responsibility to combat not only social determinants of health, such as access to healthcare and income, but also in turn the existing health disparities that are byproducts of them. As a result, there exists a glaring hole in PTT-based BP monitoring—that this technology has yet to be tested on the population for whom it may be the most valuable, and until now, its continuing practice will only exacerbate existing health disparities.

Objectives
In our previous work, we designed a wearable, multimodal, wrist-worn PTT monitoring device (SeismoWatch) and validated it in both controlled lab [19] and unsupervised home [20] settings, primarily on young, healthy persons with lighter skin. In this paper, we expand upon our previous work with a community-engaged research strategy that leverages expertise from a nonprofit organization serving MUAs in Georgia and evaluated our device in a more diverse population. We present our device’s ability to accurately estimate BP in this diverse population and capture significant demographic-level differences in underlying arterial stiffness that coincide with observations from existing literature, through the calibration coefficients used in our BP estimation model. This work represents the first time that a noninvasive, cuffless, PTT-based wearable device has been extensively evaluated in a community-based diverse population as a potentially reliable and convenient monitoring option toward, ultimately, the remote screening and management of hypertension for health equity.

Methods

Study Protocol
A comprehensive breakdown of the demographics of the study population is presented in Table 1. This study was conducted under a protocol approved by the Georgia Institute of Technology institutional review board (protocol number H19251). The study was separated into two different populations (N=44 participants) referred to throughout this work as follows: (1) a young and healthy homogeneous population (first cohort=26 participants) and (2) an older, entirely Black, higher BMI, metropolitan population (second cohort=18 participants) recruited later through the help of our community outreach partners—a nonprofit organization serving medically underserved persons in the state of Georgia. For the first cohort, 26 (19 males and 7 females) young and healthy volunteers (mean age 26.7 years, SD 3.7; mean weight 73.8 kg, SD 14.1; height 173.9 cm, SD 9.6; and mean BMI 24.2 kg/m², SD 3.2) with no previous history of cardiovascular disease were recruited, and written informed consent was obtained. For the second cohort, 18 (6 males and 12 females) Black participants (mean age 44.1 years, SD 11.7; mean weight 94.4 kg, SD 18.0; mean height 169.6 cm, SD 11.5; and mean BMI 33.2 kg/m², SD 7.6) with no previous history of cardiovascular disease other than
hypertension were recruited from the Atlanta metropolitan area, written informed consent was obtained, and further demographic information was collected post hoc with verbal consent. Both hypertensive status and the use of regular prescription medications were self-reported.

Table 1. Participant demographics and cardiovascular parameters for study participants (grouped by cohort; N=44).

<table>
<thead>
<tr>
<th>Demographics and cardiovascular parametersa</th>
<th>Homogenous data set (first cohort; n=26; participant 1-26)</th>
<th>Community outreach (metropolitan Atlanta) data set (second cohort; n=18; participant 27-44)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>26.7 (3.7)</td>
<td>44.1 (11.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>19 (73)</td>
<td>6 (33)</td>
<td>N/Ab</td>
</tr>
<tr>
<td>Female</td>
<td>7 (26)</td>
<td>12 (67)</td>
<td>N/A</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>173.9 (9.6)</td>
<td>169.6 (11.5)</td>
<td>.19</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>73.8 (14.1)</td>
<td>94.4 (18.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMIc (kg/m²), mean (SD)</td>
<td>24.2 (3.2)</td>
<td>33.2 (7.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Obesity class, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>1d (4)</td>
<td>2f (11)</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>N/A</td>
<td>3f (17)</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>N/A</td>
<td>4g (22)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Black</td>
<td>1h (4)</td>
<td>18 (100)</td>
<td></td>
</tr>
<tr>
<td>Other race</td>
<td>25 (96)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Hypertensive status, n (%)</td>
<td></td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Normotensive</td>
<td>26 (100)</td>
<td>15 (83)</td>
<td></td>
</tr>
<tr>
<td>Hypertensive</td>
<td>N/A</td>
<td>2i (11)</td>
<td></td>
</tr>
<tr>
<td>Hypotensive</td>
<td>N/A</td>
<td>1j (6)</td>
<td></td>
</tr>
<tr>
<td>Current medications, n (%)</td>
<td></td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Hydrochlorothiazide (1xday)</td>
<td>N/A</td>
<td>2k (11)</td>
<td></td>
</tr>
<tr>
<td>Lisinopril (1xday)</td>
<td>N/A</td>
<td>1l (6)</td>
<td></td>
</tr>
<tr>
<td>Iron supplement</td>
<td>N/A</td>
<td>1m (6)</td>
<td></td>
</tr>
</tbody>
</table>

aStatistical significance between groups in values, where applicable, was computed using an unpaired two-tailed t test.
bN/A: not applicable.
cObesity classified using the BMI per the guidelines from the National Heart, Lung, and Blood Institute of the National Institutes of Health [21] (I: BMI=30-34.9; II: BMI=35-39.9; III: BMI ≥40).
dParticipant 23.
eParticipants 30 and 43.
fParticipants 38, 40, and 42.
gParticipants 34, 36, 37, and 41.
hParticipant 5.
iParticipants 29 and 37.
jParticipant 33.
kParticipants 29 and 37.
lParticipant 29.
mParticipant 33.

The concept of the study design is shown in Figure 1. Although not explicitly shown, two versions of the SeismoWatch were used in this study: a previous version of the hardware with comparable sensors was used in the young, homogeneous population (ie, the first cohort), before being adapted for a more robust, portable, and multimodal wearable device used in the metropolitan Atlanta population (ie, the second cohort). Specifically, the data from these cohorts were collected during...
two intervals, between which the hardware was revised to incorporate multiwavelength PPGs before investigating the performance of the sensing modality in the underrepresented population. This was essential to assess the efficacy of shorter-wavelength LEDs (ie, those with shallower skin penetration depths) in a Black population. However, in both the correlations in Figure 2 and calibration coefficient comparisons in Figure 3, only the results derived from the infrared (IR) PPGs, available to both devices, were computed and shown. The other key sensing components and reference system components were essentially identical: (1) the first version of the device used an analog version of the accelerometer (ADXL354, Analog Devices) to acquire the SCG, whereas the second version simply used the digital version of the same sensor (ADXL355, Analog Devices) to reduce size and (2) the finger-cuff continuous BP reference system (ccNexfin, Edwards Lifesciences) along with the data acquisition module (MPU150, Biopac Systems) were identical in both studies.

Figure 1. Concept overview and study design. Sensor information and placement locations for wearable system (blue) and reference system (purple). Noninvasive pulse transit time (PTT) measurement concept overview using seismocardiogram (SCG) and photoplethysmogram (PPG) sensors. Study protocol tasks in chronological order with duration and mean (SD) of mean arterial pressure (MAP) values for each task. Sample filtered signals from the participant with the lowest signal-to-noise ratio (SNR) signals (n=37): a hypertensive, high BMI, older Black female. In order from top to bottom: electrocardiogram (ECG), SCG, infrared PPG, red PPG, green PPG signals measured from the wearable system (blue) and the synchronized ECG, and arterial blood pressure (ABP) signals measured by the reference system (purple). Systolic blood pressure (SBP; top) and diastolic blood pressure (DBP; bottom) plotted across the full protocol for participant 37, with rest periods (green) and perturbations used to modulate BP (red) highlighted in chronological order, and the location where the reference finger-cuff continuous blood pressure (BP) system was paused during the exercise indicated. ABP: arterial blood pressure; BP: blood pressure; DBP: diastolic blood pressure; ECG: electrocardiogram; LED: light-emitting diode; PD: photodiode; PPG: photoplethysmogram; PTT: pulse transit time; SBP: systolic blood pressure; SCG: seismocardiogram.
Figure 2. Wearable pulse transit time (PTT)–based blood pressure (BP) estimation results. Correlation and Bland-Altman plots between PTT-estimated BP and the finger-cuff continuous BP for mean arterial pressure, diastolic blood pressure, and systolic blood pressure estimation. The root mean squared error and the mean absolute difference for each correlation are shown. DBP: diastolic blood pressure; MAD: mean absolute difference; MAP: mean arterial pressure; PTT: pulse transit time; RMSE: root mean square error; SBP: systolic blood pressure.

Figure 3. Participant-specific diastolic blood pressure (DBP) calibration coefficients are significantly different in demographics with typical disparities in arterial stiffness. Boxplots showing the statistically significant (\(P<.05\); Mann-Whitney U) difference in the DBP K1 and K2 calibration coefficients between participants who are nonobese and obese. Boxplots showing the statistically significant (\(P<.05\); Mann-Whitney U) difference in the DBP K1 calibration coefficients between male and female participants. Boxplots showing the statistically significant (\(P<.05\); Mann-Whitney U) difference in the DBP K1 calibration coefficients between participants of other race and Black participants. Boxplots showing the difference in the DBP K1 and K2 calibration coefficients between young and older participants. DBP: diastolic blood pressure.

To acquire a timing reference for the start of a cardiac cycle, while serving as a reference for alignment to the wearable system signals, a wireless electrocardiogram (ECG) module (BN-EL50, Biopac Systems) was attached to the participant in a three-lead configuration with Ag/AgCl gel electrodes as shown in Figure 1. As depicted in Figure 1, a finger-cuff BP sensor...
based on the volume-clamp methodology (ccNexfin, Edwards Lifesciences) [22,23] was placed on the same hand as the watch, acquiring a reference measurement of continuous beat-by-beat BP. Although volume-clamping continuous BP devices are not the clinical gold standard for ABP measurements, an arterial line was not feasible due to invasiveness, and a sphygmomanometer was not used because of the need for a trained professional and lack of beat-by-beat BP data. Similarly, semiautomated BP cuffs were not used as they hinge on following strict guidelines to obtain an accurate reading, such as being seated and resting the arm at heart level, which were impossible to satisfy simultaneously while acquiring watch measurements, given the need for the contralateral hand to touch the ECG electrode to activate the PTT mode [20]. In addition, it was recently demonstrated that a volume-clamping–based system had comparable accuracy with noninvasive oscillometric BP cuffs [24]. All reference system sensors were sampled at 1 kHz and interfaced to a computer using a data acquisition system (MPU150, Biopac Systems) and its corresponding software (Acqknowledge, Biopac Systems). The reference system files were saved to a desktop computer for postprocessing.

Participants were asked to change into either a V-cut T-shirt or tank top, if not wearing one already, to acquire the sternal PPGs included in the wearable designs, though not examined in this work. The watch was fitted such that the PPGs faced the radial artery on the ventral side of the wrist. To capture the PTT, the participant performed a simple maneuver to place the watch on the sternum to acquire the SCG for the proximal timing reference, as shown in Figure 1, whereas the PPGs were sampled at both the sternum and wrist. Although this offers a noncontinuous assessment, routine remote BP monitoring using oscillometric devices has already demonstrated clinical value, although it does not offer continuous BP measurement [2]. Specifically, ambulatory BP monitors, due to their superior portability and measurement frequency—comparable with what this wearable device can easily provide [20]—have become invaluable for the screening and management of hypertension [2] such that the added benefit of continuous BP measurement may only be marginal.

In order, the participants went through a 2-minute baseline period while sitting before obtaining another 2-minute baseline measurement while standing. Then, a series of perturbations with varying rest periods in between were used to modulate BP. First, a mental arithmetic exercise was used to increase BP [12], in which participants were given a three-digit integer and were told to add the sum of the digits to the number repeatedly for 1 minute. Then, a cold pressor test was conducted in which participants submerged their hand contralateral to the watch in a bucket of ice water for as long as tolerable or until the full minute. Finally, during the exercise session, the finger cuff was removed to avoid damage, and the participant performed either a stair stepping or bicycling exercise, based on personal preference, for 1 minute. As mentioned in our previous work [20], the new version of the watch enters the PTT measurement mode when the user places a finger from their hand contralateral to the watch on the positive wrist ECG electrode; therefore, we were unable to acquire PTT data during exercise for both cohorts and cold pressor for the participants in the second cohort (ie, second cohort). Although with the newer hardware, we were unable to collect PTT data during the cold pressor perturbation for the second cohort, the effect of the cold pressor—assessed directly after the hand was removed from the ice water (ie, a maximum of 1 minute after immersion)—was still well within its physiological window during the following rest period [25]. Overall, as our device is not designed to offer continuous measurements of BP, examining the effect of these perturbations in the rest period directly following them, similar to our previous work [19], still allowed for a comprehensive evaluation of the methodology in a diverse population. However, PTT data from the first cohort during the cold pressor were still used. As the BP data from the cold pressor test were still acquired for the second cohort, as the continuous BP cuff was still on, the mean arterial pressure (MAP) values were factored into the ones displayed in Figure 1. To do so, a 50 ms moving average filter was applied to the measured continuous BP signal, ensemble averages of 10 heartbeats with 50% overlap were taken, and the BP beat with the highest signal-to-noise ratio (SNR) was selected.

**Signal Processing**

The signal processing pipeline is shown in Figure 4. All signal processing and statistical analyses were performed in MATLAB R2018a (MathWorks). Before preprocessing the SCG and PPG signals acquired from the wearable system, it was imperative to time-align them to the continuous BP signal from the reference system using the respective ECGs to ensure proper temporal comparison. Specifically, the ECGs from each system were first filtered using a digital finite impulse response bandpass filter (BPF; fpass=10-40 Hz) to remove baseline wander due to postural sway and extract the R-wave, which was then identified using a simple peak detection algorithm. Then, cross-correlation was used to align the R-peaks of the two ECG readings by detecting the amount of lead and truncating either the wearable or reference signals depending on the condition. After alignment, the dorsoventral axis of the SCG (ie, z-axis acceleration) and green, red, and IR wrist PPGs were filtered using a digital finite impulse response BPF with bandwidths of 1-40 Hz and 1-8 Hz, respectively, to remove their out-of-band noise and baseline wander due to respiration. In addition, the continuous ABP waveform was smoothed using a 50 ms moving average filter.
Next, the filtered and aligned SCG, PPG, and ABP waveforms were split into separate heartbeats using the detected R-R intervals of the synchronized ECG. Then, these heartbeat-indexed signals were ensemble-averaged using 10-beat windows with 50% overlap before assessing the signal quality to select the highest quality beat per task for each participant, similar to the methods used in our previous works [19,20]. Given the number of high BMI participants in this population, the SCG not only had a lower mean SNR when compared with our previous studies but was also observed to have less variability than the PPG SNR; hence, an emphasis was placed on determining the optimal PPGs first. In addition, upon an initial assessment of signal quality, it was observed that when the PPG signal had the highest SNR, typically, the SCG signal did as well—perhaps because acquiring a clean PPG signal inherently hinges on applying consistent pressure. The optimum PPG was selected using a physiologically inspired algorithm to first identify the beats with the top 10% of systolic upstrokes (ie, maximum of the derivative of the PPG waveform) and then select the remaining beat with the maximum SNR.
was calculated using a noise-to-signal ratio detection algorithm detailed in Inan et al [26]. The methods used to determine the timing references for PTT calculation, the foot of the PPG, and the aortic valve opening (AO) point of the SCG were the same as those used in our previous studies [19,20]. Specifically, the foot of the PPG was computed using the intersecting tangent method described in the study by Mukkamala et al [12], and the AO point was assumed to be the first peak in each ensemble-averaged window before the foot of the PPG. Occasionally, the SCG signal was manually annotated to impose realistic constraints for the AO point or to ensure that the same morphological peak was consistently chosen for all tasks per participant. Participant-specific SNR thresholds were set to retain only high-fidelity signals; if the SNR of the SCG, PPG, or ABP beats was not greater than the prescribed cutoff, or if the foot of the PPG was not within a realistic range, then the respective ensemble-averaged waveforms were deemed too noisy for use and that task was not used for PTT calculation. Notably, the continuous reference BP allowed for the ability to evaluate the SNR of the ABP signal and incorporate this quality assessment into our signal processing pipeline to remove beats with low SNR reference measurements. After the entire signal quality assessment process, at least four of the tasks were used for BP estimation per participant. Finally, the PTT was calculated as the difference of the proximal timing reference, AO point of the paired SCG, and distal timing reference, the foot of the selected PPG. In addition to wavelength comparisons, the green and red wavelength PPGs were not used as the IR wavelength wrist PPGs had the highest mean SNR, because of the greater indifference of the IR wavelength to melanin absorption and the ability to capture more pulsatile arteries deeper in the tissue than cutaneous capillaries [12,27].

In addition, the postexercise recovery period was separated into an early and late rest period based on when the BP reached a consistent value. This allowed us to capture both the immediately heightened cardiac output–induced BP increase postexercise and the recovery back to baseline, while opportunely adding another PTT and BP data point for linear regression.

Statistical Analysis

Simple linear regression was performed independently between wearable participant-specific inverse PTT (PTT\(^{-1}\)) and reference diastolic blood pressure (DBP), MAP, or systolic blood pressure (SBP) value pairs, to calculate the calibration coefficients necessary to estimate each of the three BP components per participant; nonlinear models, whereas potentially more accurate, dictate the need for more calibration points [12,28]. Therefore, the resulting calibration coefficients—used to estimate BP from the conventional PTT-based BP estimation model shown in equation 1—are merely the slope (ie, slope calibration coefficient \(K_1\)) and y-intercept (ie, Y-intercept calibration coefficient \(K_2\)) of the line of best fit [12]. This was identical to the calibration methods used in our previous work [19,20].

\[
BP = \left( \frac{K_1}{PTT} \right) + K_2 \quad (1)
\]

The mean absolute difference (MAD) was computed from the mean of the absolute value of the difference between the estimated and reference BP. The benchmarks for MAD were chosen based on the Institute for Electrical and Electronic Engineers (IEEE) standard for wearable cuffless BP measuring devices [29]. In addition, the root mean square error (RMSE), calculated as the root mean square of the difference between the estimated BP and measured BP, was computed because of its enhanced sensitivity to outliers.

We stratified the entire study population for the demographic comparisons of the calibration coefficients shown in Figure 3, based on four factors (ie, obesity, sex, race, and age) known to affect arterial stiffness [30-35] and therefore the PTT. The participants were split into nonobese and obese groups based on the guidelines from the National Heart, Lung, and Blood Institute of the National Institutes of Health defining a BMI \(\geq 30\) kg/m\(^2\) as obese [21]. Thus, the nonobese group had a BMI \(\leq 30\). To assess differences due to age, we separated the participants into younger (aged \(\leq 40\) years) and older groups (aged \(\geq 40\) years). Statistical significance \((P<.05)\) between demographic data for each cohort was assessed using an unpaired two-sample, two-tailed \(t\) test, as shown in Table 1.

For the demographic DBP calibration coefficient comparisons, a one-sample Kolmogorov-Smirnov test was used on each data point to test for normality, which determined that none of the data for the comparisons were normally distributed. Then, a Mann-Whitney U test (ie, Wilcoxon Rank Sum test) was used to assess statistical significance \((P<.05)\) among the unpaired data.

For the PPG wavelength DBP estimation comparisons—only applicable to the second cohort population due to the differences in hardware used—first, a one-sample Kolmogorov-Smirnov test was used on each data point to test for normality, which determined that none of the data for the comparisons were normally distributed. Then, a Wilcoxon Signed Rank test was used to assess statistical significance \((P<.05)\) among the paired data.

Results

Multimodal Engineering Mechanics of the SeismoWatch

The previous version of the watch, not shown in this work, consisted of a 3D printed case embedded with an accelerometer, PDs, and IR LEDs. All sensors were connected to a small external circuit box with straps for the participant to wear around the waist. The output of the analog accelerometer (ADXL354, Analog Devices) was connected to an analog front end (AFE) in the circuit box. To amplify the SCG signal and prevent saturation of the alternating current components owing to the varying direct current levels, the AFE separated the direct current and alternating current components using a low pass \((f_c=1\, \text{Hz}; \, G=-10\, \text{dB})\) and BPF \((f_{\text{pass}}=0.2\, \text{Hz}-40\, \text{Hz})\) in parallel. An analog adder recombined both components. For PPG measurements, the cathode of the PDs (S2386-18k, Hamamatsu Photonics) was connected to transimpedance amplifiers configured as a low-pass filter \((f_c=12\, \text{Hz}; \, G=110\, \text{dB})\) followed
by gain and filter stages (fpass=0.5-12 Hz; G=59 dB). Finally, the ECG was acquired by placing 3 copper dry electrodes on the wrist band of the watch with 2 on the inside in contact with the wrist and 1 on the outside to place the index and middle finger. The 2 on the inside act as the right leg drive electrode and the positive lead, whereas the outside electrode is the negative lead. All electrodes were connected to an AFE (AD8232, Analog Devices) for ECG measurements. A microcontroller (Teensy 3.6, PJRC LLC) sampled the output of the accelerometer, PPG, and ECG AFE at 1 kHz. An onboard SD card was used to store the raw data for postprocessing, and a 1.2 Ah lithium-ion rechargeable battery was used to power the system. All instrumentation details were adopted from our previous work, with minor revisions [19].

The updated hardware, pictured in Figure 5, added modalities of sensing (ie, a gyroscope), included multiple wavelengths of LEDs for comparison with IR, improved the form factor for comfort and ease of use, and featured embedded systems innovations leveraged in this study. A more thorough description of the revised hardware is available in our most recent work [20]. An example of the serviceable automatic LED current scaling algorithm, detailed in our previous work [20], is highlighted in Figure 5. This proved to be an integral part of enabling this work; by adaptively adjusting the LED drive current, we were able to prevent saturation and variable PPG signal quality caused by varying contact pressure and, more importantly, prominent differences in skin tone among participants.

Figure 5. Pertinent multimodal hardware block diagram and adaptive light-emitting diode (LED) scaling. Main board with ATSAM4LS8 microcontroller (µC), ADXL355 triaxial accelerometer, BMG250 triaxial gyroscope, and BME280 environmental sensor using the serial peripheral interface for fast communication supporting higher sample rates. Sensor board used to acquire wrist photoplethysmogram (PPG) and electrocardiogram signals. Automatic LED current scaling in operation during data collection: showing an increase in contact pressure and subsequent saturation of the photodiode, mitigated by an automatic decrease in LED current and overall consequential improvement in PPG signal quality. ECG: electrocardiogram; LED: light-emitting diode; PD: photodiode; PPG: photoplethysmogram; RLD: right leg drive; SD: Secure Digital; SPI: Serial Peripheral Interface.
Human Subject Studies in a Diverse Population

All applicable results are presented as mean (SD). Figure 2 illustrates the correlation and Bland-Altman plots for our wearable PTT-based BP estimation of MAP, DBP, and SBP across all participants (N=44). The MAD was 2.90 mm Hg, 3.39 mm Hg, and 5.36 mm Hg for DBP, MAP, and SBP, respectively. The mean RMSE was 3.41 (SD 2.01) mm Hg, 3.95 (SD 2.42) mm Hg, and 6.28 (SD 3.44) mm Hg for DBP, MAP, and SBP, respectively. Both DBP and MAP estimation had better 95% CIs than SBP at 7.99 mm Hg, 9.42 mm Hg, and 14.59 mm Hg, respectively. The mean Pearson correlation coefficient (PCC) was 0.67 (SD 0.16), 0.63 (SD 0.31), and 0.50 (SD 0.41) for PTT-based DBP, MAP, and SBP estimation, respectively.

The MAD for the individual study populations (first cohort=26 participants and second cohort=18 participants) was 2.69 mm Hg and 3.20 mm Hg, 3.21 mm Hg and 3.64 mm Hg, and 5.17 mm Hg and 5.63 mm Hg, for DBP, MAP, and SBP estimation, respectively. The mean RMSE for the individual study populations (first cohort=26 participants and second cohort=18 participants) was 3.19 (SD 1.64) mm Hg and 3.73 (SD 2.48) mm Hg, 3.78 (SD 2.06) mm Hg and 4.18 (SD 2.90) mmHg, and 6.26 (SD 3.25) mm Hg and 6.32 (SD 3.80) mm Hg for DBP, MAP, and SBP estimation, respectively. The mean PCC for the individual study populations (first cohort=26 participants and second cohort=18 participants) was 0.69 (SD 0.15) and 0.65 (SD 0.17), 0.68 (SD 0.23) and 0.55 (SD 0.38), and 0.38 (SD 0.33) and 0.39 (SD 0.49) for DBP, MAP, and SBP estimation, respectively.

The MAD for the 19 Black participants was 3.18 mm Hg, 3.72 mm Hg, and 5.84 mm Hg for DBP, MAP, and SBP estimation, respectively. The mean RMSE for all 19 Black participants was 3.72 (SD 2.41) mm Hg, 4.29 (SD 2.86) mm Hg, and 6.69 (SD 4.03) mm Hg for DBP, MAP, and SBP estimation, respectively. The mean PCC for all 19 Black participants was 0.64 (SD 0.17), 0.53 (SD 0.38), and 0.37 (SD 0.48) for DBP, MAP, and SBP estimation, respectively.

The MAD for the 10 participants who were obese was 2.69 mmHg, 3.17 mm Hg, and 5.02 mm Hg for DBP, MAP, and SBP estimation, respectively. The mean RMSE for all 10 participants who were obese was 3.28 (SD 2.59) mm Hg, 3.69 (SD 3.00) mm Hg, and 5.71 (SD 4.18) mm Hg for DBP, MAP, and SBP estimation, respectively. The mean PCC for all 10 participants who were obese was 0.65 (SD 0.18), 0.52 (SD 0.48), and 0.39 (SD 0.58) for DBP, MAP, and SBP estimation, respectively.

Figure 3 depicts the boxplots of the DBP calibration coefficients from our estimation model, \( K_1 \) and \( K_2 \), for four different demographic factors known to affect arterial stiffness: obesity, sex, race, and age. The DBP \( K_1 \) and \( K_2 \) values for nonobese (N=34) versus obese (N=10) participants are 2.38 (SD 1.99) mm Hg/s versus 1.20 (SD 0.88) mm Hg/s and 61.02 (SD 18.03) mm Hg versus 74.31 (SD 5.14) mm Hg, respectively. The DBP \( K_1 \) and \( K_2 \) values for male (N=25) versus female (N=19) participants are 2.65 (SD 2.18) mm Hg/s versus 1.40 (SD 0.98) mm Hg/s and 60.16 (SD 20.64) mm Hg versus 69.14 (SD 8.29) mm Hg, respectively. The DBP \( K_1 \) and \( K_2 \) values for non-Black (N=25) versus Black (N=19) participants are 2.63 (SD 2.21) mm Hg/s versus 1.44 (SD 0.94) mm Hg/s and 60.66 (SD 20.29) mm Hg versus 68.49 (SD 9.98) mm Hg, respectively. The DBP \( K_1 \) and \( K_2 \) values for young (N=31) versus older (N=13) participants are 2.38 (SD 2.09) mm Hg/s versus 1.47 (SD 0.87) mm Hg/s and 61.96 (SD 19.03) mm Hg versus 69.00 (SD 9.22) mm Hg, respectively.

Both \( K_1 \) and \( K_2 \) were significantly different between the nonobese and obese populations (\( P=.045 \) and \( P=.008 \), respectively). The female \( K_1 \) values were significantly (\( P=.04 \)) lower than those of their male counterparts. The \( K_1 \) values for Black participants were significantly (\( P=.047 \)) lower than those of the other races.

For the participants in the second cohort—all Black—with whom we used the newer version of the hardware [20] that included green and red LEDs in addition to the IR, the PCC for DBP estimation was 0.38 (SD 0.34), 0.59 (SD 0.44), and 0.65 (SD 0.17) when using the green \( \lambda =526 \) nm, red \( \lambda =660 \) nm, and IR \( \lambda =950 \) nm wavelength PPGs for the distal timing reference, respectively. The PCC for the IR and red wavelength PPGs was significantly (\( P=.01 \) and \( P=.048 \)) higher than that of the green wavelength PPGs. However, the corresponding mean DBP RMSE was 3.95 (SD 2.53) mm Hg, 3.11 (SD 2.33) mm Hg, and 3.73 (SD 2.48) mm Hg for green, red, and IR, respectively.

**Discussion**

**Principal Findings**

To the best of our knowledge, this is the first study to accurately estimate DBP and MAP using noninvasive PTT measurements acquired from a holistic population, with considerable differences in body fat percentage, melanin levels, and vascular stiffness associated with age and hypertension. Furthermore, our SBP estimation is sufficient to be clinically recommended for monitoring [29,36]. We demonstrated the reliability of a convenient method for estimating BP and observed that our calibration coefficients were significantly different in characteristic demographic groups known to have increased arterial stiffness. This work represents a necessary advancement toward remote monitoring for persons in MUAs by enabling wearable PTT-based BP estimation, including through the comprehensive evaluation of a watch-based form factor conducive to obtaining ambulatory BP measurements in low-resource settings.

**Accurately Estimating BP in a Diverse Population Using a Multimodal Wearable Device**

We demonstrated the performance of our wrist-worn PTT-based device when used to estimate BP within a diverse population over the course of multiple unique perturbations. Our results for MAP and DBP passed the acceptable benchmarks for the BP estimation error set by the IEEE standard on wearable cuffless BP estimation devices (MAD≤5 mm Hg) [29]. We were still able to achieve a reliable correlation between PTT and BP even with several demographic factors such as age, melanin levels, and BMI inherently influencing the measured optical-PPG and mechanical-SCG signals.
The DBP estimation remained the most accurate, similar to our previous studies [19,20]; the foot of the PPG waveform, used as the distal timing reference, indicates the arrival of the pulse wave during end **diastole**. Similarly, the SBP estimation continued to perform the worst, as the peak of the pulse wave is the fiducial marker of the PPG that occurs during **systole**; however, the peak is not frequently extracted, as its true timing can be confounded by wave reflection interference, leading to unreliable PTT estimates [12]. Recent studies have demonstrated that the PTT computed using the diastolic foot of the PPG outperforms that using the systolic maximum for both DBP and SBP [37].

The DBP RMSE was relatively similar at both low and high values of DBP, which indicates that the diastolic foot was a dependable timing reference for calculating the PTT, irrespective of inherent participant-specific differences in BP. Although our SBP estimation was just outside the acceptable limits set forth by the IEEE standard (ie, MAD=5.36 mm Hg vs 5.0 mm Hg) [29], this error translates to a grade B classification [29] and therefore would still be clinically recommended for monitoring SBP [36]. Furthermore, the SBP range studied in this work was greater than 100 mm Hg, substantially higher than that reported in previous studies in the literature for wearable cuffless BP estimation, and a combination of different perturbations was used to modulate BP. Using a single perturbation would have led to an improved correlation [12,14], as in our previous work where we had only used exercise [19]. However, a comprehensive evaluation of this methodology would be incomplete without a procedure consisting of a wide variety of perturbations with different known physiological responses and pathways to modulate BP [14]. In addition, as noted in **Figure 1**, the exercise perturbation did not apparently produce a marked difference in BP due to several factors: (1) technical limitations in rapid calibration for the reference measurement (ie, finger-cuff continuous BP) and increased motion artifacts following exercise led to a greater percentage of beat removal in the early exercise section than any other task and (2) exercise does not necessarily consistently modulate BP in a predictable manner due to differences in participant-specific vasoactivity and contractility [12,38].

Only the DBP was examined for further analyses conducted below because, as previously mentioned, the distal timing reference used in this work (ie, the foot of the PPG waveform) occurs during diastole and therefore provides the most reliable estimation of DBP out of the three BP components [12]. The dependability of the diastolic foot and our robust DBP estimation were necessary before performing in-depth analyses with confidence. Although elevated SBP is considered to be the greatest predictor of future cardiovascular risk [39,40], elevated DBP has nonetheless been shown to independently increase the risk of subsequent cardiac events [39,41]. In addition, DBP is a greater contributor to MAP, which in older patients with isolated systolic hypertension, when compared with an equivalent increase in pulse pressure, has been shown to be a comparable independent predictor of both stroke and all-cause mortality [42]. Finally, DBP has been shown to be a more significant predictor than SBP of new-onset hypertension in adults aged ≤50 years [40,43-45]. This suggests that accurate DBP estimation using a wearable device can efficiently be used to incentivize people to make healthy lifestyle modifications **earlier in life**, central to the World Health Organization’s effort to reduce the global prevalence of hypertension [46].

**Essential Device Novelties Enabling Reliable PTT Computation**

For the first time, we demonstrated that noninvasive PTT measurements are reliable estimators of BP across a wide range of skin tones and BMI. Both DBP and MAP estimation for the 10 participants who are obese and 19 Black participants in this study were well under the IEEE requirement [29]. This was enabled by the highly sensitive hardware, multisensor approach, and automated LED current scaling that our custom wearable device offers [20]. The PPG array and adaptive LED current scaling allowed us to automatically mitigate poor signal quality issues due to misplacement, inherent differences in skin tone, and applied pressure that typically corrupts PPG signals. However, the most integral components of our PPG hardware were the IR wavelength LEDs.

We leveraged longer wavelengths of light for deeper penetration into the tissue to robustly acquire the PPG signal from arteries located deeper than the cutaneous vascular bed [12]. Cutaneous arteries are greatly affected by the changes in vascular tone expected from the perturbations we used to modulate BP herein (ie, cold pressor and exercise). Furthermore, as IR PPGs are more susceptible to motion artifacts than lower wavelength ones [12,47], our PPG-first signal quality assessment not only avoided these motion artifact corrupted waveforms because of their low SNR but also avoided moments where the SCG quality would naturally suffer as well. However, even the red PPGs had a considerably larger SD in their PCC than the IR PPGs, possibly because the IR wavelength, when compared with red, is less sensitive to the oxygen content of hemoglobin and has approximately half the skin absorption coefficient in Black individuals [12,27]. Despite statistically significant differences in the PCC using IR and red PPGs rather than green PPGs, the actual DBP RMSEs were comparable. This implies that when using the green PPGs for participants with a low PCC, our signal quality assessment algorithm removed beats with greater BP variability, resulting in a lower SD of DBP and consequent RMSE. Although even green wavelength PPGs have demonstrated the ability to reliably extract heart rate across a wide variety of skin tones [48], our data suggest that these shorter wavelengths cannot be used to dependable compute the PTT in a diverse population. In addition, although unconventional, our watch was placed on the ventral side of the wrist, which allows for both higher quality, convenient SCG acquisition and enhanced PPG SNR due to viable access to the radial artery and less melanin content than the dorsal side [49]. Therefore, existing smartwatches, beginning to slowly incorporate cuffless, noninvasive BP methodologies, may face even greater difficulties in achieving accurate PPG measurements across a broad range of skin tones.

Finally, our physiologically inspired PPG selection algorithm—to first select the PPG signals with the greatest systolic upstrokes—had an important role in reducing the BP estimation error. PPG waveforms with greater systolic upstrokes...
(ie, maximum derivative of the PPG waveform) offer improved PTT estimates and are key indicators of BP stemming from larger, more pulsatile, elastic arteries with greater distensibility [12,50]. In addition, several recent machine learning (ML) approaches to use the PPG signal for BP estimation have shown that the systolic upstroke is one of the most important features of the waveform [51,52]. Hence, the selection algorithm, by extracting information from these more reliable and clinically important arteries, was a central part of our ability to notice the demographic differences in arterial stiffness rooted in our calibration coefficients.

Calibration Coefficients Capture Demographic Differences in Arterial Stiffness

We observed that the participant-specific calibration coefficients used in the standard linear PTT-BP estimation model for DBP, shown in equation 1 (ie, K₁ and K₂), are significantly different between subpopulations with large variations in demographic factors known to affect arterial stiffness. We selected the four demographic categories (ie, obesity, sex, race, and age) based on the literature, emphasizing these as major determinants of differences in arterial stiffness and therefore risk factors for hypertension [16,30-33,35,53,54].

The K₁ value (ie, the slope of the line of best fit) is indicative of the underlying baseline vascular stiffness, whereas K₂ (ie, the intercept) represents the inherently correlated bias in baseline BP [12,55,56]. At the same BP, persons with greater arterial stiffness have inherently faster pulse wave velocities (PWVs) and therefore shorter PTTs than persons with normal arterial stiffness [12]. The K₁ value mitigates these differences in PTT-based estimation by capturing the intrinsic participant-specific arterial stiffness to output similar BP values. Therefore, with increasing arterial stiffness, we expected to find a lower K₁ value and a higher K₂ value, as observed in the PWV literature [55,56].

Obesity was the only comparison for which the differences in the K₁ and K₂ calibration coefficients were statistically significant. This coincides with the literature stating that obesity is one of the greatest age-normalized risk factors and contributors to arterial stiffness [57]. Otherwise, only the K₁ values in the sex and race comparisons were statistically significant between the groups. Although it has been shown that both females and Black individuals have greater arterial stiffness than similar-age males and White individuals [31,34,35], these two comparisons should be re-evaluated after increasing our recruitment. Approximately 47% (9/19 participants) of both the female and Black population were also obese. The age comparison was not statistically significant, although the older population followed a similar trend of a lower K₁ and higher K₂. This finding is not surprising, as significant differences in arterial stiffness and substantial augmentations in arterial remodeling are typically examined in participants aged ≥50 years [32,58].

Limitations and Future Work

Refining Population Demographics and Investigating PTT, K₁, and K₂ as Potential Digital Biomarkers of Arterial Stiffness

Overall, although this data set captured a more representative population in the range of end users for which consistent BP monitoring is recommended [59], our PTT-based device should be further tested in an exclusively older (ie, age >50 years), morbidly obese (ie, BMI >40 kg/m²), and hypertensive population—with even distributions across sex, race, and skin tones along the Fitzpatrick scale—to truly understand the limits of this technology and supplement the findings herein.

Early vascular remodeling due to the demographic factors investigated in this work, not to mention socioeconomic factors affecting MUAs [15,16], predispose individuals who are obese and Black individuals to greater lifetime cardiovascular risk [30,35,57,60,61]. Therefore, future PTT-based BP estimation studies should closely monitor the calibration coefficients, K₁ and K₂, as potential intermediate digital biomarkers for longitudinal monitoring and the comparison of arterial stiffness among different persons [7]. Eventually, even PTT measurements, as PWV is already an independent predictor of arterial stiffness [62], may indicate subclinical differences in vascular resistance due to early stage arterial remodeling, the main precursor to hypertension [32].

Reducing the Burden of Calibration

Consistent recalibration poses a practical concern for PTT-based BP estimation. Hence, future studies should focus on evaluating the timeframe for which participant-specific calibration curves can reliably estimate BP and whether interparticipant and population-level curves can be sufficient. However, given the value of interpreting the calibration coefficients presented in this work, caution should be exercised due to the trade-off of sacrificing this potential usefulness when using generalized interparticipant models. Furthermore, the individual effects of the perturbations used to modulate BP in this experiment should be scrutinized, along with other exercises shown to substantially change BP [63-65]. The goal is to use perturbations that can consistently be leveraged to increase the dynamic range of BP measurements for calibration—critical to achieving optimal estimations at home in our previous work [20] and are achievable in low-resource settings.

Leveraging ML and Hardware Advancements for Robust SCG AO Detection

Similarly, to the instrumental role of the physiologically inspired PPG selection algorithm in this work, further exploration into automated SCG fiducial point detection algorithms may help extract the most informative SCG signals. Specifically, the SCG can be greatly affected by inaccurate placement of the watch; however, recent advancements using ML techniques have shown that the SCG waveform is modulated in a predictable manner during these placement inaccuracies [66]. Therefore, by interpreting these findings, one might be able to convert the measured SCG to the archetypal SCG or use a template-matching localization approach [67] for each
participant before extracting salient features from the optimal waveform.

In addition, annotating the exact AO point can be challenging because the signal not only has appreciable interparticipant variability, especially in a population with considerable differences in BMI, but can also be corrupted by motion artifacts. Although our technique for extracting the AO point has led to a high correlation between PTT and BP, in both our recent work [20] and this one, for a few sessions, we manually annotated the SCG to impose realistic constraints for the range of the pre-ejection period (PEP) and selected a consistent morphological peak across all tasks per participant. Eventually, robust identification of this timing reference is necessary for reliable automatic PTT computation, as the main advantage of using the PTT over the pulse arrival time (ie, the time from the R-wave of the ECG to the diastolic foot of the PPG) for BP estimation is its ability to account for changes in the nonnegligible cardio-electromechanical delay, that is, the PEP [12,68]. Furthermore, examining the other sensor data available at our disposal, such as filtering the SCG in a higher bandwidth (ie, fpass=30-125 Hz) to retain the phonocardiogram signal indicative of valve closures, using the three-axis gyrocardiogram or simply the other axes of the SCG, could prove to help with improving PEP estimation as shown in previous work [19,69].

Conclusions

We have demonstrated that a wrist-worn device, using noninvasive PTT estimates, can reliably and conveniently track BP in a diverse population. Leveraging the ubiquity of wearable devices can empower users to make healthy lifestyle modifications such as exercise, which can contribute to a significant reduction in arterial stiffness [30,70] by providing consistent feedback on progress [71-73]. In addition, digital health technologies that accurately estimate BP could potentially be used to titrate BP medications for patients with hypertension from the comfort of their homes [7,74]. In addition to these broader impacts, the knowledge gained from this study—especially when combined with the advent of low-profile, flexible electronics capable of robustly detecting physiological biosignals [75-78]—represents a significant step toward the unobtrusive monitoring of BP in ambulatory settings and health equity for persons in MUAs.
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Abstract

Background: The rapid diffusion of wearable electronic health monitoring devices (wearable devices or wearables) among lay populations shows that self-tracking and self-monitoring are pervasively expanding, while influencing health-related practices. General practitioners are confronted with this phenomenon, since they often are the expert-voice that patients will seek.

Objective: This article aims to explore general practitioners’ perceptions of the role of wearable devices in family medicine and of their benefits, risks, and challenges associated with their use. It also explores their perceptions of the future development of these devices.

Methods: Data were collected during a medical conference among 19 Swiss general practitioners through mind maps. Maps were first sketched at the conference and their content was later compared with notes and reports written during the conference, which allowed for further integration of information. This tool represents an innovative methodology in qualitative research that allows for time-efficient data collection and data analysis.

Results: Data analysis highlighted that wearable devices were described as user-friendly, adaptable devices that could enable performance monitoring and support medical research. Benefits included support for patients’ empowerment and education, behavior change facilitation, better awareness of personal medical history and body functioning, efficient information transmission, and connection with the patient’s medical network; however, general practitioners were concerned by a lack of scientific validation, lack of clarity over data protection, and the risk of stakeholder-associated financial interests. Other perceived risks included the promotion of an overly medicalized health culture and the risk of supporting patients’ self-diagnosis and self-medication. General practitioners also feared increased pressure on their workload and a compromised doctor–patient relationship. Finally, they raised important questions that can guide wearables’ future design and development, highlighting a need for general practitioners and medical professionals to be involved in the process.

Conclusions: Wearables play an increasingly central role in daily health-related practices, and general practitioners expressed a desire to become more involved in the development of such technologies. Described as useful information providers, wearables were generally positively perceived and did not seem to pose a threat to the doctor–patient relationship. However, general practitioners expressed their concern that wearables may fuel a self-monitoring logic, to the detriment of patients’ autonomy and overall well-being. While wearables can contribute to health promotion, it is crucial to clarify the logic underpinning the design of such devices. Through the analysis of group discussions, this study contributes to the existing literature by presenting general practitioners’ perceptions of wearable devices. This paper provides insight on general practitioners’ perception to be considered in the context of product development and marketing.
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Introduction
Over the last few years, the development of new health-related technologies has been particularly rapid and prosperous [1,2]. In particular, wearable electronic health monitoring devices (henceforth referred to as wearable devices or wearables) are designed to support health management by monitoring bodily vital signals, as well as tracking an individual’s activity and habits [3,4]. User-friendliness and gamification play an important role in the appealing and engaging design of wearable devices, which are often paired with mobile phone apps [5]. Their association with mobile phones is at the origin of the terms mHealth (or mobile health) and continuous connection with wireless devices has been associated with self-surveillance and self-tracking mentality [6]. Yet, the difference between technologies targeting lay populations and the ones designed to monitor specific medical conditions is not always clearly defined [3]. In both fields—health promotion and intervention—the logic underpinning wearable devices’ marketing aims to improve health by promoting behavior change through self-tracking, on the basis of feedback mechanisms [4,7,8].

More specifically, the marketing discourse on wearable devices is strongly based on the promise of benefits regarding personalized health management programs that claim to promote patient’s self-responsibility and autonomy [6] by fostering a less hierarchical relationship between the user and the health professional [7]. Furthermore, wearable manufacturing companies have been sponsoring large-scale medical studies [9,10] with little consideration of the consequences associated with the introduction of self-tracking devices in everyday life [11]. This adds further complexity to the picture because traditional health care systems risk being detoured by other—often profit-led—motives [11]. While it has been argued that wearable devices may contribute to fostering users’ autonomy [12], self-tracking has not always been associated with empowerment [13,14]. In fact, wearable use could hinder the autonomy of users, who would increasingly rely on these devices for daily, health-related decision making [4]. According to Andreassen and colleagues [15], feelings of domestication and resistance co-exist in the user–object relationship. Furthermore, wearable devices have been associated with high abandonment rates after only 6 months of use [16]. It is, therefore, clear that, beyond manufacturers’ promises, the concrete use of these technologies in the health sector is subject to negotiation processes that depend on complex dynamics regarding the object–user relationship and the doctor–patient relationship [17,18].

Activity trackers have affected how treatment, visits, and health management are established during health consultations [19]. Their growing presence may constitute a positive addition to the relationship between patients and their general practitioners (GPs), because the devices could support effective transmission of health-related information [19]. Historically, the introduction of technological devices has defined medical practices [20], and wearable devices are no exception. The notion of the Quantified Self—associated with activity trackers—is pervasively shaping health norms through self-surveillance across life domains [21]. Moreover, the contemporary trend of healthism, which values individual responsibility and surveillance in health management, has expanded over the past decades [22]. This societal discourse constitutes a fertile ground for the production and marketing of wearables.

GPs are an inherent part of the digital health revolution, given their role as health experts, citizens, and sometimes, wearable consumers [23]. The intention to adopt activity trackers and recommend their use are shaped by views and attitudes that individuals may have toward such technologies [24,25]. In light of these findings, it is necessary to further explore perception and views on wearables among GPs, because such devices may change existing medical practices and contribute to shape new ones. This is particularly relevant within the Swiss context, where, similarly to other European countries [26,27], GPs are in the front-line when patients access the health system. In this sense, often GPs are the first health professionals to interact with many wearable device users.

Some studies have investigated health professionals’ attitudes toward technologies that are specific to chronic health conditions, such as epilepsy [28], asthma [29], arthritis [30], and other chronic diseases [31]. Another body of literature on GPs’ perspectives has examined their experience with a wide array of eHealth innovations, beyond the specific use of wearables [32]. With respect to wearables, few studies have explored GPs’ attitudes with a set of predefined topics using individual semistructured interviews [33,34] and web-based surveys [19]. We further investigated GPs’ perspectives and contribute to the existing literature on the role of wearables in family medicine. We aimed to explore how GPs perceive wearable devices—both for health promotion and clinical use—in the context of their medical practice, by focusing on perceived benefits and risks. To do so, we used an innovative qualitative methodology with mind maps to analyze group discussions that took place during a medical conference on family medicine. Mind maps have been described as being particularly suitable for analyzing group discussions in the field of health care [35]. We discuss salient elements to consider in the future development of these technologies.

Methods

Research Context and Sampling
This study’s aims were defined by the authors in collaboration with health psychologists and physicians working at the University of Lausanne, as well as GPs working in the French-speaking regions of Switzerland. Data were collected in a symposium—New Technologies in Family Medicine—that took place in Switzerland in 2018, as part of a medical conference, mainly targeting GPs. Given the qualitative nature
of our study, we aimed at in-depth understanding and contextualization of data, rather than generalization. For data collection and analysis, we followed the quality criteria for qualitative research defined in the field of health psychology [36,37].

We used convenience sampling: 19 GPs (7 female and 12 male) working in family medicine in the French-speaking regions of Switzerland. Participants were informed about the symposium’s goal, involving the definition of potential research perspectives regarding the use of wearables in family medicine, based on their perception. GPs were formally informed that group discussions would be recorded for further analysis, and oral consent was obtained. Under Swiss ethical regulations, no written consent was required as no biomedical information was collected.

Regarding participants’ background on wearables use, the vast majority reported not having actively introduced them in their clinical practice and that any discussion on wearables was usually initiated by patients themselves. Cited examples included patients who monitored their menstrual cycle through apps and the tracking of physical activity through smartwatches. Only 2 GPs reported that they used mobile apps for sleep monitoring and for diagnostic procedures via symptom-input mechanisms. It was highlighted that such apps were offered by official health providers. Some participants were familiar with such technologies through life experiences beyond their professional practice as GPs. With respect to their personal use, 1 GP reported using a smartwatch for performance monitoring during sports training. In contrast, another participant reported deactivating all tracking functions on their mobile device because of mistrust of the app’s use of personal information.

**Group Discussions**

GPs were enrolled in group discussions on smartwatches, wearable devices, and health apps. These topics had been previously defined, so that participants could join any group discussion, based on their personal interests. Each group (average of 6 participants per group) was moderated by 1 health psychologist and 1 GP. Discussions lasted approximately 1 hour and were audiorecorded.

In each group, participants were invited to briefly present themselves and were informed that the discussions were going to address the role of multiple mHealth technologies in family medicine. The 2 moderators introduced a brief explanation of the specific discussion topic (either smartwatches, wearable devices, or health apps, each discussed within a different group). These 3 groups of technologies were chosen for their high interconnectedness and interdependence within the broad category of mHealth [6]. For instance, smartwatches may be considered a wearable device category and are often supported by a smartphone app for data collection and analysis [5]. Participants were asked to discuss the following questions within each group: (1) What is the role of such technologies within your practice, according to your experience? (2) What risks and benefits do you identify in relation to such technologies? (3) Which challenges would you associate to the concrete use in your professional practice?

While the differences with other methods of data collection (ie, group interviews or focus groups) may be subtle, group discussions are less bound to structured interview guides and the emerging discussion topics often result from the interactions among group members, rather than from detailed predetermined questions grid [38]. Group discussions are also particularly suited for data collection among individuals who belong to the same group, for example, a professional category [38,39]. Moreover, the role of the moderators in group discussions is to provide topics to stimulate interactions among participants in a nondirective way [38].

To facilitate participants’ interactions, moderators took part in the discussions and summarized the material produced from their group. Summaries were approved and validated by participants of each group, resulting in specific descriptive reports [40-42]. Participant validation has shown to be a critical stage of qualitative research, because it provides more solidity and pertinence to the collected data [37].

**Mind Maps**

The potential of mind maps has been recently underlined for their use as research methods for data collection and analysis in the field of health [35]. A mind map can be defined as “a diagram used to represent concepts, ideas or tasks linked to and arranged radially around a central key word or idea [35].” Mind maps present information in a hierarchical way [43] through a synthetic visually engaging format [44]. Beyond their use in data collection, they can facilitate the data analysis by identifying and representing thematic and conceptual patterns in a nonlinear form [45], while showing associations between ideas and topics [43]. During the symposium, an overt participant–observer researcher (the main author) circulated among the different discussion groups, taking notes of part of the ongoing discussions, and sketching preliminary mind maps. Through participant observation, further notes were taken to identify the links between the raised concepts and capture the contextual dimensions of verbal exchanges [46].

Inspired by Burgess-Allen and Owen-Smith [35], we considered a separate mind map for each of the themes used for the 3 groups canvases: benefits, risks, and some insights for the future. In addition, mind maps drawn during the group discussions revealed a recurring substructure in the discussion of the themes: doctor–patient relationship, patient–device relationship and GPs’ broad concerns, and final mind maps reflected this structure. The content of each mind map was then assembled inductively, and narrative contents were systematically compared by assessing their semantic similarities and differences. The proceedings and the audiorecordings from the group discussions facilitated integration of any missing relevant information from the preliminary notes and mind map drafting. This was particularly helpful to confirm the accuracy of the qualitative material and the mind map analysis. Finally, the 3 mind maps were compared to one another to identify common issues raised across group discussions regarding the potential benefits and risks, as well as, some insights for the future of wearable devices. This technique allowed for data analysis according to a theme-categories-subcategories structure, analogous to inductive thematic analysis, where mind mapping
is a preliminary stage [47]. In this study, mind maps were first sketched on paper for conceptualization purposes and were later digitally reproduced with FreeMind software (version 1.0.1).

**Results**

**General**

Regarding GPs’ perceptions of smartwatches, wearable devices, and health apps in family medicine, the first mind map (Figure 1) summarizes the perceived benefits of wearable devices. Here, participants used the conditional verb tense, which suggested that their arguments often applied to hypothetical scenarios and specific conditions. The second map (Figure 2) shows perceived risks that wearable devices usage and promotion may entail. The third map (Figure 3) presents insights that should be considered in the future production and use of wearables.

**Figure 1.** Mind map presenting the benefits that general practitioners associate with wearable use.

**Figure 2.** Mind map presenting the risks that general practitioners associate with wearable use.
Benefits That GPs Associate With Wearable Use

General Benefits Associated With Wearable Devices’ Characteristics

Overall, GPs positively evaluated wearable devices that were considered user-friendly to be used in a variety of health situations, thereby representing an attractive solution for different populations. According to GPs, wearable devices could be easily used by both patients and health professionals due to their simple, intuitive designs. In particular, doctors appreciated devices whose parameters can be easily adapted and personalized to fit a patient’s personal health characteristics. In fact, these features could enable a personalized approach to health management. Moreover, GPs considered that wearables could benefit those who wished to have regular feedback about their personal health and measure their physical activity through performance monitoring. According to GPs from the 3 group discussions, the widespread use of wearables could allow for large-sample data collection, which would be especially useful for medical research. In fact, a potential benefit concerned the strong statistical power that wearable devices could enable through research conducted among a high number of users.

Patient–Wearable Relationship

Wearable devices were also discussed in relation to patients’ empowerment. According to different participants across the 3 group discussions, wearables could help raise awareness among patients on their overall health condition. Due to the feedback and reward mechanisms that define certain devices, wearables could train users to make informed health decisions. In this sense, results reveal that wearables may enhance patient’s self-responsibility and be a concrete partner for health promotion. In fact, wearables were described as a potential mean for behavior change through the implementation of new health behaviors, through consistent self-management. As stated by a participant:

**Smart watches could motivate people for being more active, because there’s a certain degree of satisfaction in seeing the [step] counting going up.**

Moreover, some GPs asserted that wearables could help patients to keep track of their medical history and develop an unprecedented awareness regarding their own bodies. For instance, wearable users could establish links between their own feelings and the data provided by the device. In their views, wearables may, in fact, concretely support self-education.

GP–Patient Relationship

Wearables were described as potential health care partners in the light of the rapid information-transmission processes that such devices enable, allowing patients to have a more central role in their health management. Furthermore, the time-efficient data exchange between patients and health professionals could be beneficial for the management of certain health conditions, such as epilepsy or cardiac diseases. These health conditions were mentioned given the capacity of wearables to transfer data in real time. From GPs’ views, this represented a helpful feature to prevent seizures or enable screening procedures. Wearables were also perceived as potential allies for telehealth, since these devices could help GPs reach patients living in geographically remote areas.

One GP affirmed:

**We don’t need to make a trip to their place if they can measure themselves blood tension, glycemia, the**
heartrate at home and then transfer information via the internet.

This was considered a particularly important aspect in the Swiss context, where, due to alpine geography, certain patients may need to travel long distances to receive medical care. Wearables were described as a possible means of connection within the health system between different professionals and caregivers, as well as a useful solution for those who do not have family or social support in daily health care.

Risks That GPs Associate With Wearable Use

General Risks Associated With Wearable Devices’ Characteristics

Although wearables’ potential advantages were thoroughly discussed, the debate raised several potential risks linked to their use. For instance, participants expressed fears regarding the unclear degree of reliability and accuracy of commercial wearables that are increasingly available. GPs shared their professional experience in stressing that devices that are able to accurately record biometrics are often more expensive and more complex. Therefore, their use requires specific training and an understanding of data collection. Furthermore, GPs highlighted the scarcity of scientific studies on wearables’ validity and reliability. To them, this represented an obstacle that impeded them from actively promoting the use of instruments that are not supported by scientific evidence.

Furthermore, the lack of accurate information regarding the management of biomedical data by manufacturers was considered to be a serious danger for patients. The risk of compromising an individual’s privacy was a major concern with respect to these technologies since, as affirmed by a participant:

Third-party use of personal data is still very poorly regulated.

In an era where personal data is becoming widely commodified, several industries can profit from wearable use without being genuinely concerned by users’ health. According to GPs, the promotion of wearables could thus imply that financial profit is valued over health.

The role of health insurance companies and their possible relation with the wearable device industry were also considered in group discussions, since the Swiss health system relies on compulsory private not-for-profit health insurance companies. According to some participants, the collaboration between the 2 stakeholders could encourage the development of incentive-based medicine rationalities, that is, of a health philosophy, by which patient behavior could be rewarded or punished by insurance companies as a consequence of the degree of behavior compliance determined by the wearable’s design. For instance, health insurance companies could be inclined to reward so-called good users for having achieved the health aims set by the device or punish so-called bad users who have failed to do so. This mechanism deserves better attention, because it may also potentially reinforce health inequalities from a socioeconomic perspective. These reflections raised a debate on which ethical principles should underpin family medicine, as well as, on the rights and responsibilities of each actor.

Patient–Wearable Relationship

Regarding user–device relationship, GPs argued that continuous self-monitoring could stress an overmedicalization of life, generated by an excessive intellectualization of the user’s physical condition. From their perspective, the prioritization of self-monitoring practices in the field of health would inevitably confront users with the paradoxes of our culture: while health-related practices are aimed at reducing stress in daily life by helping users to slow their pace, wearables would be the symbol of a society that values rapid information exchange, and hence, would contribute to reinforcing a fast-paced life. In this context, GPs raised the risk of overestimating the value and the role of individual data in coming to conclusions about a person’s general state of health. According to GPs, the continuous measurement of biomedical information appeared to be also potentially anxiety triggering. A participant feared that

People may end up spending more time preoccupying about their health instead of living.

Patients with apprehensive personalities could particularly risk developing overmonitoring practices, to the detriment of their mental health.

Regarding the level of trust toward certain devices, some participants feared that wearables would induce the users to gradually feel estranged from their body. In this sense, wearables could provide digital information that does not correspond to the users’ subjective perceptions on their own body and health. This mismatch between the wearable’s feedback and the embodied sensations could induce the users to mistrust their subjective perception and thus feel disconnected from their own body. According to GPs, this risk would also interfere with the principle of patient autonomy, whose appraisal of their own body would therefore mainly depend on the wearable verdict instead of their own perception. In this scenario, the patient and the caregiver would need to invest even more resources to set up a process of bodily re-appropriation. From the participants’ view, these risks would result in a reversed power relationship with the device that could be dangerous and that should be avoided. A participant feared a

Very likely tendency towards over-training during a sport session

while seeking positive feedback from an activity tracker. An important element of the debate concerned wearable data interpretation. Participants agreed on the fact that, given a decrease of exchanges between users and health professionals, the former would be confronted to increased uncertainties regarding the interpretation of their personal physiological values, which is considered to be as dangerous for a user’s health. In fact, on the basis of the wearable data, patients could be tempted with self-diagnosis or self-medication solutions, something that ought to be avoided, especially when medical expertise is essential.

GP–Patient Relationship

In the light of the increased production of patient-specific medical information, participants highlighted the risk of devoting their working hours to time-consuming data analyses.
We can collect plenty of data, but then what will do about them?

wondered a participant. In fact, the instantaneous nature data transmission could intensify the expectation of an immediate reply from health professionals, which would amplify the pressure on GPs’ daily practices, without any verified benefit for concerned patients. Participants also expressed the danger of inconsistency between the information recorded by wearables and data provided by other devices measuring biometrics. This type of divergence could, in fact, entail a progressive mistrust on the part of patients regarding the information provided by other the medical instruments, and GPs may suffer from credibility loss.

Insights for the Future of Wearables According to GPs

**GPs’ Professional Needs**

Participants expressed a sense of inevitability toward the introduction of wearable devices into contemporary medical practices within the Swiss context, regardless of the outcomes of current research in the field. In this sense, several GPs highlighted the urgent need, and their personal interest, to become more involved in the development of wearables. In their view, a synergy between producers and health professionals is necessary to enable the design of beneficial instruments. GPs also expressed the wish to receive training to better understand how these technologies work (especially concerning data collection and storage of information) and to be better informed on the news regarding the health-wearable market. GPs particularly valued the importance of understanding patients’ concerns, of identifying patients’ health needs, and of answering to their questions.

*When worried patients come [to the consultation] with such instruments, what do we do? We have to give them an answer,*

stated a participant. They also expressed the importance to them as professionals to be aware and to remain critical of the usefulness these devices in health care.

**Future Developments**

Overall, participants from the 3 group discussions raised the urgent need for firm legislation to guide future design, production, and marketing of wearables. In particular, they showed a high degree of mistrust regarding the confidentiality of their patients’ data that wearable companies could guarantee. To them, a priority for the future would therefore, be legislation to ensure data protection, as well as an overt policy to safeguard the rights of users, because the latter are in a vulnerable position within the health care system. Furthermore, the legislation should also concern the homologation of wearables’ internal parameters. Alongside scientific research, these measures could help to produce more valid and reliable devices for health self-management. With respect to the role that wearables should have, participants expressed the vision of wearables as partners that could help improve the care of patients. As emphasized by certain participants, well-oriented and accurate feedback is central to medical practice, because it can facilitate the learning process. In this sense, the analyses showed that wearables would not only be a tool for information transmission but could solidify partners in the promotion of behavior change. Moreover, according to the participants, the use of wearables should be limited to patients suffering from certain health conditions (although no examples were explicitly given during the symposium), instead of monitoring healthy people. In this sense, health would be achieved by conducting a digital-free, slow-paced life, where the person is not dependent on self-tracking devices.

**Open Questions**

According to the participants, several questions remained unanswered yet would be worth exploring. For instance, some GPs wondered how to assess which patients would best benefit from wearable use, and on the contrary, which patients would feel disconnected from their own body, that is, lose their personal autonomy toward the interpretation of their own embodied feelings. In this sense, a participant asserted that

*To be useful, such products could be adapted to the patient’s profile in the future.*

GPs also wished to know how wearables may affect user’s sense of responsibility. More generally GPs also raised the following issue: How will health wearables affect the GP–patient relationship? These questions closed the debates across groups, highlighting the need of additional analyses before establishing any further statements on the role of health wearables for our contemporary societies.

**Discussion**

**Principal Findings and Comparison With Prior Work**

GPs play a crucial role in the health care system by promoting and prescribing specific health practices. We aimed to explore their perceptions on wearables in the context of family medicine, by directly addressing the risks and benefits associated with these technologies and reflecting on possible future developments in the field of health care. The methodology adopted in this research was qualitative. This perspective was particularly suited to generate exploratory and contextualized knowledge. While group discussions allowed us to capture GPs’ views throughout their spontaneous interactions, mind maps enabled an iterative and efficient process of data collection and analysis given our research setting [35].

**Wearables as Information Providers**

The effects of digital health wearables on the doctor–patient relationship appeared to be both beneficial and risky, highlighting their ambiguous potential. While wearables were viewed as suitable for information transmission, coordination, and general illness management, GPs also feared that these technologies would put increased pressure on their role and expertise as health professionals. Indeed, GPs anticipated longer consultations that would be dedicated to data analysis and data interpretation stemming from patients’ wearables. From this perspective, our results confirm those of recent studies showing that wearables are considered to be particularly useful for information-transmission and general illness management but that time-consuming data interpretation continue to be important concerns among health professionals [19,34,48]. With respect
Participants perceived wearables as user-friendly devices that could foster patients’ empowerment and support them throughout behavior change processes [33,34]. However, the use of wearables for patient education and empowerment has also been associated with a patronizing view of the doctor–patient relationship [6]. Preventing such repercussions represents a concrete challenge faced by research in the health sector. In this context, wearable use can be envisaged in relation to the concept of continuity in health care, defined as informational, relational, or management related [50]. In this sense, wearables constitute tools that can positively contribute to ensuring informational and health management continuity. Nevertheless, these tools alone may not be able to support the multifaceted relationship continuity between the doctor and the patient and would hence need to be adapted.

**Self-tracking: A Catalyst for Healthism**

GPs were also concerned about the role that wearables could play in patients’ everyday lives outside medical consultations. For instance, GPs highlighted the potential risk of promoting a dominant social discourse or life-philosophy, where self-tracking and self-monitoring become practices that are encouraged, even among individuals who are healthy or who do not suffer from specific health conditions. This overmedicalization of life can be compared to what Gabriels and colleagues [33] have coined as entertainment medicine, where self-tracking devices become responsible for producing “medically unnecessary data that belong more to the fitness or wellness than to the medical realm.” Echoing past literature [32], GPs stressed the importance of understanding patients’ needs in order to address their concerns more effectively.

More generally, self-tracking in the medical field has been previously argued to have culturally and structurally transformed the ways in which health-related practices are being defined [15]. In this sense, an important contribution of our findings to the debate is GPs’ strong resistance to incentive-based medicine, in which healthy behaviors are implemented within a reward versus punishment mechanism. This posture contests 2 aspects. The first is with respect to the global trend across stakeholders to collect information produced by wearable devices for financial purposes [51], which causes ethical concerns to be raised by GPs. The second refers to the philosophical and pedagogical premises underpinning incentive-based medicine. In GPs’ views, this type of medicine contrasts with the value of patient autonomy and risks to promoting an undesirable obsessive compliance with health standards set by wearables. In the contemporary dominant culture of healthism that values self-management [22], this risk becomes increasingly important. Through subtle imperatives, wearables may indeed respond to patients’ intention to take control over their own health [21], while simultaneously triggering feelings of apprehension and self-inadequacy. GPs’ intentions of promoting patient autonomy emphasizes the urgent need to develop alternative approaches in health care that can facilitate behavior change. Indeed, as in the case of other social practices, health practices are subject to ambiguity, contradictions, and ultimately, continuous change [18]. We argue that these premises should be considered in the design of wearable technologies.

**Future Perspectives**

The rapid expansion of wearables has entailed changes that remain unchallenged regarding their social, psychological and cultural implications for individual and public perceptions of health within our Western societies dominated by healthism [22]. In this sense, it is essential to clarify the rationale underpinning the development and marketing of such devices, whose extensive use may not necessarily be desirable from a GP’s perspective. A clear legal frame guiding the production and distribution of wearables for medical usage might help guide the effectiveness and clinical safety for users and health professionals. For instance, the concept of Health Technology Assessment [52] offers a useful illustration of how this frame could be conceptualized. This study calls for future research to deconstruct and analyze the logic behind the conceptualization, development, and use of health wearables, from the perspective of health professionals, users, and technology developers. In this context, it would be interesting to compare these results with patients’ views, in order to identify possible differences, with an aim toward better integration of wearables in general medical practice. Indeed, our study confirms the necessity for researchers and developers to question the values and logic guiding wearable design.

**Limitations**

This study is not exempt from limitations. Given its exploratory nature, our qualitative results require further analysis regarding other contexts and methodologies. Moreover, while appropriate to our research setting, mind maps allow limited in-depth data analysis compared to other qualitative methods [35]. In addition, the visually synthetic characteristic of mind maps does not allow for data saturation claims and does not allow the integration of specific details. Rather, mind maps constitute an exploratory step in research that can be complemented by other techniques [47]. Nonetheless, this method is useful to develop hypotheses that can be tested in future research.

**Conclusion**

This study found that GPs are willing to be more actively engaged as collaborators in the design, development, and promotion of wearables, alongside producers and end-users. Our research contributes to broadening current understanding of wearables and self-tracking technologies in the field of family medicine, by emphasizing the role of wearables as key information providers. Indeed, GPs are neither passive spectators of—nor opponents to—digital health developments, which are perceived to be increasingly more important and inevitable. In spite of the important role of wearables, this study underlined the irreplaceable character of the doctor–patient relationship, which remains a central dimension in family medicine. GPs manifested their opposition to the logic of self-monitoring that GPs considered to have a negative impact on patients’ global well-being and autonomy. Regarding research perspectives, it
seems crucial to reflect upon the definition of health that is being shaped by wearables and similar self-tracking technologies. These perspectives would enable an informed comparison across main actors in health care and contribute to collective coordinated efforts to improve individual and public health while reducing health-related costs.
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Abstract

Background: With the development and promotion of wearable devices and their mobile health (mHealth) apps, physiological signals have become a research hotspot. However, noise is complex in signals obtained from daily lives, making it difficult to analyze the signals automatically and resulting in a high false alarm rate. At present, screening out the high-quality segments of the signals from huge-volume data with few labels remains a problem. Signal quality assessment (SQA) is essential and is able to advance the valuable information mining of signals.

Objective: The aims of this study were to design an SQA algorithm based on the unsupervised isolation forest model to classify the signal quality into 3 grades: good, acceptable, and unacceptable; validate the algorithm on labeled data sets; and apply the algorithm on real-world data to evaluate its efficacy.

Methods: Data used in this study were collected by a wearable device (SensEcho) from healthy individuals and patients. The observation windows for electrocardiogram (ECG) and respiratory signals were 10 and 30 seconds, respectively. In the experimental procedure, the unlabeled training set was used to train the models. The validation and test sets were labeled according to preset criteria and used to evaluate the classification performance quantitatively. The validation set consisted of 3460 and 2086 windows of ECG and respiratory signals, respectively, whereas the test set was made up of 4686 and 3341 windows of signals, respectively. The algorithm was also compared with self-organizing maps (SOMs) and 4 classic supervised models (logistic regression, random forest, support vector machine, and extreme gradient boosting). One case validation was illustrated to show the application effect. The algorithm was then applied to 1144 cases of ECG signals collected from patients and the detected arrhythmia false alarms were calculated.

Results: The quantitative results showed that the ECG SQA model achieved 94.97% and 95.58% accuracy on the validation and test sets, respectively, whereas the respiratory SQA model achieved 81.06% and 86.20% accuracy on the validation and test sets, respectively. The algorithm was superior to SOM and achieved moderate performance when compared with the supervised models. The example case showed that the algorithm was able to correctly classify the signal quality even when there were
complex pathological changes in the signals. The algorithm application results indicated that some specific types of arrhythmia false alarms such as tachycardia, atrial premature beat, and ventricular premature beat could be significantly reduced with the help of the algorithm.

Conclusions: This study verified the feasibility of applying the anomaly detection unsupervised model to SQA. The application scenarios include reducing the false alarm rate of the device and selecting signal segments that can be used for further research.

(JMIR Mhealth Uhealth 2021;9(8):e25415) doi:10.2196/25415
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Introduction

Background

Wearable devices have been widely adopted for daily health care monitoring during the past decades. Many researchers utilize wearable sensors to continuously monitor physiological signals for mobile health (mHealth) and ubiquitous health (uHealth) app studies [1-3]. Recently, wearable devices have shown their potential in providing early warning of disease deterioration, chronic disease self-management, rehabilitation assessment, among others [4-7]. For example, some clinical deterioration changes in physiological signals could be often present 8-24 hours before a severe life-threatening event such as an unplanned intensive care unit admission or sudden cardiac death [8,9]. In these scenarios, signal quality is essential to acquire the valuable information from the time-series physiological signals which are very sensitive to noise. Signal quality assessment (SQA) facilitates reducing the high false alarm rate caused by signal quality [10] and can be applied to automatically screen the “real-world” data for further research. However, SQA of wearable physiological signals has not been well investigated. Such inadequate studies on signal quality reliability limit the further clinical deployment of these devices in the medical sector [11]. Therefore, it is important to develop a feasible method to evaluate the signal quality from wearable physiological monitoring systems and SQA is one of the basics of mHealth research and apps.

Related Work

It is widely recognized that the electrocardiogram (ECG) and respiratory signals are crucial for both patient monitoring and health status identification, and thus are being extensively investigated. Various solutions have been proposed to accomplish ECG SQA [12,13]. Some early studies, such as those by Langley et al [14] and Johannesen [15], considered the poor quality of ECG signals when their waveform features exceed the preset thresholds [16]. Several signal quality indices (SQIs) such as kSQI (the kurtosis of the distribution), sSQI (the skewness of the distribution), and pSQI (the relative power in the QRS complex) were introduced [17-19], which use the features from the time domain and the frequency domain of the ECG signals to assess the quality [20]. Another approach to ECG SQA is based on template matching. Researchers usually compare the similarity between the signals and a template that is fixed or derived from historical data [21]. In recent years, leveraging the machine learning technology in the medical domain, many researchers used the time–frequency domain features and SQIs to build machine learning models to achieve ECG SQA [16,21-23]. For example, Zhao et al [23] provided an algorithm based on convolutional neural networks, which aimed at identifying noisy segments from wearable ECG recordings. Zhang et al [16] compared the performance of random forest (RF), support vector machine (SVM), and their variants for ECG SQA with nonlinear features. For respiratory signals, Charlton et al [24] developed an SQI for the impedance pneumography respiratory signal by using the breath duration variations and by examining whether the peaks and troughs are clear and similarity of breath morphologies. However, research on respiratory SQA remains in its infancy. Few studies have investigated this topic so far to our knowledge.

Challenges

Owing to the rapid development of wearable devices, there is an explosion of the volume of data being acquired and available for research studies. However, the importance of the SQA process has been underestimated. The limitations of previous studies and the challenges we are currently facing are summarized as follows: For ECG SQA, first, signal quality is often judged subjectively, which lacks objective quantitative criteria, and the standard of signal quality was relatively fuzzy in previous studies [25,26]. Second, most of the SQAs were conducted under well-designed laboratory conditions by using simulated signals [27], or assessed the signals from bedside monitors. Thus, signals are highly different from those measured by wearable devices in daily lives because the noise in the laboratory was relatively single and controllable, or the signal quality was good for most of the time. Third, although most of the methods have good performances on ECG SQA, the dominant methods are still supervised machine learning models [16]. There is a concern that these models are at a high risk of overfitting, leading to unsatisfying model generalization. Moreover, when using supervised models, it is quite challenging to prepare tons of labeled data and even impossible for each research group to use the fixed open-source data sets, such as the MIT-BIH Arrhythmia Database (MITDB), to build models, which were not built for SQAs. In addition, hardware designs of wearable devices are diverse, resulting in aggravating incomplete generalization of data and poor migration performance of models. One possible solution to this problem is to build dedicated models using specific wearable devices and the data they collected. For respiratory SQAs, the challenge lies in the various respiratory patterns. Compared with ECG signals, respiratory signals have more diverse forms, broader spectral distribution, and different noise sources.
Study Objectives

To address the above problems, we pioneered the idea that the SQA process can be seen as an anomaly detection. The basic hypothesis of our study was that the decline of the signal quality can be quantified with the increase of the anomaly and can be detected by the machine learning model. The application scenarios we expected of the algorithm include reducing the false alarms caused by poor signal quality and selecting the high-quality signal segments for further research. The objectives and main components of this paper are to:

- design an algorithm based on the unsupervised machine learning model, isolation forest (IF), to classify the ECG and respiration signal quality into 3 different grades: good, acceptable, and unacceptable.
- quantitatively evaluate the performance of the algorithm on a small amount of labeled data. Further validation of the algorithm was implemented on several cases of data to prove its feasibility.
- apply the SQA algorithm to real-world data to demonstrate that the algorithm has the potential to reduce the false alarms caused by poor signal quality.

Methods

The Wearable Device and Data Sources

The medical-grade wearable device we used was a self-developed physiological signal monitoring system, SensEcho (Figure 1) [28], which has received clearance from the China Food and Drug Administration (CFDA) and has been deployed in the general wards of the Hyperbaric Oxygen (HBO) Department in Chinese PLA General Hospital (PLAGH) since 2018. The core wearable device of SensEcho is a vest, which provides a single-lead ECG signal, chest and abdominal respiratory signals via the respiratory inductive plethysmography (RIP) technology, and triaxial acceleration signals. It also allows for communication with other third-party wearable devices such as oximeters and blood pressure monitors. Its battery supports continuous monitoring for a minimum of 24 hours. For detailed information about SensEcho and the monitoring system, please refer to [29]. At the time of writing, SensEcho has collected more than 1000 records from patients and healthy individuals. Each record contains nearly 24-hour physiological signal monitoring results; thus, a large pool of data is available for research purposes. Data collection was carried out in a clinical environment for patients and from daily lives for healthy individuals without restriction of movement and activity. In this study, we used the single-lead ECG signal and chest respiration signal from the data pool to establish and evaluate the algorithm. This study was approved by the ethics committee of PLAGH (No. S2018-095-01).

Figure 1. Picture of SensEcho, including third-party oximeter and cuff blood pressure monitor.
Signal Quality Classification

Overview

The definition of signal quality was indistinct in previous studies, but some of the studies have proposed a few quantitative criteria. Inspired by [26] and the results of our pre-experiment, 10- and 30-second segments of ECG and respiratory signals were considered sufficient for our study. In early SQA studies, 5 quality groups (excellent, good, adequate, poor, and unacceptable) [15], 3 quality groups (acceptable, indeterminate, and unacceptable) [18,30,31], and 2 quality groups (acceptable and unacceptable) [32-35] were investigated. Based on previous studies, we defined 3 grades of signal quality for different requirements: (1) good signal quality refers to that in which the signal waves are clear, and signal of this grade can be analyzed automatically in follow-up studies and have confidence high enough for waveform feature analysis; (2) acceptable signal quality refers to that in which the R peak in ECG signal and peaks and troughs of respiratory signal can be accurately located by the algorithm, and the signal of this grade can be used for relative accurate heart rate and respiratory rate analysis. In addition, this grade is often the most difficult to distinguish and the signal availability depends on the specific apps where further manual determination might be needed; (3) unacceptable signal quality refers to that in which the waveform in the window is chaotic, and this grade of signal should be dropped because of the unreliable results obtained in signal analysis.

A brief description of characteristics of signal noise sources and their patterns is summarized in the following subsections [12,22,36,37].

Baseline Wander

ECG signals are affected by respiratory motion, body movement, and poor electrode contact. Respiratory signals are more sensitive to movement and breath pattern than ECG signals. One final major expression in signals is different levels of baseline wander.

High-Frequency Noise

For ECG signals, high-frequency noise usually includes power line interference, myoelectricity interference, and movement artifact. For respiratory signals measured by the RIP, the noise often is from vibrations caused by movement, such as moving or speaking.

Signal Loss

This is also a pervasive pattern in daily signal acquisition, which usually appears as a straight line. Based on the noise source and expression analysis, the quantitative evaluation criteria defined by clinical and engineering experts in our study are listed in Table 1.

Table 1. Quantitative signal quality assessment criteria.

<table>
<thead>
<tr>
<th>Quality grade</th>
<th>Electrocardiogram</th>
<th>Respiratory signal</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>• Good</strong></td>
<td>• ECG rhythm is clear; each QRS waveform can be distinguished with naked eyes.</td>
<td>• Regular waveform lasts for more than three-fourth of the observation window.</td>
</tr>
<tr>
<td></td>
<td>• No signal loss in the observation window.</td>
<td>• Maximal baseline wander amplitude is less than the signal amplitude in the observation window.</td>
</tr>
<tr>
<td></td>
<td>• Maximal baseline wander amplitude is less than one-third of signal amplitude in the observation window.</td>
<td>• High-frequency noise can be easily filtered and does not affect the judgment of the respiratory signal waveform.</td>
</tr>
<tr>
<td></td>
<td>• Pathological changes do not influence the signal quality assessment; the recognized obvious pathological patterns can be classified as good quality, such as ventricular premature beats.</td>
<td></td>
</tr>
<tr>
<td><strong>• Acceptable</strong></td>
<td>• Low-intensity high-frequency noise; the R waves in signal can be recognized accurately.</td>
<td>• One-half to one-fourth of the signal is clear; respiratory rhythm can be identified.</td>
</tr>
<tr>
<td></td>
<td>• No more than 2 high-frequency impulse noises occur in the observation window.</td>
<td>• Time for signal loss or hold breath lasts less than one-half of the observation window.</td>
</tr>
<tr>
<td></td>
<td>• Less than 2-second signal loss in the observation window.</td>
<td>• High-frequency noise has only a little impact on the judgment of the overall waveform trend.</td>
</tr>
<tr>
<td></td>
<td>• The maximal baseline wander amplitude is below the signal amplitude.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Fewer than 2 cardiac cycles in which the QRS waves cannot be recognized are allowed.</td>
<td></td>
</tr>
<tr>
<td><strong>• Unacceptable</strong></td>
<td>• Full of noise.</td>
<td>• The pattern of respiratory waveform is difficult to recognize.</td>
</tr>
<tr>
<td></td>
<td>• More than 2 R peaks in the observation window cannot be distinguished.</td>
<td>• Severe baseline wander.</td>
</tr>
<tr>
<td></td>
<td>• Excessive baseline wander.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Signal loss lasts more than 2 seconds.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Suspected pathological changes, but the cause is not clear.</td>
<td></td>
</tr>
</tbody>
</table>

Isolation Forest

IF is an unsupervised anomaly detection model that has been applied to many fields such as streaming data processing and mineral mapping [38,39]. IF grows an ensemble of binary trees to estimate the degree of being an anomaly of an instance. As anomalies are more susceptible to isolation, they have a short path length [38,40]. Furthermore, an anomaly score can be
obtained by measuring/estimating the average path height of the ensemble of binary trees (in [40], the authors named them iTree). The IF model is based on 2 fundamental assumptions and premises. The first one is that the anomalies should be “few and different.” If a pattern occurs frequently in the training set, it will be more likely to be perceived as normality, although it is indeed an anomaly manually determined. The second one is that the training set should conclude as many normal patterns of the signals as possible. It is necessary to guarantee that the training set has a large enough variety, especially for normal signals; otherwise the model will be more likely to classify a brand-new pattern as an anomaly.

Based on the above theory, the general framework of the SQA algorithm is shown in Figure 2. We built models for ECG and respiratory SQA, respectively, and both models were trained and evaluated independently. The preprocess included filtering, removing the outliers, removing the baseline, and normalization. We then selected 8 and 18 features from the time and frequency domains of the ECG and respiratory signals, respectively. Skewness, kurtosis, and distances of adjacent waveforms calculated using the dynamic time warping method [41] were the key features we used, which also have been widely adopted as the key variables to construct the SQIs [17,18,42,43]. The skewness and kurtosis are defined as Equations (1) and (2). Other features we used in this study were the features from amplitude of the signal in the time–frequency domain, power spectrum distribution, and power spectral density.

![Figure 2](https://mhealth.jmir.org/2021/8/e25415)

**Figure 2.** General framework of the signal quality assessment algorithm for the electrocardiogram and respiratory signal.

### Experiment Design

#### Overview

The experimental process involved 4 key steps. The model training and validation were conducted on 4 nonoverlapping data sets extracted from the sizable volume data pool and possessed different functions: (1) training set, which was used to train the IF model; (2) validation set, which was used to find the thresholds that map the anomaly scores obtained by the model to the triclassification SQA results; (3) test set, which was used to quantitatively measure the generalization ability of the model; and (4) case set, which was used to qualitatively evaluate the model’s performance by feeding a whole case of data to it. Some details of these 4 data sets are specified in the following sections.

#### Training Set

We selected a set of 24-hour monitoring records which met the following inclusion criteria: (1) signal acquisition was stable by manual determination; (2) no signal loss for extended periods (over 10 minutes) during monitoring; and (3) no persistent atrial fibrillation during monitoring. Based on these, 30 records were included and we selected 3-10 of them randomly to construct the training set with their whole data. We repeated the selection process 20 times for each epoch, that is, we randomly selected 3 records to construct the training set 20 times to find the best performance of the model.

#### Validation Set

We used the data from 16 patients and 8 healthy individuals to construct this data set, expecting that the pathological changes were more complex and the proportion of anomaly was relatively high. We selected 10,000 windows of signals from the records and then removed half of them that were obviously of high quality. The data set was labeled independently by 3 pretrained graduate students of biomedical engineering according to the criteria in the above section. To guarantee label accuracy, we used the agreed result to define the final label, and dropped the windows of signals that had conflicting label results. Moreover, we asked clinical specialists to mark whether the ECG signals in the data set were pathological. If pathological manifestations of the signal, such as arrhythmia or ST-segment elevation, were confirmed, the number of this signal segment was recorded additionally. After the manual annotation of the data set is completed, the anomaly scores of the labeled data can be obtained by feeding the signals to the trained SQA model. Then, thresholds T1 and T2 were set to map the anomaly scores to the signal quality grades. We adjusted the values of T1 and T2, respectively, to find the best performance thresholds, which were fixed and used in the next step.

#### Test Set

Test set data came from 8 patients and 9 healthy individuals, because we expected the test set to be somewhat different from the validation set and to be closer to practical use. We extracted 1 window of signals every 6 minutes and this data set initially comprised 5500 windows of signals, which were labeled in the same way as the validation set. We used the T1 and T2 values
determined by the validation set to obtain the classification results of the model, and then quantitatively evaluated the generalization ability of the model. The basic information about the individuals involved in the validation and test sets is summarized in Table 2.

Table 2. Basic information about the individuals utilized in the validation and test sets.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Validation set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patients (n=16)</td>
<td>Healthy individuals (n=8)</td>
</tr>
<tr>
<td><strong>Demography</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>9 (56)</td>
<td>8 (100)</td>
</tr>
<tr>
<td>Age (year), mean (Q1-Q3)</td>
<td>56 (52-60)</td>
<td>27 (25-33)</td>
</tr>
<tr>
<td>Height (cm), mean (Q1-Q3)</td>
<td>168 (160-170)</td>
<td>174 (171-176)</td>
</tr>
<tr>
<td>Weight (kg), mean (Q1-Q3)</td>
<td>68 (55-76)</td>
<td>68 (59-74)</td>
</tr>
<tr>
<td><strong>Comorbidity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coronary heart disease</td>
<td>12 (75)</td>
<td>—</td>
</tr>
<tr>
<td>Hyperlipemia</td>
<td>9 (56)</td>
<td>—</td>
</tr>
<tr>
<td>Hypertension</td>
<td>9 (56)</td>
<td>—</td>
</tr>
<tr>
<td>Diabetes</td>
<td>8 (50)</td>
<td>—</td>
</tr>
<tr>
<td>Pulmonary nodule</td>
<td>4 (25)</td>
<td>—</td>
</tr>
<tr>
<td>Sleep apnea syndrome</td>
<td>2 (13)</td>
<td>—</td>
</tr>
</tbody>
</table>

**Case Set**

We fed several cases of data to the model. Different grades of signal quality segments were marked in different colors. We looked at several observation windows in detail to determine whether the model classification results were correct. Note that we are particularly concerned about the pathological changes in the cases, because we expected pure pathological changes to be not misclassified as poor signal quality.

**Data Set Descriptions**

After data labeling, we obtained the final validation and test sets. The validation set consisted of 3460 and 2086 ECG and respiratory labels (all agreed), respectively. Of the 3460 ECG labels, 3022 (87.34%) were good, 189 (5.46%) were acceptable, and 249 (7.20%) unacceptable. Of the 2086 respiratory labels, 1308 (62.70%) were good, 511 (24.50%) acceptable, and 267 (12.80%) unacceptable. The test set consisted of 4686 and 3341 ECG and respiratory labels, respectively. Of the 4686 ECG labels, 3767 (80.39%) were good, 284 (6.06%) acceptable, and 635 (13.55%) unacceptable, compared with 2255 (67.49%), 587 (17.57%), and 499 (14.94%), respectively, for respiratory labels. Some typical examples of the labeled ECG and respiratory signals are shown in Figures 3 and 4.

Meanwhile, for the pathological ECG labels, a total of 661/3460 (19.10%) windows of ECG signal in the validation set were marked. Of these, 648 (98.0%) were labeled as having good quality and the rest (13/661, 1.9%) as acceptable quality. In the test set, 634/4686 (13.53%) windows of signal were pathological; of these, 618 (97.5%) were of good quality and the rest (16/634, 2.5%) were of acceptable quality.
Figure 3. Typical examples of the labeled electrocardiogram signals. (a) & (b) are the normal, good-quality signals; (c) is suspected of arrhythmia while (d) is an expression of ventricular premature beats (VPBs); (e) – (h) show examples of baseline wander, power line interference and impulse noise; (i) – (k) show examples of severe noise and signal loss; (l) is suspected of VPBs but the signal is unclear.

Figure 4. Typical examples of the labeled respiratory signals. (a) – (d) show clear and regular respiratory waves; signals in (e) – (h) do not have enough regularity, apnea occupies some small segments in the observation windows; (i) – (l) show severe noise and signal loss in the observation windows.
Performance Evaluation

The programming language we used was Python (version 3.6.5) and the major library in this study is scikit-learn (version 0.23.1). The proposed algorithm contained 2000 trees and had 5% anomaly proportion as parameters. We first evaluated the algorithm’s performance according to its accuracy score, which is defined as the number of correctly classified samples divided by the total number of samples. Some additional evaluation indicators included mean precision rate, recall rate, and F1 score (marco-F1). To further evaluate the performance of the algorithm, we compared the algorithm with the self-organizing maps (SOMs) [44] and 4 classical supervised machine learning models, namely, logistic regression (LR), SVM, RF, and extreme gradient boosting (XGB). It should be noted that the SOM is an unsupervised model based on artificial neural network and has been applied in several health care–related signal processing fields such as photoplethysmogram signal classification [45,46] and health situation monitoring [47,48]. The SOM library used in this study was MiniSom (version 2.2.7) and the SOM model was trained using 10,000 interactions and a 10 × 10 grid on the training set with the learning rate of 0.05. For RF, we used 1000 trees, whereas for XGB, we chose the following hyperparameters: “binary: softmax” as the logistic function and “approx” as the tree method. The other parameters of the models were default. Features were normalized before being fed to LR, SVM, and SOM.

According to our evaluation strategy, for unsupervised models, we trained the models on the training set and found best thresholds on the validation set. For supervised models, we trained the models on the whole validation set. We then compared the performance of both supervised and unsupervised models on the test set. The accuracy, precision, recall, and F1 scores are calculated.

We also investigated the performance of the proposed model with fewer labels in comparison with that of the reference model. We randomly selected 200, 600, and 1000 labels in the validation set to find the thresholds for the unsupervised models and train the supervised models, and then test these on the whole test set. Each random selection is repeated 30 times, and then the mean and SD of the accuracy of the models are computed.

Algorithm Application

We applied the designed SQA algorithm to 1144 cases of data collected in the HBO Department of PLAGH; each of the cases had a dynamic ECG record of nearly 24 hours. Each record of data was read by a clinical expert to give an overall signal quality evaluation result. According to the results, the data were divided into 3 groups, representing different grades of quality of the whole signals. We also scanned the data with an arrhythmia detection algorithm, which is commonly used in automatic dynamic ECG analysis, and the real-time alarm function of SensEcho. The core technology of the arrhythmia detection algorithm is traditional signal processing methods, including filtering and wavelet decomposition. We learned about the type, onset, and duration of each arrhythmia alarm detected by the arrhythmia detection algorithm. For the purpose of this study, a false alarm was defined as the onset of 1 arrhythmia alarm marked with poor signal quality. The proportion of different quality of signals, the number of various arrhythmia alarms, and the percentage of false alarms in each group were calculated.

Results

Model Performance

For the training set that is important for the IF model, we randomly selected monitoring records as described in the “Experiment Design” section and built the training sets to train the model to guarantee the variety and find the best performance of the model. Quantitative evaluation results of the model performance on the validation and test sets are shown in Figure 5. For ECG signals, the model performed at the same level on both validation and test sets, but for respiratory signals, the model performed slightly better on the test set than on the validation set. This is reasonable because the two data sets were constructed differently; thus, the test set was easier for SQA classification. Models that performed the best on the test set were selected for further study. The scores gained from the best model for ECG SQA and the best classification thresholds are shown in Figure 6, in which the accuracy reached 94.97% and 95.58% on the validation and test sets, respectively. The confusion matrices are shown in Figure 7. Similarly, the scores for respiratory SQA and the thresholds are shown in Figure 8. This model achieved 81.06% and 86.20% accuracy on the validation and test sets, respectively. Figure 9 shows the confusion matrix of the results.

The results regarding the classification efficiency of the pathological ECG signal are summarized as follows: in the validation set, 100% (648/648) of good-grade and 23% (3/13) of acceptable-grade pathological ECG signals were classified correctly; however, 77% (10/13) of acceptable-grade signals were misclassified as good quality. In the test set, 99.8% (617/618) of good-grade and 31% (5/16) of acceptable-grade pathological signals were classified correctly; however, 1 sample of good-quality signal was misclassified as acceptable grade and 69% (11/16) of acceptable-grade signals were misclassified as good quality. The above results showed that the model also had a good classification effect on pathological signals. In this study, the vast majority of pathological signals were correctly classified and the misclassification will not increase false-negative decisions.
Figure 5. Quantitative evaluation of the model performance on the validation set and test set. ECG: electrocardiogram.

Figure 6. Electrocardiogram (ECG) signal anomaly scores on the validation set and test set, and the best performance thresholds.

Figure 7. The electrocardiogram confusion matrices of the results. 0: Good; 1: Acceptable; 2: Unacceptable.
Performance Evaluation Results

The classification results of the desired algorithm and reference models of the test set are summarized in Tables 3 and 4. From Table 3, it can be found that, for supervised models, the LR model performed the worst for both ECG and respiratory signals. Meanwhile, RF and XGB performed slightly better than the proposed algorithm. Understandably, supervised models generally have better performance than unsupervised models. For unsupervised models, SOM performed worse than the proposed model. For ECG SQA, the SOM achieved 0.91 accuracy and 0.55 F1 score on the validation set, indicating an insufficient generalization ability of the thresholds in this scenario for the model. We speculated that the complex pathological changes and noise in the data set made it difficult for SOM to perform dimensionality reduction and correctly map the model outputs to the SQA results. From Table 4, it can be found that the proposed model had a better performance when the number of labels is small. When the number of labels is greater than 1000, the performance of the supervised models was better than that of the proposed model. In other words, when we do not have enough labeled data, the unsupervised model is superior. However, we still recommend preparing slightly more labels as possible to guarantee the stability and generalization ability of the thresholds.
**Table 3.** Model performance on the test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Electrocardiogram</th>
<th>Respiratory signal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Precision</td>
</tr>
<tr>
<td><strong>Supervised models</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>0.96</td>
<td>0.93</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td>Extreme gradient boosting</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td><strong>Unsupervised models</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-organizing maps</td>
<td>0.82</td>
<td>0.57</td>
</tr>
<tr>
<td>Isolation forest, proposed unsupervised model</td>
<td>0.96</td>
<td>0.90</td>
</tr>
</tbody>
</table>

**Table 4.** The accuracy on the test set of models with fewer labeled data.

<table>
<thead>
<tr>
<th>Number of labels</th>
<th>Logistic regression</th>
<th>Support vector machine</th>
<th>Random forest</th>
<th>Extreme gradient boosting</th>
<th>Self-organizing maps</th>
<th>Isolation forest, proposed unsupervised model</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.80 (0.00)</td>
<td>0.85 (0.05)</td>
<td>0.86 (0.06)</td>
<td>0.84 (0.06)</td>
<td>0.80 (0.01)</td>
<td>0.89 (0.06)</td>
</tr>
<tr>
<td>600</td>
<td>0.80 (0.00)</td>
<td>0.86 (0.05)</td>
<td>0.89 (0.06)</td>
<td>0.88 (0.05)</td>
<td>0.81 (0.01)</td>
<td>0.90 (0.06)</td>
</tr>
<tr>
<td>1000</td>
<td>0.81 (0.00)</td>
<td>0.90 (0.04)</td>
<td>0.93 (0.04)</td>
<td>0.92 (0.04)</td>
<td>0.81 (0.01)</td>
<td>0.93 (0.02)</td>
</tr>
<tr>
<td>Respiratory signal, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.71 (0.05)</td>
<td>0.71 (0.06)</td>
<td>0.80 (0.04)</td>
<td>0.79 (0.03)</td>
<td>0.70 (0.02)</td>
<td>0.82 (0.04)</td>
</tr>
<tr>
<td>600</td>
<td>0.75 (0.04)</td>
<td>0.75 (0.06)</td>
<td>0.85 (0.02)</td>
<td>0.84 (0.02)</td>
<td>0.73 (0.03)</td>
<td>0.84 (0.02)</td>
</tr>
<tr>
<td>1000</td>
<td>0.77 (0.04)</td>
<td>0.76 (0.06)</td>
<td>0.87 (0.01)</td>
<td>0.86 (0.01)</td>
<td>0.72 (0.07)</td>
<td>0.85 (0.01)</td>
</tr>
</tbody>
</table>

*ECG: electrocardiogram.*

**Case Validation**

To further evaluate the performance of the algorithm on SQA, the algorithm was tested on several cases. In this paper, ECG and respiratory signals of a patient are illustrated. The patient is a 65-year-old male, standing 170 cm tall, and weighing 68 kg when admitted, and had been monitored by the SensEcho in the general ward of the HBO Department. He was diagnosed with coronary heart disease, posterior mitral valve prolapse, hypertension risk level 2, hyperuricemia, and fatty liver disease.

As shown in Figures 10 and 11, the different signal quality grades classified by the algorithm were marked in 3 colors: the green segments stand for the good quality, the yellow segments for the acceptable quality, and the red segments for the unacceptable quality. Furthermore, in these figures, 4 windows of the monitoring signals were selected to elaborate and illustrate the detailed signals and the classification results, respectively. It can be seen that the monitoring lasted for up to 24 hours, but there was not much high-quality data available in this case. Signal loss was the most common unacceptable signal quality expression and the segments were all marked in red. ECG and respiratory signals of the last few hours were full of noise, so it was suspected that the patient might have removed the device ahead of time.

We found that the pathological changes in ECG did not influence the SQA process directly (Figure 10). Most of the observation windows with ventricular premature beats (VPBs) were also marked in green and yellow correctly, that is, in this case the pathological changes were not filtered which met our expectations. In Figure 11, acceptable and unacceptable signal quality segments are more numerous and dispersed for respiratory signals compared with ECG signals. The good-quality segments were mainly concentrated during the patient’s bed rest period, as breath was more controllable and vulnerable to noise during the day. In conclusion, the algorithm demonstrated an excellent performance in this case and it can be used to automatically screen out the good-quality segments for further research.
Figure 10. A signal quality assessment case example of the whole monitoring 24-hour electrocardiogram signal (Green: Good segments; Yellow: Acceptable segments; Red: Unacceptable segments).

Figure 11. A signal quality assessment case example of the whole monitoring 24-hour respiratory signal (Green: Good segments; Yellow: Acceptable segments; Red: Unacceptable segments).

Algorithm Application Results
The algorithm application results are summarized in Table 5. The types of arrhythmia alarm we were concerned about were bradycardia, tachycardia, atrial premature beat (APB), VPB, atrial bigeminy, and atrial trigeminy. The “count” column represents the number of cases with a specific arrhythmia alarm detected; for example, bradycardia was detected in 525 cases out of the total 1144 cases. From Table 5, it can be seen that the age, weight, and height of the 3 groups of patients were basically on the same level, whereas the proportion of females increased in the medium and worst groups, indicating that the quality of ECG signal measured from female users might be poor due to hardware. The proportion of different signal quality grades in these cases means that the best group of patients has the highest percentage of good quality and the lowest percentage of unacceptable quality, whereas the worst group of patients has the lowest percentage of good quality and the highest percentage of unacceptable quality. Among these cases, the median [Q1-Q3] for good, acceptable, and unacceptable quality proportion was 90.0% [81.4%-95.9%], 4.8% [2.1%-8.0%], 4.0% [1.1%-9.3%], respectively. These results have 2 implications: First, the desired SQA algorithm is consistent with the common knowledge of people, which can be used to analyze the quality of signals measured by SensEcho automatically and quantitatively. Second, the vast majority of ECG signals measured by SensEcho are usable, which demonstrates that the
wearable device can effectively monitor patients’ ECG signal for most of the time.

For the arrhythmia alarm results, ideally, the number of various arrhythmia alarms within each group should be similar. However, it was observed that the number of APBs and VPBs increased significantly ($P=.02$ and <.001, respectively), suggesting that the signal quality did affect the accuracy of the arrhythmia detection algorithm and that some of the alarms might have been caused by poor signal quality. For the defined false alarm results, the APBs and VPBs increased significantly ($P<.001$ for both) in the medium and worst groups, and the false alarm of VPBs even accounted for 60.4% [23.9%-87.3%] in the worst group, compared with 18.2% [0.0%-61.5%] for the VPBs among all cases. In addition, it was found that tachycardia had a very high false alarm proportion, probably due to the movement of patients with poor signal quality. We considered that the aforementioned types of false alarms can be detected and effectively reduced by the desired SQA algorithm. Meanwhile, it was also found that for some types of arrhythmia alarms such as those for atrial bigeminy and atrial trigeminy, the arrhythmia detection algorithm was accurate and rarely affected by the signal quality.

### Table 5. Results of the SQA algorithm and the arrhythmia detection algorithm applied to the data collected from the Hyperbaric Oxygen Department.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Grouped by manual evaluation</th>
<th>Total (n=1144)</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best (n=671)</td>
<td>Medium (n=365)</td>
<td>Worst (n=108)</td>
</tr>
<tr>
<td>Demography</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>239 (35.6)</td>
<td>145 (39.7)</td>
<td>45 (41.7)</td>
</tr>
<tr>
<td>Age (year), median (Q1-Q3)</td>
<td>59.3 (53.0-66.8)</td>
<td>61.5 (54.0-67.9)</td>
<td>60.6 (53.5-66.7)</td>
</tr>
<tr>
<td>Weight (kg), median (Q1-Q3)</td>
<td>70.0 (62.0-78.5)</td>
<td>71.0 (65.0-80.0)</td>
<td>70.0 (63.0-81.0)</td>
</tr>
<tr>
<td>Height (cm), median (Q1-Q3)</td>
<td>168.0 (160.0-173.0)</td>
<td>168.0 (160.0-173.0)</td>
<td>167.5 (160.0-174.0)</td>
</tr>
<tr>
<td>Proportion of different signal quality grades detected by the algorithm (%), median (Q1-Q3)</td>
<td>93.2 (87.0-97.3)</td>
<td>85.9 (78.6-92.0)</td>
<td>75.5 (61.9-86.2)</td>
</tr>
<tr>
<td>Good</td>
<td>3.8 (1.7-7.0)</td>
<td>5.8 (3.2-9.4)</td>
<td>5.8 (4.3-9.0)</td>
</tr>
<tr>
<td>Unacceptable</td>
<td>2.1 (0.6-5.4)</td>
<td>7.0 (2.9-12.7)</td>
<td>15.2 (6.6-29.2)</td>
</tr>
<tr>
<td>Arrhythmia alarm count, median (Q1-Q3)</td>
<td>4.0 (2.0-7.0)</td>
<td>3.0 (2.0-6.0)</td>
<td>2.0 (1.0-4.5)</td>
</tr>
<tr>
<td>Bradycardia</td>
<td>1.0 (1.0-2.0)</td>
<td>1.0 (1.0-2.0)</td>
<td>1.0 (1.0-2.0)</td>
</tr>
<tr>
<td>Tachycardia</td>
<td>11.0 (4.0-34.5)</td>
<td>15.0 (6.0-42.0)</td>
<td>17.0 (4.0-46.0)</td>
</tr>
<tr>
<td>VPB</td>
<td>6.0 (2.0-25.2)</td>
<td>14.0 (4.0-54.0)</td>
<td>25.0 (5.0-76.0)</td>
</tr>
<tr>
<td>Atrial bigeminy</td>
<td>4.0 (1.0-13.0)</td>
<td>5.0 (2.0-9.0)</td>
<td>2.5 (2.0-6.0)</td>
</tr>
<tr>
<td>Atrial trigeminy</td>
<td>4.0 (2.0-10.5)</td>
<td>5.0 (1.0-10.8)</td>
<td>6.0 (2.2-11.2)</td>
</tr>
<tr>
<td>Defined false alarm proportion (%), median (Q1-Q3)</td>
<td>0.0 (0.0-0.0)</td>
<td>0.0 (0.0-0.0)</td>
<td>0.0 (0.0-0.0)</td>
</tr>
<tr>
<td>Bradycardia</td>
<td>50.0 (0.0-100.0)</td>
<td>100.0 (0.0-100.0)</td>
<td>100.0 (50.0-100.0)</td>
</tr>
<tr>
<td>Tachycardia</td>
<td>0.0 (0.0-9.9)</td>
<td>5.6 (0.0-28.6)</td>
<td>14.1 (0.0-70.6)</td>
</tr>
<tr>
<td>VPB</td>
<td>6.2 (0.0-50.0)</td>
<td>35.6 (1.9-71.7)</td>
<td>60.4 (23.9-87.3)</td>
</tr>
<tr>
<td>Atrial bigeminy</td>
<td>0.0 (0.0-0.0)</td>
<td>0.0 (0.0-0.0)</td>
<td>0.0 (0.0-0.0)</td>
</tr>
<tr>
<td>Atrial trigeminy</td>
<td>0.0 (0.0-0.0)</td>
<td>0.0 (0.0-0.0)</td>
<td>0.0 (0.0-0.0)</td>
</tr>
</tbody>
</table>

---

**Discussion**

**Contributions and Principal Findings**

Our highlights and key contributions are summarized as follows:

- We achieve the ECG and respiratory SQA by using an unsupervised model, IF, which has not been applied in SQA before. Furthermore, we attempted to verify the idea that the SQA process can be viewed as an anomaly detection. In this study, the proposed algorithm was superior than SOM and achieved moderate performance when compared with the supervised models.

- We applied the SQA algorithm to a large data set with 1144 records of ECG signal. The results demonstrate that the arrhythmia alarm accuracy could be influenced by the signal quality, and the SQA algorithm has the potential to reduce

---

[APB]: atrial premature beat.
[VPB]: ventricular premature beat.
some specific types of arrhythmia false alarms such as tachycardia, APB, and VBP caused by poor signal quality.

- To our knowledge, this is one of the earliest studies that focuses on the quality of respiratory signals measured via the RIP technology. It provides a method to automatically select the high-quality segments of respiratory signal for further studies.

One featured point in our study is that 3 data sets that have different functions were used to construct and quantitatively validate the algorithm. In the workflow of our study, the training set was a large volume data set in which ideally all the patterns of the signal could be enumerated, while the validation set and the test set were unseen by the model when we trained it. We also conducted a very small experiment, where we directly trained the models on the validation set, found the best performance thresholds, and then evaluated the performance of the models on the test set. The results showed that for the ECG signal, the model achieved 0.92 accuracy and 0.72 F1 score, whereas for the respiratory signal, the model achieved 0.72 accuracy and 0.68 F1 score, which are lower than the current performance in the “Results” section. These results demonstrate that the diversity of patterns in the training set ensures the generalization performance of the unsupervised model. In fact, in an era of big data, it is easy to obtain a training set with a large sample size, yet lacking labels. The workflow we proposed in this study provides a feasible way to take advantage of the large sample size that can be applied in follow-up studies.

What should be emphasized is that we included the respiratory signal measured via RIP in this study for 2 reasons. First, the respiratory signal is an important physiological signal, which contains abundant personalized information, indicating the health status and disease deterioration of a person. More importantly, the quality of respiratory signal measured via RIP is not well investigated compared with ECG. In our study, we would like to point out that a signal with relatively little research and no fixed waveform could also be assessed by this method, which has the potential to be extended to other SQA scenarios such as impedance pneumography respiratory signal, dynamic blood pressure, and photoplethysmogram. That is, our study provides a practical workflow for other time-series physiological signal research groups to develop their own applicable SQA algorithms.

Limitations

There are also some limitations to our work. First, the model we used was an unsupervised machine learning model, which lacks enough interpretability and the performance is largely determined by the quality of the training set. We attempted several construction methods of the training set, yet it was hard to guarantee that the models achieved the best performance. Second, the classification results of the models for the medium grade of signal quality were not good. The sensitivities of the algorithm for this grade are only 0.34 for ECG and 0.57 for respiratory signals, respectively, which seriously lower the overall F1 scores of the models. This is because the medium level of signal quality is always the hardest to classify even manually. We tried some approaches such as data augmentation and constructing an artificial training set. However, the results showed no significant improvement. It is worth mentioning that the SOM showed moderate performance in the unsupervised methods, perhaps because, in our study, the framework, especially the training and generalization methods, was not suitable for this model. Further to this point, SOM and the rapidly evolving deep learning methods are worth being investigated after further accumulation of data. Third, as the validation of the algorithm on pathological signals was insufficient, although the results in this study were good, we still consider that the algorithm has the risk of misclassifying pathological changes as abnormal as a result of noise. We thus need to further validate the algorithm, which demands more pathological data accumulation and long-term feedback of actual use from clinicians.

Future Work

Our future research includes the following. First, the algorithm calls for more comprehensive experimental validation. Accordingly, we should further verify the performance of the model in the presence of pathological changes and quantify how much the model can reduce the false alarm rate. It requires long-term usage and more data collection, especially from patients with specific diseases such as arrhythmia and chronic obstructive pulmonary disease. Second, we will test the time usage and real-time performance of the algorithm. To our knowledge, the IF model operation does not take too much time when the thresholds are determined, yet the feature extraction process is more time-consuming. As we preliminarily tested, the whole SQA process for ECG signal takes 0.3-0.5 seconds on server for every observation window (10 seconds). For respiratory signal, it takes less than 0.1 seconds for every observation window (30 seconds). We will integrate the algorithm into the server to achieve the real-time SQA. Third, there are many mHealth and uHealth apps nowadays, but there is a lack of assessment of the data measured under nonlaboratory conditions and their usability. Based on the algorithm we developed, we will further evaluate the value of the wearable device, SensEcho, in daily life situations from a signal quality perspective, find the cause of the decrease in signal quality, and improve the both hardware and software of the wearable device. We believe that this will further promote the application of mHealth and uHealth.

Conclusions

In this study, the results verified our hypothesis that the SQA problem can be seen as an anomaly detection. We built a model based on the unsupervised machine learning model, IF, to avoid heavy data annotation work and to realize ECG and respiratory SQA. What distinguishes us from other studies that used the IF model is that we used a small amount of labeled data to enable the mapping of model scores to human cognitive classification results. Our validation results indicate that the proposed algorithm is superior than SOM and shows a moderate performance compared with supervised models. Meanwhile, the proposed algorithm has the advantages of flexibility, easy adjustment, and better performance with few labeled data. In addition, the pathological changes in our case are correctly classified, demonstrating the model’s good application effect. The algorithm application results on 1144 cases from the clinic...
suggest that the proposed algorithm has the potential to reduce some types of arrhythmia false alarms such as tachycardia, APB, and VBP.

Middle-aged and elderly people, such as patients in the HBO Department in this study, often suffer from complex chronic diseases and are at relatively high risk even in hospitals. Therefore, the adoption of wearable devices in clinics and the advancement of data analysis could provide easily accessible health care that can greatly benefit this population. We consider that the proposed algorithm can advance the clinical apps of wearable devices and facilitate follow-up mHealth and uHealth studies of various time-series physiological signals.
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Abstract

Background: The term posthospital syndrome has been used to describe the condition in which older patients are transiently frail after hospitalization and have a high chance of readmission. Since low activity and poor sleep during hospital stay may contribute to posthospital syndrome, the continuous monitoring of such parameters by using affordable wearables may help to reduce the prevalence of this syndrome. Although there have been systematic reviews of wearables for physical activity monitoring in hospital settings, there are limited data on the use of wearables for measuring other health variables in hospitalized patients.

Objective: This systematic review aimed to evaluate the validity and utility of wearable devices for monitoring hospitalized patients.

Methods: This review involved a comprehensive search of 7 databases and included articles that met the following criteria: inpatients must be aged >18 years, the wearable devices studied in the articles must be used to continuously monitor patients, and wearables should monitor biomarkers other than solely physical activity (ie, heart rate, respiratory rate, blood pressure, etc). Only English-language studies were included. From each study, we extracted basic demographic information along with the characteristics of the intervention. We assessed the risk of bias for studies that validated their wearable readings by using a modification of the Consensus-Based Standards for the Selection of Health Status Measurement Instruments.

Results: Of the 2012 articles that were screened, 14 studies met the selection criteria. All included articles were observational in design. In total, 9 different commercial wearables for various body locations were examined in this review. The devices collectively measured 7 different health parameters across all studies (heart rate, sleep duration, respiratory rate, oxygen saturation, skin temperature, blood pressure, and fall risk). Only 6 studies validated their results against a reference device or standard. There was a considerable risk of bias in these studies due to the low number of patients in most of the studies (4/6, 67%). Many studies that validated their results found that certain variables were inaccurate and had wide limits of agreement. Heart rate and sleep were the parameters with the most evidence for being valid for in-hospital monitoring. Overall, the mean patient completion rate across all 14 studies was >90%.

Conclusions: The included studies suggested that wearable devices show promise for monitoring the heart rate and sleep of patients in hospitals. Many devices were not validated in inpatient settings, and the readings from most of the devices that were validated in such settings had wide limits of agreement when compared to gold standards. Even some medical-grade devices were found to perform poorly in inpatient settings. Further research is needed to determine the accuracy of hospitalized patients’ digital biomarker readings and eventually determine whether these wearable devices improve health outcomes.

(JMIR Mhealth Uhealth 2021;9(8):e17411) doi:10.2196/17411
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wearable; inpatient; continuous monitoring

Introduction

Background

Most physiologic parameters, such as vital signs or activity, are routinely monitored a few times each day in hospital ward settings [1]. Some parameters, such as sleep, are not routinely monitored at all [2,3]. More frequent monitoring could allow for the timely identification of the deteriorating health of patients and spur efforts for improving patients’ overall health through increased sleep and activity. Since subtle changes in vital signs are often present 8 to 24 hours before a life-threatening event, such as intensive care unit admission or cardiac arrest, vital sign surveillance has the potential to detect clinical deterioration at an earlier phase, thereby permitting clinicians to make corrective interventions [4-7]. This includes identifying patients with poorly controlled pain and recognizing arrhythmias. The term posthospital syndrome has been used to denote the deleterious effects of acute illnesses that are compounded with poor sleep and low activity and occur during hospital stay [8]. Measuring sleep and activity could improve the recognition of such issues and encourage health providers to introduce interventions that improve patients’ experiences in hospitals by encouraging mobilization and to identify targets for sleep-promoting interventions [9-11]. In addition, access to other digital biomarkers (eg, heart rate, blood pressure, oxygen saturation, etc) would allow clinicians to determine underlying etiologies and make tailored interventions.

The rapid uptake of affordable wearables, such as fitness bands, may provide a method for continuously measuring sleep; activity; and vital signs, such as heart rate [12-15]. However, existing literature that describes wearable devices is mostly limited to ambulatory settings and focuses on the management of chronic diseases [16,17]. More inpatient data are needed on both the validity of wearables and patient adherence. Although wearable testing has been conducted with healthy volunteers, it will be important to validate these signals in inpatient settings, where algorithms for processing sensor data into digital signals, such as those for sleep, heart rate, and activity, may be less accurate [18]. Despite the proposed benefit of intensive monitoring, many wearable studies have found issues with patient adherence [18-20]. Adherence is a crucial barrier to acquiring data and can be influenced by device convenience, the comfort of use, and interaction requirements [19]. Studies of wearable devices worn by hospitalized inpatients have been limited by large dropout rates [20].

Although there have been systematic reviews of the monitoring of patients’ physical activity in hospitals [21-23], there are no reviews of the use of wearables that can reliably measure other health parameters. Therefore, in this review, we aimed to expand our search by including articles that used wearables to assess parameters other than physical activity and to assess the adherence of patients in inpatient settings.

Objective

For the purposes of this review, a wearable was considered to be any electronic device that has at least 1 sensor and can be worn on the body [24]. Wearables were examined for their ability to measure digital biomarkers, which are defined as digitally collected physiological and behavioral measures (eg, heart rate, average sleep duration, and daily step count) that explain, influence, or predict health-related outcomes [18]. Consistent with previous research, patient adherence was objectively assessed by reporting the mean proportion of patients who completed a given study [25]. The primary objectives of this review were to determine patients’ adherence to using wearable devices in hospitals and to examine the validity of wearable-derived biomarker readings.

Methods

Identification and Selection of Studies

A comprehensive search strategy was developed to identify articles on the three main concepts of our question—wearables, monitoring, and inpatients. The initial search strategy was developed for Ovid MEDLINE by using a combination of database-specific subject headings and text words (Multimedia Appendix 1). Additional key words were generated based on input from the subject specialists on the team, and the revised search strategy was customized for each database.

Searches of the following databases were executed on August 16, 2018: Ovid MEDLINE, Ovid MEDLINE Epub Ahead of Print and In-Process & Other Non-Indexed Citations, Cochrane Database of Systematic Reviews, Cochrane Central Register of Controlled Trials, Health Technology Assessment database (Ovid), and CINAHL with Full Text. The search in Ovid Embase was not executed until September 5, 2018, due to issues with the vendor’s August database reload. Additional search methods included reviewing the cited references of eligible studies via Web of Science (May 6, 2019) and the reference lists of eligible studies. There were no restrictions on publication period. Limits were imposed to ensure that only English-language studies and those with adult populations were included in this review. No other limits were applied to the literature search.

Article Selection and Exclusion Criteria

Records were screened by two reviewers (VP and RW) independently. For selected studies, full-text articles were obtained and evaluated for eligibility [26]. The eligibility criteria for inclusion in this review were as follows:

- Medical or surgical inpatients aged >18 years
- Device studied in the article must be a wearable (such as a watch, vest, pendant, jewelry, headset, and wristband)
- Articles must describe an element of continuous monitoring for at least 24 hours or greater
- Articles must describe the measurement of 1 or more digital biomarkers other than just physical activity or standard hospital telemetry for heart rate recording.
We excluded articles that were not considered original research, such as letters to the editor, comments, and reviews. We also excluded articles that monitored less than 3 patients, described the monitoring of a very specialized system in the body (e.g., insole devices, ventricular assistive devices, and cochlear implants), involved the monitoring of patients in rehabilitation hospitals, or used wearables as tools for therapy (e.g., insulin delivery).

**Data Extraction**

Two reviewers (RW and VP) independently extracted the data and resolved any disagreements by discussing the findings and making a collective decision. The data extracted for each article included the year of publication, study setting and design, number of participants, gender ratio, mean age of participants, digital biomarkers measured in the study, average and maximum duration that the wearable was worn by participants in each study, and patient completion rate (the proportion of patients that wore the wearable for the minimum monitoring duration that was set by the study authors). For studies that used a reference standard, any participants who were missing data from the wearable or the standard were determined to be incomplete measurement pairs and were omitted from the final count of patients who completed the study. Furthermore, we extracted the types of wearables that were worn by the participants in each study along with the placement sites on the body. Devices were classified as medical grade (approved or cleared by the US Food and Drug Administration), research grade (typically used in research settings only), and consumer grade (used by general consumers).

Validation data were also collected for each article by assessing whether the authors compared the accuracy of their digital readings to a reference standard. To determine the validity of measures that were compared to a reference standard, correlation coefficients, mean differences, and limits of agreement were extracted from each study.

**Risk of Bias Assessment**

All articles that assessed for validated readings were independently assessed for their risk of bias by two independent reviewers (VP and RW) using a modification of the validation subscale from a checklist for assessing the methodological quality of studies on the measurement properties of health status measurement instruments (Consensus-Based Standards for the Selection of Health Status Measurement Instruments [COSMIN]) [27] (Table 1). All discrepancies were resolved by discussion and consensus. The quality evaluation included 5 study design and methodology components (the percentage of missing data, missing data management, adequate sample size, acceptable criterion comparison, and design or methodological flaws) and 1 analysis component (acceptable accuracy analyses). We rated the quality of each dimension as excellent, good, fair, or poor based on a priori modifications to the COSMIN validation subscale for scoring criteria that are appropriate for accuracy studies (Multimedia Appendix 2) [28].

<table>
<thead>
<tr>
<th>Study</th>
<th>Acceptable accuracy analyses</th>
<th>Other methodological flaws</th>
<th>Adequate sample size (patients)</th>
<th>Adequate sample size (measurements)</th>
<th>Acceptable reference comparison</th>
<th>LOA a</th>
<th>Percentage of missing data</th>
<th>Missing data management</th>
<th>Correlation</th>
<th>Mean or % difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bloch et al [29]</td>
<td>No</td>
<td>Excellent</td>
<td>Excellent</td>
<td>Poor</td>
<td>Excellent</td>
<td>No</td>
<td>Poor</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breteler et al [30]</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Excellent</td>
<td>Excellent</td>
<td>No</td>
<td>Excellent</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gallo and Lee [13]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Excellent</td>
<td>Excellent</td>
<td>No</td>
<td>Excellent</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kroll et al [11,31]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Excellent</td>
<td>Excellent</td>
<td>No</td>
<td>Excellent</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steinhubl et al [32]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Excellent</td>
<td>Excellent</td>
<td>No</td>
<td>Excellent</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weenk et al [4]</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Excellent</td>
<td>Excellent</td>
<td>No</td>
<td>Excellent</td>
<td>No</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aLOA: limits of agreement.

**Results**

**Characteristics of Included Studies**

Our literature search identified 2754 article citations. After excluding duplicate records, 2012 records were deemed eligible for screening. A total of 83 studies were selected based on abstracts and underwent full-text review. After applying our inclusion and exclusion criteria, 15 articles that described 14 studies were selected for this review (Figure 1).
All of the articles included were prospective cohort studies (Table 2) [4,11,13,14,20,29-38]. Overall, 9 different types of commercial wearables were described across the 14 studies, and 7 different health variables were assessed collectively by the 14 studies (Table 3). The wearable devices that were described by the studies came in various different forms and were attached to a range of sites on the body (Figure 2). A total of 13 articles included both men and women as the study participants; the other two papers assessed sleep changes in postpartum women [13,34]. Kroll et al [11,31] published two articles from the same study. Both articles analyzed different aspects of the continuous monitoring of inpatients (ie, they used the same cohort of patients) but were included as the same study entry in this review (Table 2).

Collectively, the mean patient completion rate across all 14 studies was over 90%. Of the 8 articles that included a qualitative analysis as a part of their methodology, 7 reported that wearables were well received by either or both patients and clinicians.

Of the 14 studies, 6 validated wearable measurements against another standard device or measure (Table 3). The studies conducted by Bloch et al [29], Gallo and Lee [13], and Steinhubl et al [32] used intermittent measurements (nurse or questionnaires) for their reference standard. Further, Breteler et al [30] used a continuous reference (continuous electrocardiography and impedance pneumography) to compare the wearable readings for heart rates and respiratory rates [30]. Weenk et al [4] and Kroll et al [11,31] validated their wearable readings against both intermittent and continuous reference measurements. Of the 9 wearables included in the studies, 6 were cleared or approved by the US Food and Drug Administration as medical devices (ViSi Mobile [Sotera Wireless], Hidalgo EQ02 [Equivital], wrist actigraphy [Ambulatory Monitoring Inc; Actigraph LLC], LifeTouch [Isansys Lifecare], Zephyr Biopatch [Medtronic], and HealthPatch [VitalConnect]).
Table 2. Summary of included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Year published</th>
<th>Setting (ward)</th>
<th>Methodology</th>
<th>Patients, N</th>
<th>Male %: Female % ratio, mean age (years)</th>
<th>Variables measured</th>
<th>Number of days device was worn, average (maximum)</th>
<th>Patient completion rate, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee and Lee [34]</td>
<td>2007</td>
<td>Obstetric</td>
<td>Prospective cohort</td>
<td>21</td>
<td>Females only, 32</td>
<td>Sleep</td>
<td>2±</td>
<td>100</td>
</tr>
<tr>
<td>Gallo and Lee [13]</td>
<td>2008</td>
<td>Obstetric</td>
<td>Prospective cohort</td>
<td>39</td>
<td>Females only, 29</td>
<td>Sleep</td>
<td>2 (2)</td>
<td>100</td>
</tr>
<tr>
<td>Bloch et al [29]</td>
<td>2011</td>
<td>Geriatric</td>
<td>Prospective cohort</td>
<td>10</td>
<td>Males and females, 83</td>
<td>Falls</td>
<td>21±</td>
<td>90</td>
</tr>
<tr>
<td>Chiu et al [33]</td>
<td>2013</td>
<td>Neurosurgery</td>
<td>Prospective cohort</td>
<td>60</td>
<td>65:35, 35</td>
<td>Sleep</td>
<td>7±</td>
<td>87</td>
</tr>
<tr>
<td>Watkins et al [37]</td>
<td>2015</td>
<td>Medicine and surgical</td>
<td>Prospective cohort</td>
<td>236</td>
<td>Males and females, 83</td>
<td>HR, RR, SpO2, and BP</td>
<td>3 (3)</td>
<td>100</td>
</tr>
<tr>
<td>Steinhubl et al [32]</td>
<td>2016</td>
<td>Medicine</td>
<td>Prospective cohort</td>
<td>26</td>
<td>65:35, 33</td>
<td>HR, RR, and temperature</td>
<td>3 (3)</td>
<td>100</td>
</tr>
<tr>
<td>Razjouyan et al [35]</td>
<td>2017</td>
<td>Hematology and oncology</td>
<td>Prospective cohort</td>
<td>35</td>
<td>45:55, 55</td>
<td>HR and fall risk</td>
<td>1±</td>
<td>94</td>
</tr>
<tr>
<td>Weenk et al [4]</td>
<td>2017</td>
<td>General internal medicine and surgical</td>
<td>Prospective cohort</td>
<td>20</td>
<td>65:35, 50</td>
<td>HR, RR, BP, SpO2, and temperature</td>
<td>2.5 (3)</td>
<td>100</td>
</tr>
<tr>
<td>Kroll et al [11,31]</td>
<td>2017</td>
<td>Intensive care unit</td>
<td>Prospective cohort</td>
<td>50</td>
<td>52:48, 64</td>
<td>HR, sleep</td>
<td>1±</td>
<td>96</td>
</tr>
<tr>
<td>Weller et al [36]</td>
<td>2017</td>
<td>Neurology and neurosurgery</td>
<td>Prospective cohort</td>
<td>736</td>
<td>54:46</td>
<td>HR, RR, SpO2, and BP</td>
<td>1.7 (9)</td>
<td>100</td>
</tr>
<tr>
<td>Breteler et al [30]</td>
<td>2018</td>
<td>Surgical</td>
<td>Prospective cohort</td>
<td>33</td>
<td>72:28, 63</td>
<td>HR and RR</td>
<td>2.6 (3)</td>
<td>76</td>
</tr>
<tr>
<td>Yang et al [14]</td>
<td>2018</td>
<td>Oncology</td>
<td>Prospective cohort</td>
<td>11</td>
<td>64:36</td>
<td>Sleep</td>
<td>16±</td>
<td>91</td>
</tr>
<tr>
<td>Duus et al [38]</td>
<td>2018</td>
<td>General surgery</td>
<td>Prospective cohort</td>
<td>50</td>
<td>58:42, 71</td>
<td>HR, RR, and SpO2</td>
<td>3.1 (4)</td>
<td>100</td>
</tr>
</tbody>
</table>

aThe maximum number of days was not reported in the study.

bThe study included both male and female participants but did not report a ratio.

cMean age was not reported in the study.

dHR: heart rate.

eRR: respiratory rate.

fSpO2: oxygen saturation

gBP: blood pressure.

hThe average number of days was not reported in the study.
<table>
<thead>
<tr>
<th>Study</th>
<th>Device characteristics</th>
<th>Digital biomarkers</th>
<th>Heart rate</th>
<th>Sleep</th>
<th>Respiratory rate</th>
<th>SpO₂</th>
<th>Skin temperature</th>
<th>Blood pressure</th>
<th>Fall risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gallo and Lee [13]</td>
<td>Wrist Actigraph, Ambulatory Monitoring Inc</td>
<td>Yes</td>
<td>_c</td>
<td>R=0.53</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Lee and Lee [34]</td>
<td>Mini-Motionlogger-Actigraphy, Ambulatory Monitoring Inc</td>
<td>Yes</td>
<td>—</td>
<td>Not validated</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Chiu et al [33]</td>
<td>ActiGraph GT1M, Actigraph LLC</td>
<td>Yes</td>
<td>—</td>
<td>Not validated</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yang et al [14]</td>
<td>Actigraph GT3X+ watch, Actigraph LLC</td>
<td>Yes</td>
<td>—</td>
<td>Not validated</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Kroll et al [11,31]</td>
<td>Fitbit Charge HR, Fitbit Inc</td>
<td>—</td>
<td>LoA₃ (sinus): 23.9 to 21.9 beats per minute</td>
<td>R=0.33</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Breteler et al [30]</td>
<td>HealthPatch, VitalConnect</td>
<td>Yes</td>
<td>LoA: ~8.8 to 6.5 beats per minute</td>
<td>—</td>
<td>LoA: ~15.8 to 11.2 breaths per minute</td>
<td>Not validated</td>
<td>—</td>
<td>Not validated</td>
<td></td>
</tr>
<tr>
<td>Jeffs et al [20]</td>
<td>Hidalgo EQ02, Equival</td>
<td>Yes</td>
<td>Not validated</td>
<td>—</td>
<td>Not validated</td>
<td>Not validated</td>
<td>Not validated</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Duus et al [38]</td>
<td>LifeTouch, Isansys Lifecare</td>
<td>Yes</td>
<td>Not validated</td>
<td>—</td>
<td>Not validated</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Steinhubl et al [32]</td>
<td>MultiSense patch, Rhythm Diagnostic Systems</td>
<td>—</td>
<td>R=0.75</td>
<td>—</td>
<td>R=0.83</td>
<td>—</td>
<td>R=0.99</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bloch et al [29]</td>
<td>Vigi’Fall, Vigilio Telemedical</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Sensitivity: 37.5%</td>
</tr>
<tr>
<td>Weenk et al [4]</td>
<td>ViSi Mobile, Sotera Wireless</td>
<td>Yes</td>
<td>LoA: ~11.1 to 10.7 beats per minute</td>
<td>—</td>
<td>~5.5 to 7.9 breaths per minute</td>
<td>~3.1% to 3.3%</td>
<td>Not validated</td>
<td>SBP: ~23 to 24 mm Hg; DBP: 27.5 to 11.5 mm Hg</td>
<td>—</td>
</tr>
<tr>
<td>Weenk et al [4]</td>
<td>HealthPatch, VitalConnect</td>
<td>Yes</td>
<td>~12.6 to 9.5 beats per minute</td>
<td>—</td>
<td>~10.3 to 9.0 breaths per minute</td>
<td>Not validated</td>
<td>Not validated</td>
<td>Not validated</td>
<td></td>
</tr>
<tr>
<td>Weller et al [36]</td>
<td>ViSi Mobile, Sotera Wireless</td>
<td>Yes</td>
<td>Not validated</td>
<td>—</td>
<td>Not validated</td>
<td>Not validated</td>
<td>Not validated</td>
<td>Not validated</td>
<td></td>
</tr>
<tr>
<td>Watkins et al [37]</td>
<td>ViSi Mobile, Sotera Wireless</td>
<td>Yes</td>
<td>Not validated</td>
<td>—</td>
<td>Not validated</td>
<td>—</td>
<td>Not validated</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Razjouyan et al [35]</td>
<td>Zephyr BioPatch, Medtronic</td>
<td>Yes</td>
<td>Not validated</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Not validated</td>
<td></td>
</tr>
</tbody>
</table>

---

*a*FDA: US Food and Drug Administration.

*b*SpO₂: oxygen saturation.

*c*Not available.

*d*LOA: limits of agreement.

*e*Steinhubl et al [32] did not report limits of agreement.

---

https://mhealth.jmir.org/2021/8/e17411 JMIR Mhealth Uhealth 2021 | vol. 9 | iss. 8 | e17411 | p.249

(page number not for citation purposes)
Risk of Bias
Of the 6 studies in the risk of bias assessment, 4 were ranked as poor due to a small sample size (participants: N<30). The study conducted by Gallo and Lee [13] used sleep questionnaires as a reference measure and therefore received a fair rating for the “acceptability of reference” criterion, whereas the other five studies were ranked as excellent (ie, they used intermittent nurse readings or other validated methodologies). Further, in terms of assessing the accuracy analyses, only the study conducted by Bloch et al [29] did not report mean differences, correlations, and limits of agreement.

Validation by Digital Biomarker

Heart Rate
A total of 5 studies assessed heart rate accuracy. Breteler et al [30] found that the bias and 95% limits of agreement for heart rate were −1.1 beats per minute (BPM) and −8.8 to 6.5 BPM, respectively, for 55,565 heart rate pairs [30]. Specifically, the wearable sensor accurately detected tachycardia with a sensitivity of 90% and a specificity of 97% [30]. In a cohort of intensive care unit patients, Kroll et al [11,31] found that the Fitbit (Fitbit Inc)-derived heart rate values were slightly lower than those derived from continuous electrocardiography monitoring but that 73% of the readings were within 5 BPM of the electrocardiogram value (average bias: −1.14 BPM; R=0.74; P<.001; heart rate pairs: n=12,358) [11]. Overall, the limit of agreement for the Fitbit device was 24 BPM, but its performance was significantly better in patients in sinus rhythm than in those who were not in sinus rhythm (average bias: −0.99 BPM vs −5.02 BPM, respectively; P=.02; limits of agreement: 22.9 BPM vs 46.4 BPM, respectively; P=0.049) [11]. Kroll et al [11,31] also found that the Fitbit was very specific when it detected tachycardia (sensitivity=70%; specificity=99%) [31]. Steinhubl et al [32] demonstrated that manual and automated heart rate readings correlated well (R=0.75; measurements: n=111), but limits of agreement were not reported [32]. Woenk et al [4] reported that heart rate readings were generally consistent when compared to the nurse recordings; the limits of agreement for the ViSi Mobile and the HealthPatch were −11.1 to 10.7 BPM and −12.6 to 9.5 BPM, respectively (86 measurements).

Sleep
A total of 6 studies used wearables to assess sleep, of which 2 assessed whether wearable readings were reliable. Gallo and Lee [13] found that self-reported sleep correlated with the actigraphy-recorded number of awakenings (R=0.53; P=.01) [13]. Kroll et al [11,31] found that there was a moderate correlation between wearable-derived sleep duration and questionnaire-derived sleep quality (R=0.33; P=.03) [31].
Respiratory Rate
Of the 8 articles that used different wearables to measure the respiratory rate of patients, 3 assessed the wearables’ accuracy. Breteler et al [30] found that for respiratory rate, the bias was −2.3 breaths per minute, and wide limits of agreement were reported (−15.8 to 11.2 breaths per minute; measurement pairs: n=56,674) [30]. Steinhulb et al [32] reported that there was a strong correlation between wearable and manual respiratory rate readings (R=0.83; P<0.001; measurements: n=111), but limits of agreement were not reported [32]. Weenk et al [4] described wide limits of agreement for respiratory rate based on 86 measurements (ViSi Mobile limits of agreement: −5.5 to 7.9 breaths per minute; HealthPatch limits of agreement: −10.3 to 9.0 breaths per minute) [4].

Other Measures
Only 1 study, which was conducted by Weenk et al [4], assessed the accuracy of oxygen saturation and blood pressure readings from ViSi Mobile by comparing them to HealthPatch readings as well as intermittent nurse measurements. From 86 measurements, they found that the automated readings for the systolic blood pressure, diastolic blood pressure, and oxygen saturation had wide limits of agreement (systolic blood pressure: −23.1 to 24.0 mm Hg; diastolic blood pressure: −27.5 to 11.5 mm Hg; oxygen saturation: −3.1% to 3.3%) [4]. Of the 6 articles that used wearables that measured skin temperature, only Steinhulb et al [32] validated the results against a reference standard to confirm that the automated readings were reliable (R=0.99; n=112), but bias and limits of agreement were not reported [32]. Of the 3 articles in this review that detected falls by using wearables, only Bloch and colleagues [29] assessed accuracy and found that the Vigi’Fall system had a low sensitivity (37.5%) to fall risk [29].

Discussion
Principal Findings
We conducted a systematic review that evaluated the utility of wearable technology in continuously monitoring hospitalized patients for a wide variety of health parameters. Our review focused on the breadth of devices used and the signals measured in hospitalized patients and included consumer, research, and medical-grade devices. There was evidence to support the use of Fitbit, ViSi Mobile, and the HealthPatch to measure heart rate [4,11,31], since the readings were validated against both intermittent and continuous reference standards. This review demonstrated that the validity of the data did not necessarily correlate with the classification of the device because even some medical-grade devices did not perform well and yielded data with wide limits of agreement. We found that only 6 studies validated the accuracy of wearable-derived health data from hospitalized patients by comparing the readings against a reference standard. Overall, the quality of most of these studies was excellent in terms of the reporting of missing data (6/6, 100%) and the use of acceptable accuracy evaluations (5/6, 83%). However, there was a considerable risk of bias in these studies due to the low number of participants in most of the studies (4/6, 67%). Many studies reported wide limits of agreement for other digital biomarkers, such as respiratory rate and blood pressure. Of note, we also found that the majority of studies (8/14, 57%) did not validate the studied device or parameter measured.

Of the various health parameters, the best evidence of validity was in the monitoring of heart rate in hospitalized patients. We also found that, in hospital settings, limits of agreement for medical-grade devices ranged from 16.4 to 21.8 BPM, whereas the limit for a Fitbit consumer device that uses photoplethysmography signals was 24 BPM. Further, during Fitbit-based continuous electrocardiogram monitoring, 73% of the readings were within 5 BPM of electrocardiogram readings. In a systematic review of 158 studies that measured heart rate by using consumer wearable devices, 71% and 51% of Apple Watch (Apple Inc) readings (used in 49 studies) and Fitbit readings (used in 71 studies), respectively, were within 3% of electrocardiogram readings in controlled settings [39]. Moreover, in 3 free-living studies, the wrist-worn Fitbit Charge had a mean absolute error percentage of 10% [39]. A systematic review of wrist-worn devices that measure heart rate via photoplethysmography found limits of agreement of 8.4 BPM at rest, 30.1 BPM while on a treadmill, and 41.5 BPM while cycling [40]. Overall, our findings found large limits of agreement for all devices, and inpatient results were consistent with the wide limits of agreement found in free-living environments or with activity.

We found that sleep only had a moderate correlation with sleep survey results from inpatient settings the use research and consumer devices. A recent systematic review of Fitbit-based sleep assessments found that readings from more recently developed devices correlated well with polysomnography readings for assessing sleep episodes [41]. It is unclear whether the lower correlation that we found was due to inpatient settings with high nighttime interruptions, patient factors that were perhaps associated with acute illness, or issues with sleep surveys (or a combination of these three factors) [3]. With respect to respiratory rate, 2 studies of 2 medical-grade devices provided limits of agreement. Wider limits of agreement were found in the study that had over 50,000 measurement pairs and used a gold standard (27 breaths per minute) compared to those in the study that had less than 100 measurement pairs and used clinician-reported vitals (13.4-19.3 breaths per minute) [30,32]. Additionally, previous studies found that medical-grade devices were only accurate under laboratory conditions or at-home conditions [42,43]. There was a limited number of studies on oxygen saturation, temperature, blood pressure, and fall risk.

Limitations and Future Research
There are a few limitations that should be noted for our systematic review. There is a considerable risk of bias, as the number of participants in the studies was low. Further, the studies included were observational in design and had a high degree of heterogeneity in terms of the objectives, populations, and outcomes reported. Thus, the data analysis methods were limited to broad categorization and the extraction of the common themes and trends that emerged from the results. Reports of wearable monitoring from individual studies should be viewed based on their methodological limitations. Although patient adherence has been found to correlate well with patients’...
acceptability of wearables devices in inpatient settings, we realize that studying factors such as data loss, the duration of data gaps, and qualitative feedback from nurses and patients would further strengthen the generalizability of the results. Finally, it is important to note that wearable studies are being increasingly performed, and more relevant articles will become increasingly available.

This review also identifies gaps in knowledge that still exist within literature and provides information about what is required for further research. Specifically, the further validation of digital biomarkers by using gold standard comparators, such as polysomnography for assessing sleep and continuous electrocardiogram monitoring for assessing heart rate, is required. Ideally, large participant sample sizes and large numbers of measurement pairs within a population of interest should be used to assess parameters such as vital signs. The use of 2 reference standards to validate each health parameter, such as a heart rate, has also been recommended [44]. Moreover, data that are derived under real life conditions are still needed to better understand the factors that may contribute to between-patient heterogeneity when comparing the accuracy of wearable readings, such as those for patient activity, posture, gait type and velocity, locations of wearables, and patients’ diagnoses (eg, seizures). Future studies can aim to further qualify the process of retrieving data by using wearables to explore other barriers and avenues that might hinder the collection of reliable health information (ie, a weak Bluetooth connectivity, a lack of patient digital health literacy, the added burden that the process of taking wearable readings has on clinicians, the learning curve required to operate a wearable, etc). Finally, while we found that some digital biomarkers appeared to be valid for the monitoring of inpatients via wearables, we were unable to find any studies that supported the use of wearables in inpatient settings to improve clinical outcomes.

Conclusions

Overall, the assessment of studies in this review suggested that wearable devices show promise for monitoring the heart rate and sleep of patients in hospitals. The results show that many devices were not validated in inpatient settings, and the readings from most of the devices that were validated in such settings had wide limits of agreement. Further research is needed to determine the accuracy of the digital biomarker readings of hospitalized patients and to eventually determine whether wearable devices improve the health outcomes of hospitalized patients.
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Abstract

Background: To control the COVID-19 pandemic, it is essential to trace and contain infection chains; for this reason, policymakers have endorsed the usage of contact tracing apps. To date, over 50 countries have released such apps officially or semiofficially, but those that rely on citizens' voluntary uptake suffer from low adoption rates, reducing their effectiveness. Early studies suggest that the low uptake is driven by citizens' concerns about security and privacy, as well as low perceptions of infection risk and benefits from the usage. However, these do not explore important generational differences in uptake decision or the association between individuals' prosociality and uptake.

Objective: The objective of our study was to examine the role of individuals' prosociality and other factors discussed in the literature, such as perceived risk and trust in government, in encouraging the usage of contact tracing apps in Japan. We paid particular attention to generational differences.

Methods: A web-based survey was conducted in Japan 6 months after the release of a government-sponsored contact tracing app. Participants were recruited from individuals aged between 20 and 69 years. Exploratory factor analyses were conducted to measure prosociality, risk perception, and trust in government. Logistic regression was used to examine the association between these factors and uptake.

Results: There was a total of 7084 respondents, and observations from 5402 respondents were used for analysis, of which 791 respondents (14.6%) had ever used the app. Two factors of prosociality were retained: agreeableness and attachment to the community. Full-sample analysis demonstrated app uptake was determined by agreeableness, attachment to the community, concern about health risks, concern about social risks, and trust in the national government; however, important differences existed. The uptake decision of respondents aged between 20 and 39 years was attributed to their attachment to the community (odds ratio [OR] 1.28, 95% CI 1.11-1.48). Agreeable personality (OR 1.18, 95% CI 1.02-1.35), concern about social risk (OR 1.17, 95% CI 1.02-1.35), and trust in national government (OR 1.16, 95% CI 1.05-1.28) were key determinants for those aged between 40 and 59 years. For those aged over 60 years, concerns about health risks determined the uptake decision (OR 1.49, 95% CI 1.24-1.80).

Conclusions: Policymakers should implement different interventions for each generation to increase the adoption rate of contact tracing apps. It may be effective to inform older adults about the health benefits of the apps. For middle-age adults, it is important to mitigate concerns about security and privacy issues, and for younger generations, it is necessary to boost their attachment to their community by utilizing social media and other web-based network tools.

(JMIR Mhealth Uhealth 2021;9(8):e29923) doi:10.2196/29923
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Introduction

Background
The COVID-19 pandemic has caused immense human and socioeconomic harm worldwide [1,2]. To contain the pandemic, it is essential to track infection chains and prevent further spread of infections. Traditionally, this was performed manually through call centers, but given the progress of digital technology and mobile phones, policymakers have increasingly endorsed the usage of contact tracing apps [3]. These apps send users a warning message when other users with whom they have been in close contact are confirmed to be infected. As of January 2021, over 50 nations have released such apps officially or semiofficially [4], and policymakers expected this new technology to play a pivotal role in controlling the infection spread [5].

However, to date, the apps have not been as successful as originally expected in many countries. According to an early simulation, a 56% adoption rate was necessary to contain the virus effectively [6]. The governments of Singapore and Qatar required that citizens download contact tracing apps and achieved over 80% adoption. By contrast, many countries that have relied on citizens’ voluntary uptake have failed to reach the required level of uptake. In the United Kingdom, only 28.5% of citizens installed the app, and in Germany, the download and installation rate was as low as 21.7% at the end of January 2021 [4].

Studies [7-11] have suggested that low uptake rates were driven by citizens’ concerns about security and privacy, poor trust in government, low perceived infection risk, and low perceived benefit from usage; however, 2 issues remained unaddressed. First, generational differences in uptake decisions were largely unexplored. This issue is crucial given differences in the health impact of infections and in familiarity with mobile apps across age groups. Second, little attention was paid to an important characteristic of the apps—the apps prevent users from spreading the virus but do not protect users themselves from infections. Therefore, motives for using the app could vary among individuals by their prosociality or their willingness to engage in prosocial behavior. Prosocial behavior is “a broad category of actions that are defined by society as generally beneficial to other people and to the ongoing political system [12].” The prosocial feature of contact tracing apps is crucial in the context of the COVID-19 pandemic, because early studies [13] warned that economic losses and lack of social interactions due to mandatory or voluntary social distancing may aggravate individuals’ antisocial behavior. It is also important to discuss whether disaster-prevention infrastructure and community play complementary or substitute roles in disaster preparedness, response, and resilience; these are major issues in disaster research [14].

Aims
The goal of this study was to examine the role of individuals’ prosociality and other factors discussed in the literature, such as perceived risk and trust in government, in encouraging the usage of contact tracing apps in Japan. We paid particular attention to generational differences. Uncovering generational differences will enable policymakers to tailor interventions to each age group. This is relevant in countries where specific age ranges are exposed to higher infection risks than others. In Japan, 744,953 people were confirmed to be infected, of which 37% were between 20 and 39 years of age (as of June 2, 2021) [15]. Controlling the spread of infection among this generation is especially important.

Methods
Survey Design
We conducted an original nationwide web-based survey in Japan, which was designed to collect data from approximately 7000 people aged between 20 and 69 years. In the sampling process, 68,480 people were selected from registrants of a large (4.65 million registrants) survey company in Japan (Cross Marketing Inc). Registrants were randomly sampled with stratification with respect to gender (2 categories), age (10 categories with 5-year ranges), and location of residence (10 categories: Hokkaido, Tohoku, Minami-Kanto, Kita-Kanto and Koshin, Hokuriku, Tokai, Kinki, Chugoku, Shikoku, and Kyushu), so that the expected distribution of these characteristics was comparable to that of the Japanese population.

The Japanese government released its official mobile app—the COVID-19 Contact Confirming App (COCOA)—in June 2020. The invitation for the survey was sent to 68,480 members by email on December 18, 2020, 6 months after the release of COCOA. Participants were informed that they would receive shopping tokens as a financial incentive and that the survey would be closed once the required sample size was obtained. The survey was closed on December 21, by which time 9369 individuals read the informed consent on the survey website, 7997 agreed to participate, and 7084 completed the survey (response rate among those who visited the website: 75.6%). The questionnaire collected information about respondents, including protective measures taken against COVID-19, perceived risks from COVID-19 pandemic, the usage of mobile apps, personality traits, political beliefs and ideology, physical and mental health, demographic characteristics, and socioeconomic characteristics. There were 36 questions and the survey website was designed using Qualtrics (Qualtrics XM).

We obtained research ethics approval for this project from the institutional review board of the Institute of Social Science, the University of Tokyo.
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Measures

Uptake of Contact Tracing App

The app used a decentralized data privacy approach, which was among the 3 main design types (centralized, decentralized, and hybrid) for contact tracing apps worldwide [16,17]. Using Bluetooth sensors inside mobile phones, COCOA detects and records the app ID of other users who remain within 1 meter for more than 15 minutes [18]. The contact information is encrypted to maintain anonymity, and it is stored for 14 days only in the user’s mobile phone before being automatically destroyed. This design secures users’ privacy while tracing infection chains. In the event that a user is confirmed to be infected with COVID-19 and they voluntarily report it via the app, other users with whom they have been in close contact in the preceding 14 days receive a warning message. Individuals who receive a warning message can receive reverse-transcription polymerase chain reaction tests for free. Similar to apps in other countries, COCOA requires population adoption rates as high as 60% to contain the virus effectively. However, it is difficult to achieve this level through voluntary, individual compliance alone. As of December 28, 2020, the adoption rate was only 17.6% (22.5 million downloads) [19].

In this study, our dependent variable was a binary indicator (equal to 1 if the respondent had ever downloaded COCOA since its release in June 2020 and equal to 0 otherwise).

Prosociality

Individuals’ motives for prosocial behavior have long been debated in various disciplines, including economics, sociology, and psychology. While different researchers categorize such motives in different manners, we draw on economics and psychology and classify them into intrinsic motivation, extrinsic incentive, and relationship with their community [20-22].

First, the literature on intrinsic motivation shows that individuals’ prosocial behavior, such as volunteering, is attributed to their prosocial personality or preference, such as altruism, fairness, guilt, and empathy [23,24]. This is consistent with research from personality psychology on the agreeable personality trait, which includes facets of altruism and empathy [25,26].

Second, regarding the extrinsic incentive, people whose behavior deviates from the social norms of their community may experience nonmonetary punishment from others, such as disapproval, stigma, and negative social image [27]. Therefore, those who care about such punishments have incentives to behave prosocially. One may be concerned whether this motive is effective during the COVID-19 pandemic, given that research in criminology notes the aggravation of antisocial behavior in socially disorganized communities [28]. Although increases in crime in disaster-affected areas are a common problem worldwide [29,30], some have suggested the critical role of social norms and social images in Japanese disaster-affected communities [31]. Furthermore, social sanctions against antisocial behavior may be even stronger during the COVID-19 pandemic because of increased infection risk to community members. Hence, this motive may remain important in encouraging the uptake of contact tracing apps.

A third factor that motivates prosocial behavior is individuals’ relationships with community members. Experimental studies [32-34] show that participants are more likely to be altruistic and cooperative when they play experimental games with in-group members, such as those sharing the same ethnicity and neighborhood. Empirical studies [35] also show that people are more likely to contribute to their community when its members are homogeneous in terms of ethnic and religious backgrounds, suggesting the importance of attachment to and identification with the community in encouraging prosocial behavior. These arguments are also in line with research on place identity [36], community attachment [37], and sense of community [38]. While there are some distinctions, many agree on the importance of emotional attachment to the community in motivating prosocial behavior [39,40].

To capture these motives for prosociality, we used 6 items. Items 1 and 2 (Table 1) have been proposed and validated [41] to elicit agreeableness in the Big 5 personality traits. These items were measured on a 7-point Likert scale, and a lower score on item 1 and a higher score on item 2 indicated higher agreeableness. Items 3 and 4 captured respondents’ sensitivity to social norms. These were drawn from the World Values Survey [42] but were modified for ease of visibility on the web-based survey platform. These items were measured on a 5-point Likert scale. Items 5 and 6 measured respondents’ attachment to their community. Item 5 demonstrated the highest factor loadings of 6 items in principal component analysis to capture place identity [43]. Other studies [44,45] also employ this item to measure place identity. Although this item measures individuals’ place identity to their neighborhood, it may be the case that strength of identity varies with definition of place [46]; therefore, we added item 6 to capture identity as Japanese citizens. These items were measured on a 4-point Likert scale. Responses in which option 99 (ie, “do not want to answer”) had been selected were dropped from the estimations. In line with methods used in earlier work [41], items 1 and 2 did not include option 99, but we allowed respondents to move to the next question without answering these questions.

Risk Perception

According to Protection Motivation Theory [47], risk perception describes how a person assesses a threat’s probability and potential damage; it is determined based on perceived probability, perceived severity, fear, and the perceived reward for a maladaptive response. It has been suggested that variation in risk perception contributes to differences in behavioral responses to the COVID-19 pandemic in Japan [48].

We measured these characteristics with items 7 to 11 (Table 1). The first 4 questions measured perceived probability and severity of COVID-19 in terms of different domains, such as infection risk and job security. The fifth question is frequently used in the literature to measure individuals’ willingness to take risks and draws from earlier work in the United States [49,50]. We used it as a proxy for fear. All items were measured with a 5-point Likert scale, where higher scores indicated higher risk perception.
Table 1. Description of items.

<table>
<thead>
<tr>
<th>Items</th>
<th>Rating, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prosociality</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>I see myself as critical, quarrelsome.(^a)</td>
</tr>
<tr>
<td>2</td>
<td>I see myself as sympathetic, warm.(^a)</td>
</tr>
<tr>
<td>3</td>
<td>It is important to avoid doing anything people would say is wrong.(^b)</td>
</tr>
<tr>
<td>4</td>
<td>It is important to behave properly.(^b)</td>
</tr>
<tr>
<td>5</td>
<td>I am very attached to my neighborhood.(^c)</td>
</tr>
<tr>
<td>6</td>
<td>I am proud of being a Japanese citizen.(^c)</td>
</tr>
<tr>
<td><strong>Risk perception</strong></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>I am concerned about the impact of COVID-19 on my infection risk.(^b)</td>
</tr>
<tr>
<td>8</td>
<td>I am concerned about the impact of COVID-19 on serious symptoms.(^b)</td>
</tr>
<tr>
<td>9</td>
<td>I am concerned about the impact of COVID-19 on my job.(^b)</td>
</tr>
<tr>
<td>10</td>
<td>I am concerned about the impact of COVID-19 on my interpersonal relationships.(^b)</td>
</tr>
<tr>
<td>11</td>
<td>Which of these sayings characterizes you better? (A) Nothing ventured, nothing gained (B) A wise man never counts danger(^d)</td>
</tr>
<tr>
<td><strong>Trust in government</strong></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Do you trust the government?(^c)</td>
</tr>
<tr>
<td>13</td>
<td>Do you evaluate the current prime minister positively?(^b)</td>
</tr>
<tr>
<td>14</td>
<td>Do you evaluate the previous prime minister positively?(^b)</td>
</tr>
<tr>
<td>15</td>
<td>Do you evaluate the current governor of home prefecture positively?(^b)</td>
</tr>
</tbody>
</table>

\(^a\)Response options were (1) disagree strongly, (2) disagree moderately, (3) disagree a little, (4) neither agree nor disagree, (5) agree a little, (6) agree moderately, or (7) agree strongly.

\(^b\)Response options were (1) no, (2) weakly no, (3) neutral, (4) weakly yes, (5) yes, or (99) do not want to answer.

\(^c\)Response options were (1) no, (2) weakly no, (3) weakly yes, (4) yes, or (99) do not want to answer.

\(^d\)Response options were (1) B, (2) lean B, (3) neutral, (4) lean A, (5) A, or (99) do not want to answer.

**Trust in Government**

Studies [9,11] have noted that concerns about security and privacy are major obstacles to the adoption of contact tracing apps, given that such apps use GPS, Bluetooth, or other technologies that can reveal sensitive personal information. It is, therefore, unsurprising that individuals with low trust in the government (institutional trust) are less likely to use the apps [8,9]. Although the Japanese app prioritizes the protection of users’ privacy from the government and corporations [51], there is anecdotal evidence that such concerns exist about the COCOA app [52].

Our survey included 4 questions to measure respondents’ trust in government. Item 12 asked the extent to which respondents trust the Japanese government; responses were measured with a 4-point Likert scale. This is frequently used in the literature [7,53]. Items 13, 14, and 15 asked respondents to evaluate the performance of the current prime minister, previous prime minister, and the governor of their home prefecture, respectively, on a 5-point Likert scale.

**Statistical Analysis**

For data reduction, we performed 3 sets of exploratory factor analyses separately, using the items for prosociality, risk perception, and trust in government. Specifically, we used iterated principal factor extraction and promax rotation to obtain simple factor structures. The number of factors was determined based on the eigenvalue and the scree plot. To label the resulting factors, we used items with factor loadings above 0.4. Regression was used to calculate the factor score, and the factor score was standardized (mean 0, SD 1).

Understanding effective policy interventions to facilitate the uptake of contact tracing apps requires the analysis of both the determinants and consequences of these estimated factors. Therefore, we conducted ordinary least squares regression to examine socioeconomic and demographic predictors. Specifically, respondents’ estimated factor scores were regressed on their age groups (20-29 years [baseline], 30-39 years, 40-49 years, 50-59 years, and 60-69 years), gender, whether the respondent completed university, whether the respondent engaged in a regular job (e.g., self-employed, corporate executive, or full-time employee), marital status, whether they lived with...
a child, whether they lived with a parent, and prefecture dummy variables. Japan has 47 prefectures, which are subnational units of government. The prefecture dummy variables were included to control for prefecture-level characteristics, such as the severity of infection spread. Standard errors were clustered at the prefecture level.

Subsequently, multivariate logistic regression was conducted to examine the association between the usage of COCOA and estimated factors for prosociality, risk perception, and trust in the government. The estimation model also included the control variables (respondents’ age, gender, completed university, a regular job, marital status, cohabitation with a child, cohabitation with a parent, and prefecture dummies). Results from regression analyses were reported as odds ratio (OR) with 95% CI. In addition to the full-sample model, we conducted subsample estimations by respondent age groups (3 categories: 20-39 years, 40-59 years, and 60-69 years).

Given that the empirical results depend on the method used to quantify these factors, for robustness, we used 2 alternative approaches for the logistic regression models. First, for each factor, we chose the item with the highest factor loading and used the responses to these items as independent variables instead of factor scores. Second, using only the items whose factor loadings were higher than 0.4 in the factor analysis, we conducted principal component analysis with 1 component. Subsequently, we estimated the predicted scores and used them in the logistic regression. All analyses were performed in Stata (version 14; StataCorp LLC).

## Results

### Sample Characteristics

Among the 7084 respondents who completed the survey, we discarded the responses of those who finished the survey too quickly (less than 5 minutes) or too slowly (more than 30 minutes) to control for survey quality. Our final sample size was 5402, of which 791 respondents (14.6%) had used COCOA. Males, university graduates, and those with regular jobs were more likely to use COCOA (Table 2). Differences were not significant for age (P = .09), marital status (P = .39), or household structure (living with child: P = .15; living with parent: P = .19).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All (N=5402)</th>
<th>Users (n=791)</th>
<th>Non-users (n=4611)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.94 (13.28)</td>
<td>46.68 (13.44)</td>
<td>45.81 (13.25)</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2544 (47.1)</td>
<td>337 (42.6)</td>
<td>2207 (47.9)</td>
<td>.006</td>
</tr>
<tr>
<td>Male</td>
<td>2858 (52.9)</td>
<td>454 (57.4)</td>
<td>2404 (52.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Completed university</td>
<td>2775 (51.4)</td>
<td>468 (59.2)</td>
<td>2307 (50.0)</td>
<td></td>
</tr>
<tr>
<td>Did not complete university</td>
<td>2627 (48.6)</td>
<td>323 (40.8)</td>
<td>2304 (50.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Regular job</td>
<td>2725 (50.4)</td>
<td>454 (57.4)</td>
<td>2271 (49.3)</td>
<td></td>
</tr>
<tr>
<td>Nonregular job</td>
<td>1130 (20.9)</td>
<td>152 (19.2)</td>
<td>978 (21.2)</td>
<td></td>
</tr>
<tr>
<td>Not working</td>
<td>1494 (27.7)</td>
<td>178 (22.5)</td>
<td>1316 (28.5)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>53 (1.0)</td>
<td>7 (0.9)</td>
<td>46 (1.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.39</td>
</tr>
<tr>
<td>Married</td>
<td>3031 (56.1)</td>
<td>455 (57.5)</td>
<td>2576 (55.9)</td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>1988 (36.8)</td>
<td>280 (35.4)</td>
<td>1708 (37.1)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>377 (7.0)</td>
<td>56 (7.1)</td>
<td>321 (7.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Living with parent, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Yes</td>
<td>1491 (27.6)</td>
<td>203 (25.7)</td>
<td>1288 (27.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3911 (72.4)</td>
<td>588 (74.3)</td>
<td>3323 (72.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Living with child, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Yes</td>
<td>1798 (33.3)</td>
<td>281 (35.5)</td>
<td>1517 (32.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3604 (66.7)</td>
<td>510 (64.5)</td>
<td>3094 (67.1)</td>
<td></td>
</tr>
</tbody>
</table>

To evaluate the national representativeness of our respondents, we compared the characteristics of our respondents with those of smartphone owners in Japan from the Communications Usage Trend Survey [54], a nationally representative survey conducted by the government in 2019. This survey collected information about the usage of Information and Communication Technologies among Japanese citizens [54]. Since this study examines uptake decisions for a mobile app, those who do not
have access to internet or smartphone were not of interest. Our sample of respondents was representative of smartphone owners in Japan (Table S1 in Multimedia Appendix 1).

**Factor Analysis**

We began by conducting a Barlett test of sphericity, which found significant correlations between items ($P < .001$), suggesting the adequacy of using factor analysis. Regarding prosociality, although only the first factor demonstrated an eigenvalue greater than 1 (eigenvalue 1.52), we also retained the second factor (eigenvalue 0.75) based on the scree plot (Table 3). These factors explained 63.1% and 31.0% of the variance in the data. After promax rotation, items 1 and 2 demonstrated high factor loadings in the first factor, which we labeled *Agreeableness*. The second factor was characterized by high factor loadings of items 5 and 6; therefore, it was labeled *Attachment to the community*.

We extracted 2 factors for risk perception (Table 4). The first factor (eigenvalue 1.80) demonstrated high factor loadings for items 7 and 8; therefore, it was labeled *Concern about health risk*. Likewise, the second factor (eigenvalue 0.47), which demonstrated high factor loadings for items 9 and 10, was labeled *Concern about social risk*. These factors accounted for 74.1% and 19.3% of the variance.

Finally, we extracted 1 factor related to trust in government (eigenvalue 1.89). Given the high factor loadings of items 12, 13, and 14 and the low factor loading of item 15, it was labeled *Trust in national government*. This accounted for 98.6% of total variance (Table 5).

### Table 3. Prosociality factor loadings.

<table>
<thead>
<tr>
<th>Prosociality items</th>
<th>Agreeableness</th>
<th>Attachment to the community</th>
</tr>
</thead>
<tbody>
<tr>
<td>I see myself as critical, quarrelsome.</td>
<td>-0.5488</td>
<td>-0.0278</td>
</tr>
<tr>
<td>I see myself as sympathetic, warm.</td>
<td>0.5365</td>
<td>0.0007</td>
</tr>
<tr>
<td>I am very attached to my neighborhood.</td>
<td>-0.0046</td>
<td>0.7129</td>
</tr>
<tr>
<td>I am proud of being a Japanese citizen.</td>
<td>0.0155</td>
<td>0.7043</td>
</tr>
<tr>
<td>It is important to avoid doing anything people would say is wrong.</td>
<td>0.0167</td>
<td>-0.0052</td>
</tr>
<tr>
<td>It is important to behave properly.</td>
<td>0.2500</td>
<td>0.0071</td>
</tr>
</tbody>
</table>

### Table 4. Risk perception factor loadings.

<table>
<thead>
<tr>
<th>Risk perception items</th>
<th>Concern about health risk</th>
<th>Concern about social risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>I am concerned about the impact of COVID-19 on serious symptoms.</td>
<td>0.8329</td>
<td>-0.0113</td>
</tr>
<tr>
<td>I am concerned about the impact of COVID-19 on my infection risk.</td>
<td>0.6532</td>
<td>0.0825</td>
</tr>
<tr>
<td>I am concerned about the impact of COVID-19 on my interpersonal relationships.</td>
<td>0.0633</td>
<td>0.6817</td>
</tr>
<tr>
<td>I am concerned about the impact of COVID-19 on my job.</td>
<td>-0.0139</td>
<td>0.6371</td>
</tr>
<tr>
<td>Which of these sayings characterizes you better? (A) Nothing ventured, nothing gained (B) A wise man never courts danger</td>
<td>-0.0251</td>
<td>-0.0259</td>
</tr>
</tbody>
</table>

### Table 5. Trust in government factor loadings.

<table>
<thead>
<tr>
<th>Trust in government items</th>
<th>Trust in national government</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you evaluate the current prime minister positively?</td>
<td>0.7853</td>
</tr>
<tr>
<td>Do you evaluate the previous prime minister positively?</td>
<td>0.7695</td>
</tr>
<tr>
<td>Do you trust the government?</td>
<td>0.4557</td>
</tr>
<tr>
<td>Do you evaluate the current governor of home prefecture positively?</td>
<td>0.2325</td>
</tr>
</tbody>
</table>

**Predictors of Factor Scores**

Factor score variables were standardized. Older and married respondents had higher agreeableness and attachment to the community (Table 6). In addition, female and university-educated respondents demonstrated higher agreeableness scores, and respondents cohabiting with a parent or a child exhibited higher attachment to the community. The factors for risk perception were higher for female respondents and respondents cohabiting with a parent. Concern about health risk increased with age and was higher for married persons, while concern about social risk was higher for respondents with higher educational attainment, with a regular job, and who cohabited with a child. Finally, trust in national government was negatively associated with age and positively associated with cohabiting with a child.
Table 6. Predictors of factor scores.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Ordinary least square coefficients (95% CI)</th>
<th>Trust in national government</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Agreeableness</td>
<td>Attachment to the community</td>
</tr>
<tr>
<td>Aged 30 to 39 years</td>
<td>-0.132** (-0.210 to -0.055)</td>
<td>-0.096 (-0.217 to 0.024)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aged 40 to 49 years</td>
<td>-0.062 (-0.137 to 0.012)</td>
<td>-0.005 (-0.126 to 0.116)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aged 50 to 59 years</td>
<td>0.103** (0.027 to 0.179)</td>
<td>0.190*** (0.088 to 0.293)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aged 60 to 69 years</td>
<td>0.250*** (0.156 to 0.345)</td>
<td>0.446*** (0.327 to 0.564)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.177*** (0.129 to 0.226)</td>
<td>0.07 (-0.008 to 0.155)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed university</td>
<td>0.096** (0.034 to 0.158)</td>
<td>0.00 (-0.073 to 0.081)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular job</td>
<td>0.02 (-0.040 to 0.070)</td>
<td>0.05 (-0.012 to 0.112)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>0.123** (0.048 to 0.198)</td>
<td>0.126*** (0.062 to 0.190)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Live with a parent</td>
<td>0.03 (-0.035 to 0.092)</td>
<td>0.121*** (0.065 to 0.176)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Live with a child</td>
<td>0.06 (-0.010 to 0.132)</td>
<td>0.143*** (0.071 to 0.214)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prefecture fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*P<.05.  **P<.01.  ***P<.001.

Association With the Uptake of COCOA

Full-sample results (Table 7) for Model 1 show that all factors significantly increased the odds of using COCOA (agreeableness: OR 1.15, 95% CI 1.07-1.23; attachment to the community: OR 1.20, 95% CI 1.07-1.35; concern about health risk: OR 1.25, 95% CI 1.12-1.41; concern about social risk: OR 1.14, 95% CI 1.04-1.24; trust in national government: OR 1.08, 95% CI 1.00-1.17). OR magnitudes did not differ significantly across factors ($\chi^2=6.30, P=.18$). Respondents’ socioeconomic status characteristics, such as education and having a regular job, were positively correlated with app usage. University graduates were 1.33 times more likely to install COCOA than high school graduates were, and having a regular job increased odds by 1.25. Other demographic characteristics (gender: $P=.12$; age: $P=.25$; living with a parent: $P=.41$; living with a child: $P=.41$) were not correlated with app uptake. Subsample estimations for Models 2 to 4 uncovered heterogeneity in determinants across the 3 major age groups. Among respondents aged 20 to 39 years (Model 2), attachment to the community was a major determinant of uptake (OR 1.28, 95% CI 1.11-1.48). Among respondents aged 40 to 59 years, the uptake of COCOA was attributed to respondents’ high agreeableness (OR 1.18, 95% CI 1.02-1.35), concern about social risk (OR 1.17, 95% CI 1.02-1.35), and trust in the national government (OR 1.16, 95% CI 1.05-1.28). For respondents aged over 60, uptake was attributed to higher concern about health risks (OR 1.49, 95% CI 1.24-1.80).

The correlates of COCOA uptake using responses to items 1, 5, 8, 10, and 13, which had the highest factor loadings for each of the factors, demonstrate robustness (Table S2 in Multimedia Appendix 1), and the association between COCOA uptake and factor scores computed with principal component analysis did not change qualitatively (Table S3 in Multimedia Appendix 1).
Table 7. Association with the uptake of the COVID-19 Contact Confirming App.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1: All (n=5398)</th>
<th>Model 2: Age 20-39 years (n=1765)</th>
<th>Model 3: Age 40-59 years (n=2488)</th>
<th>Model 4: Age 60-69 years (n=982)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreeableness</td>
<td>1.15*** (1.07 to 1.23)</td>
<td>1.13 (0.99 to 1.30)</td>
<td>1.18* (1.02 to 1.35)</td>
<td>1.15 (0.97 to 1.36)</td>
</tr>
<tr>
<td>Attachment to the community</td>
<td>1.20*** (1.07 to 1.35)</td>
<td>1.28*** (1.11 to 1.48)</td>
<td>1.19 (0.94 to 1.50)</td>
<td>1.03 (0.81 to 1.30)</td>
</tr>
<tr>
<td>Concern about health risk</td>
<td>1.25*** (1.12 to 1.41)</td>
<td>1.15 (0.94 to 1.42)</td>
<td>1.20 (0.97 to 1.48)</td>
<td>1.49*** (1.24 to 1.80)</td>
</tr>
<tr>
<td>Concern about social risk</td>
<td>1.14** (1.04 to 1.24)</td>
<td>1.18 (0.96 to 1.45)</td>
<td>1.17* (1.02 to 1.35)</td>
<td>1.05 (0.85 to 1.29)</td>
</tr>
<tr>
<td>Trust in national government</td>
<td>1.08* (1.00 to 1.17)</td>
<td>0.98 (0.85 to 1.14)</td>
<td>1.16** (1.05 to 1.28)</td>
<td>1.08 (0.88 to 1.31)</td>
</tr>
<tr>
<td>Age</td>
<td>1.00 (1.00 to 1.01)</td>
<td>0.99 (0.95 to 1.02)</td>
<td>1.01 (0.98 to 1.03)</td>
<td>1.00 (0.93 to 1.08)</td>
</tr>
<tr>
<td>Female</td>
<td>0.88 (0.76 to 1.03)</td>
<td>0.93 (0.70 to 1.24)</td>
<td>0.92 (0.77 to 1.10)</td>
<td>0.74 (0.45 to 1.22)</td>
</tr>
<tr>
<td>Completed university</td>
<td>1.33** (1.12 to 1.57)</td>
<td>1.77*** (1.30 to 2.42)</td>
<td>1.19 (0.95 to 1.49)</td>
<td>1.07 (0.65 to 1.76)</td>
</tr>
<tr>
<td>Regular job</td>
<td>1.25** (1.07 to 1.47)</td>
<td>1.11 (0.77 to 1.60)</td>
<td>1.36* (1.01 to 1.83)</td>
<td>1.32 (0.87 to 2.00)</td>
</tr>
<tr>
<td>Married</td>
<td>0.89 (0.74 to 1.08)</td>
<td>0.78 (0.50 to 1.22)</td>
<td>0.97 (0.75 to 1.26)</td>
<td>0.94 (0.67 to 1.31)</td>
</tr>
<tr>
<td>Live with a parent</td>
<td>0.93 (0.79 to 1.10)</td>
<td>0.96 (0.70 to 1.30)</td>
<td>0.95 (0.71 to 1.27)</td>
<td>0.86 (0.34 to 2.16)</td>
</tr>
<tr>
<td>Live with a child</td>
<td>1.07 (0.91 to 1.26)</td>
<td>1.13 (0.68 to 1.88)</td>
<td>1.10 (0.88 to 1.36)</td>
<td>1.10 (0.76 to 1.60)</td>
</tr>
<tr>
<td>Prefecture fixed effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Hosmer-Lemeshow P value</td>
<td>.997</td>
<td>.450</td>
<td>.188</td>
<td>.161</td>
</tr>
</tbody>
</table>

*P<.05.  
**P<.01.  
***P<.001.

Discussion

Principal Results

Using a unique survey in Japan, we found that individuals’ uptake of COVID-19 contact tracing apps is determined by their agreeableness, attachment to the community, concern about health risks, concern about social risks, and trust in the national government; however, key determinants differ across generations. For cohorts aged between 20 and 39 years, attachment to the community plays a pivotal role, while concerns about their health, the social impact of COVID-19, and trust in the national government are less relevant. For those aged between 40 and 59 years, an agreeable personality, concern about the social impact of COVID-19, and trust in the national government facilitate uptake. Finally, adults over 60 years of age, having greater concern about the health impact of COVID-19, were more likely to download the app.

Providing rigorous evidence to explain the causes of heterogeneous patterns across generations is a challenge. That said, we speculate that downloading the contact tracing app may offer fewer benefits for younger age groups, who are less likely to become severely ill from COVID-19. Hence, they may see it primarily as prosocial behavior, making strong attachment to the community at local and national levels essential for uptake. Furthermore, we found that trust in government did not influence uptake decisions for younger age groups, likely because they already use many mobile apps, including those for web-based games, shopping, and social media, and thus may be less concerned about online privacy and security. In contrast, health care is the largest issue among older adults, and those who were concerned about their health risk used the app, regardless of their trust in government or prosociality. Finally, middle-age respondents were more likely than those in other age groups to live in a large household with children and parents; therefore, they may have been more concerned about security and privacy issues. Hence, their uptake decision relied mostly on whether they find the government trustworthy or not. If they did not trust the government, even individuals who were prosocial and concerned about health risks were less likely to install COCOA.

Limitations

A potential limitation of this study was sample selection. We used a web-based survey because the situation created by the spread of COVID-19 made it difficult to conduct either paper-and-pencil postal surveys or in-person surveys in a timely manner. As a result, those with poor internet literacy were excluded from our sample. However, we believe that this issue is unlikely to be severe. Since this study examines the uptake decision with respect to a mobile app, those who do not have access to the internet or smartphones are less relevant to our analysis. Furthermore, the characteristics of our respondents were comparable with those of smartphone owners in Japan.

Comparison With Prior Work

This study makes 4 contributions to the literature. First, the importance of prosociality and community in controlling the COVID-19 pandemic has been frequently discussed, and previous studies [55,56] have demonstrated the association of prosociality and community with individuals’ social-distancing...
behavior and mental health. In general, the literature on public health and disaster research also supports the roles of community in encouraging protective behavior [14,57]. However, the association between prosociality and uptake of COVID-19 contact tracing apps is largely unexplored, with the exception of 2 studies that have examined the role of prosocial personality traits and attitudes [7,58]; attachment to the community is less well understood. This is problematic because, unlike personality traits, feelings of attachment may easily change over time in response to changes in one’s living conditions [59]. Our findings suggest that, if social-distancing requirements during the pandemic weaken community attachment, then this could have a negative effect on uptake decisions, especially among young people.

Second, this study is the first to examine differences in app uptake across generations. Differences across age groups suggest that conducting an empirical analysis without taking generational heterogeneity into consideration (as previous studies have neglected to take into consideration) leads to misunderstandings about individuals’ behavioral responses to the COVID-19 pandemic. Risk and symptomatic severity of infections vary across age groups. Specifically, young generations account for a large proportion of confirmed cases in Japan, and it is relevant for policymakers to contain the spread of infection among young generations even though they are less likely to become severely ill.

Third, previous studies [9,11,53] on contact tracing apps mainly used survey data collected before the release of the apps and examined the willingness to install a hypothetical app. While their arguments were insightful, the actual adoption rates were remarkably lower than what had been predicted. This suggests the importance of further research to analyze actual uptake decisions, as performed in our study and in a few others [7,8,60].

Fourth, this study contributed to the literature on disaster resilience. Existing scholarship emphasizes the importance of strong communities and institutions, along with the development of physical infrastructure [61,62]. However, whether these factors play complementary or substitute roles remains unsubstantiated. This study provides rigorous evidence that attachment to one’s community boosts the effectiveness of contact tracing technology.

Conclusion
Given these arguments, policymakers should implement and advance different interventions for each generation to increase the adoption rate of contact tracing apps. These strategies are relevant, not only to the COVID-19 pandemic, but also, to possible future pandemics in which decentralized contract-tracing may be relevant to the mitigation of human, social, and economic suffering. Specifically, older adults demonstrate higher concerns about health risks than younger individuals; such concerns are the primary motivation for uptake by older adults. Therefore, a promising approach is to inform them about the health benefit from the apps, such as receiving medical treatment sooner. For middle-age persons, it is important to mitigate their concerns about security and privacy issues. Finally, uptake by young persons is determined by their attachment to the community; however, interventions to inform them that the app prevents users from spreading the infection may not be effective, because on average, young adults do not feel as attached to their community as older adults. Instead, it is important to maintain and raise their feeling of community attachment at the local and national levels. This may be challenging because social-distancing requirements during the pandemic have reduced face-to-face social interactions among community members. However, the use of social media and other web-based network tools may compensate for the lack of such opportunities. A study [63] of American university students showed that communication through social media (Facebook) helped young people maintain relationships with those who were physically at a distance, such as high school friends from their hometowns. Some Japanese municipalities have introduced web-based events to facilitate social interactions among the young generation during the COVID-19 pandemic, such as coming-of-age ceremonies, childcare workshops for young parents, and festivals or activities for families with young children [64]. That said, these approaches also have drawbacks. First, online or social media communities and online meetings often include only young users, whose health risk is low. Social interactions among such people may not lead to stronger motivations to engage in prosocial behavior for senior persons. Second, it is not evident how long prosociality developed through web-based tools persists.

While these implications are grounded in evidence from Japan, we expect them to be pertinent to other countries. The relevance of risk perception and trust in government to uptake decisions for contact tracing apps have been widely recognized in many countries [7-9,11]. In addition, our argument about the role of prosociality is applicable to any country where app uptake depends on voluntary, individual decisions alone. Nonetheless, we should be cautious about the generalizability of implementing different interventions across generations, because there is no comparable evidence from other countries on generational differences in uptake decisions. The key determinants of uptake among young and older generations may depend on the demographic, cultural, and socioeconomic characteristics of each country. Additional studies in other countries are required to establish which combination of policy interventions is most effective for each generation.
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Abstract

Background: Accurate solutions for the estimation of physical activity and energy expenditure at scale are needed for a range of medical and health research fields. Machine learning techniques show promise in research-grade accelerometers, and some evidence indicates that these techniques can be applied to more scalable commercial devices.

Objective: This study aims to test the validity and out-of-sample generalizability of algorithms for the prediction of energy expenditure in several wearables (ie, Fitbit Charge 2, ActiGraph GT3-x, SenseWear Armband Mini, and Polar H7) using two laboratory data sets comprising different activities.

Methods: Two laboratory studies (study 1: n=59, age 44.4 years, weight 75.7 kg; study 2: n=30, age=31.9 years, weight=70.6 kg), in which adult participants performed a sequential lab-based activity protocol consisting of resting, household, ambulatory, and nonambulatory tasks, were combined in this study. In both studies, accelerometer and physiological data were collected from the wearables alongside energy expenditure using indirect calorimetry. Three regression algorithms were used to predict metabolic equivalents (METs; ie, random forest, gradient boosting, and neural networks), and five classification algorithms (ie, k-nearest neighbor, support vector machine, random forest, gradient boosting, and neural networks) were used for physical activity intensity classification as sedentary, light, or moderate to vigorous. Algorithms were evaluated using leave-one-subject-out cross-validations and out-of-sample validations.

Results: The root mean square error (RMSE) was lowest for gradient boosting applied to SenseWear and Polar H7 data (0.91 METs), and in the classification task, gradient boost applied to SenseWear and Polar H7 was the most accurate (85.5%). Fitbit models achieved an RMSE of 1.36 METs and 78.2% accuracy for classification. Errors tended to increase in out-of-sample validations with the SenseWear neural network achieving RMSE values of 1.22 METs in the regression tasks and the SenseWear gradient boost and random forest achieving an accuracy of 80% in classification tasks.

Conclusions: Algorithms trained on combined data sets demonstrated high predictive accuracy, with a tendency for superior performance of random forests and gradient boosting for most but not all wearable devices. Predictions were poorer in the between-study validations, which creates uncertainty regarding the generalizability of the tested algorithms.

(JMIR Mhealth Uhealth 2021;9(8):e23938) doi:10.2196/23938
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**Introduction**

**Background**

Participation in physical activity results in increased energy expenditure [1] and represents a key modifiable risk factor for cardiovascular disease, obesity, diabetes mellitus, cancer, and mortality [2]. Thus, longitudinal, unobtrusive, and accurate measurement of intraday physical activity energy expenditure would be highly valuable for health research. Activity trackers offer a scalable means for the continuous collection of physical activity data in free-living environments and, by extension, the measurement of energy expenditure. Unfortunately, the accuracy of activity trackers varies greatly between devices and activities [3,4], which limits their use when quantifying energy balance and activity behaviors.

The potential of machine learning techniques to model the complex interactions of accelerometer data, physiological variables, and the rate of energy expenditure has been recognized for some time. Rothney et al [5] trained an artificial neural network using raw accelerometer data as input to predict the energy expenditure in a whole-body calorimetry chamber. Pober et al [6] used quadratic discriminant analysis and a hidden Markov model to classify activity and subsequently estimated the proportion of time performing different activities. Research groups have built on these early findings and have reported highly accurate algorithms for a variety of activities [7-11]. Researchers often take two broad approaches when modeling physical activities: first, attempting to predict the rate of energy expenditure, and second, classifying a minute as sedentary activity, light physical activity, or moderate-to-vigorous physical activity (MVPA), both of which are important for health research. Regression approaches can be used to derive the total energy expenditure for a subject and this can subsequently be incorporated into energy balance models to calculate energy intake [12]. Alternatively, accurately determining the time an individual spends in broader categories of activity or the intensity of that activity can be important for public health guidance. For example, successful weight maintenance in the National Weight Control Registry and weight management recommendations are often defined based on the time an individual spends in MVPA [13]. Machine learning algorithms have the potential to enhance physical activity assessment beyond that of traditional count-based methods, which despite being more accessible, may not be sufficiently accurate for the assessment of energy expenditure and intensity classifications [14].

Recently, we demonstrated in a laboratory validation study that accelerometer and physiological sensor outputs can be modeled using random forests to predict the rate of energy expenditure (as a multiple of resting energy expenditure) in commercial and research-grade activity monitors. We demonstrated a low error in the prediction of energy expenditure [15]. The number of activities in which energy expenditure was measured in this study was limited, and the generalizability of these algorithms remains uncertain. A method for continued refinement of predictive algorithms is to obtain more than one data set [16] to provide larger, more diverse training data with more activities. More data present a new optimization problem, which (because of different assumptions made by different algorithms) means that there is no guarantee that any algorithm will minimize error on all problems [17]. For machine learning models to be used in general health research settings, it is critical to evaluate the generalizability of prediction algorithms. The extent to which an algorithm will generalize is influenced by the characteristics of the sample, activity types, size, and quality of the training data. One approach that addresses each of these limitations is to evaluate prediction algorithms on different samples using data collected under different conditions. In addition to generalizability, a combination of heterogeneous data sets collected under different experimental conditions may help to increase the accuracy of predictions [18].

**Objectives**

In this study, two distinct data sets of concurrent inputs from multiple wearable devices (ie, Fitbit Charge 2, ActiGraph GT3-x, SenseWear Armband Mini, and a polar chest strap) and measured energy expenditure (indirect calorimetry) are combined to develop predictive models of minute-level energy expenditure and physical activity. We aim to evaluate classification and regression algorithms to (1) predict the rate of energy expenditure and (2) classify a single minute as sedentary activity, light physical activity, or MVPA. Algorithms were validated using leave-one-subject-out cross-validation (LOSO) and out-of-sample validation. Concurrently, we evaluated the SenseWear armband, a device that has been shown to outperform accelerometer-based monitors when classifying activity minutes [19] and is one of the most accurate wrist or arm-based monitors for estimating energy expenditure [3].

**Methods**

**Studies**

This study aggregated the data collected as part of two separate studies at the Human Appetite Research Unit, University of Leeds. Participants were recruited from the local area using word-of-mouth and recruitment emails. Participants must have been at least 18 years of age, have been able to attend the research laboratory at the required intervals, be able to ambulate without assistance, they must not have been taking medications known to alter metabolic rate, and participants must not have had any cardiovascular, metabolic, renal disorders, illness, or injury that would increase the risk of medical events during physical activity. Both studies were approved by the University of Leeds, School of Psychology Ethics Committee (PSC-407 and PSC-744 for study 1 and 2, respectively), and all participants provided informed consent before participation in the study. The participant information for the samples is shown in Table 1. Study 2 had proportionately more males, lower age, lower average percentage of fat mass (FM), and a higher resting metabolic rate (RMR) on average.
Table 1. Characteristics of the included sample.

<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Age (years), mean (SD)</th>
<th>Height (cm), mean (SD)</th>
<th>Weight(^a) (kg), mean (SD)</th>
<th>FFM(^b) (kg), mean (SD)</th>
<th>FM(^c) (kg), mean (SD)</th>
<th>FM (%) (^d), mean (SD)</th>
<th>RMR (^d) (kcal/d), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>Female, n (%)</td>
<td>44.4 (14.1)</td>
<td>167.5 (8.9)</td>
<td>75.7 (13.6)</td>
<td>49.8 (8.9)</td>
<td>24.8 (10.7)</td>
<td>32.5 (10.3)</td>
<td>1581.8 (280.4)</td>
</tr>
<tr>
<td>1(^a)</td>
<td>59</td>
<td>41 (69)</td>
<td>44.4 (14.1)</td>
<td>167.5 (8.9)</td>
<td>75.7 (13.6)</td>
<td>49.8 (8.9)</td>
<td>24.8 (10.7)</td>
<td>32.5 (10.3)</td>
</tr>
<tr>
<td>2(^a)</td>
<td>30</td>
<td>13 (43)</td>
<td>31.9 (10.2)</td>
<td>171.9 (9.2)</td>
<td>70.6 (12.9)</td>
<td>55 (12.6)</td>
<td>15.1 (7.1)</td>
<td>21.7 (8.7)</td>
</tr>
</tbody>
</table>

\(^a\)In study 2, resting metabolic rate and body composition were estimated at a subsequent visit to the laboratory and therefore weight is not the sum of fat mass and fat-free mass; in study 1, body composition was not available for all subjects and therefore weight is not the sum of fat mass and fat-free mass.

\(^b\)FFM: fat-free mass.

\(^c\)FM: fat mass.

\(^d\)RMR: resting metabolic rate.

Protocols

Study 1

The details of study 1 have been published previously [15]. The protocol of study 1 consisted of 10 activities, each performed for 5 minutes in the following order: sitting, standing, treadmill walking and incline walking (4 km/h), jogging, and incline jogging (6-8 km/h). Participants then rested for 3 minutes and transitioned to a cycle ergometer for low- and moderate-intensity cycling. After another period of recovery, participants performed a folding and sweeping task. Owing to a variation in physical fitness, the jogging task (n=49), incline jogging (n=30), and moderate cycling tasks (n=58) were not performed by all participants.

Study 2

In study 2 (total energy expenditure from wearable devices study), participants visited the lab and refrained from eating or consuming caffeine for at least 4 hours. This exercise visit is the first of three visits to the laboratory conducted as part of a wider project. Weight and height were obtained from a SECA 704s stadiometer and electronic scale (SECA, Germany), and subsequently, an activity protocol was performed. All activities were performed in 5-minute increments, and the order was identical for all participants. First, resting tasks were performed where participants lay supine, sat in a backed chair, and then stood. Next, after a 2-minute unstructured transitional period, participants performed seated typing, standing ironing, and wiping surfaces while standing. After another 2-minute transition, participants walked on a treadmill at 4 km/h, walked at an incline of 5% at 4 km/h, and subsequently jogged at 7 km/h. The participants then rested for 10 minutes. After the unstructured resting period, participants performed low-intensity and moderate-intensity cycling, low-intensity and moderate-intensity rowing, and low-intensity and moderate-intensity cross-training (elliptical), with 1-minute transitions between each, and the intensity of the tasks was determined by a self-selected perceived exertion. In study 2, one participant did not perform rowing or elliptical tasks.

Body Composition Assessment

In both studies, body composition was estimated using air displacement plethysmography (BodPod, Life Measurement, Inc), n=57 in study 1 and n=30 in study 2. Study 2 is part of a wider study in which participants visited the laboratory three times, the first of which was the laboratory validation reported here. Body composition was measured at a subsequent visit to the laboratory in a fasting state.

Energy Expenditure

This study used metabolic equivalents (METs) as the outcome variable, which served to eliminate the proportion of energy expenditure attributable to RMR. We first established the RMR of each participant, which was measured in the fasting state, before any exercise. In both studies, RMR was determined from VO\(_2\) and VCO\(_2\) data collected through a ventilated hood indirect calorimeter system (gas exchange measurement; Nutren Technology Ltd). In study 1, RMR was measured before exercise testing, and in study 2, which occurred on a subsequent visit to the laboratory. After researchers explained the procedures to the participants and an initial calibration process (approximately 10 minutes), VO\(_2\) and VCO\(_2\) were measured for 30 minutes in the supine position. The RMR was established from the VO\(_2\) and VCO\(_2\) of the 5-minute block with the lowest coefficient of variation [20]. If RMR data were unavailable (n=3 across both studies), we approximated the RMR with BMI-specific equations [21]. During the activity sessions, energy expenditure was obtained from a stationary metabolic cart (Vyntus CPX, Jaeger-CareFusion), and these data were expressed relative to the measured RMR of each subject to derive METs. Definitions of METs are inconsistent [22] and we took an individualized approach to METs calculations because the standard definition of METs may have limited applicability in some subjects [23].

Devices

Accelerometer and physiological data were collected using various sensors in both protocols. The Polar H7 chest strap (Polar Electro) was used to measure the heart rate. An ActiGraph GT3-X accelerometer (ActiGraph) and a Fitbit Charge 2 (Fitbit Inc) were attached securely to the nondominant wrist. Participants also wore the SenseWear Armband Mini (BodyMedia Inc) on the upper arm.

Data Aggregation

The sensor outputs were obtained from the device-specific software and aggregated to the minute level and time matched to the criterion energy expenditure data. Data loss attributable
to device malfunction was as follows: in study 1, Fitbit data of 2 participants, ActiGraph data of 1 participant, and polar heart rate data of 1 participant were lost. In study 2, 1 SenseWear and 1 Fitbit data set were lost because of device failure. Given the slightly different data availability in each model, our results report the number of minutes used and the number of participants. All minutes in which energy expenditure data were available (ie, face mask was not removed) were included in this analysis, and the aggregation of the data sets by time was conducted in Python 3.7.6 and R version 3.6.3 (R Core Team).

For activity-specific analyses, we grouped activities into broader categories. Activities of daily living, which involved folding, sweeping, typing, ironing, and wiping surfaces. Distinct categories were assigned for cycling, elliptical, rowing, running, and walking. The sedentary activities involved all sitting, standing, and supine tasks. The transitional category refers to unstructured resting or transitional minutes.

**Features**

Predictive models were built for Fitbit, ActiGraph, and SenseWear, and the features used in each model are listed in Table 2. Each device used a combination of subject-level features, accelerometer features, and physiological features, which have been related to the rate of energy expenditure in previous studies [3,5,24-26]. The features varied depending on the feature availability of each device. Where small (limit of 5 minutes) heart rate gaps existed (eg, loss of signal between the respective heart rate sensor and the skin), we used linear interpolation to fill gaps. As activity in the preceding minutes influences the rate of energy expenditure at the measurement point [27], some time-lagged features were computed: for steps (Fitbit and SenseWear), vector magnitude (ActiGraph), Fitbit heart rate (Fitbit), and polar heart rate (SenseWear and ActiGraph), the change from t-1 minutes for each minute up to t-5 minutes were included as predictive features. In addition, the mean and SD of the current and last 5 minutes were used as predictive features. If time-lagged variables could not be computed due to missing data (ie, for the first minutes for each subject), we imputed backward using the next available observation.

As a constant variance is important for some of the algorithms tested in this study, all numeric features were standardized before training using the following formula:

\[
z = (x - \mu) / \sigma
\]

where \(\mu\) and \(\sigma\) refer to the variable mean and SD, respectively.
## Table 2. Predictive features used in each of the models.

<table>
<thead>
<tr>
<th>Device and category</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fitbit</strong></td>
<td></td>
</tr>
<tr>
<td>Subject features</td>
<td>Gender, age, height, weight, and sitting heart rate</td>
</tr>
<tr>
<td>Acceleration features</td>
<td>steps mean, steps difference (t-1, t-2, t-3, t-4, and t-5 minutes); steps mean and SD of last 5 minutes</td>
</tr>
<tr>
<td>Physiological features</td>
<td>Fitbit heart rate features:</td>
</tr>
<tr>
<td></td>
<td>Fitbit heart rate above sitting heart rate, Fitbit heart rate percentage of maximum heart rate, Fitbit heart rate mean, Fitbit heart rate difference (t-1, t-2, t-3, t-4, and t-5 minutes), and Fitbit heart rate mean and SD of last 5 minutes</td>
</tr>
<tr>
<td><strong>ActiGraph</strong></td>
<td></td>
</tr>
<tr>
<td>Subject features</td>
<td>Gender, age, height, and weight</td>
</tr>
<tr>
<td>Acceleration features</td>
<td>X, Y, Z features:</td>
</tr>
<tr>
<td></td>
<td>minimum, maximum, mean, SD; median crossings; 10th, 25th, 50th, 75th, 90th percentiles; correlations (XY, XZ, YZ); dominant frequency; dominant frequency magnitude</td>
</tr>
<tr>
<td></td>
<td>First order differential of X, Y, Z features:</td>
</tr>
<tr>
<td></td>
<td>minimum, maximum, mean, SD; median crossings; 10th, 25th, 50th, 75th, and 90th percentiles; correlations (XY, XZ, YZ); dominant frequency; dominant frequency magnitude</td>
</tr>
<tr>
<td></td>
<td>Vector magnitude features:</td>
</tr>
<tr>
<td></td>
<td>vector magnitude mean; vector magnitude difference (t-1, t-2, t-3, t-4, and t-5 minutes); vector magnitude mean and SD of last 5 minutes</td>
</tr>
<tr>
<td>Physiological features</td>
<td>Polar heart rate features:</td>
</tr>
<tr>
<td></td>
<td>polar heart rate above sitting heart rate; polar heart rate percentage of maximum heart rate; polar heart rate mean; polar heart rate difference (t-1, t-2, t-3, t-4, and t-5 minutes); polar heart rate mean and SD of last 5 minutes</td>
</tr>
<tr>
<td><strong>SenseWear</strong></td>
<td></td>
</tr>
<tr>
<td>Subject features</td>
<td>Gender, age, height, and weight</td>
</tr>
<tr>
<td>Acceleration features</td>
<td>X, Y, Z features:</td>
</tr>
<tr>
<td></td>
<td>peaks, mean of absolute differences, average;</td>
</tr>
<tr>
<td></td>
<td>Steps features:</td>
</tr>
<tr>
<td></td>
<td>steps mean; steps difference (t-1, t-2, t-3, t-4, and t-5 minutes); steps mean and SD of last 5 minutes</td>
</tr>
<tr>
<td>Physiological features</td>
<td>Polar heart rate features:</td>
</tr>
<tr>
<td></td>
<td>polar heart rate above sitting heart rate; polar heart rate percentage of maximum heart rate; polar heart rate mean; polar heart rate difference (t-1, t-2, t-3, t-4, and t-5 minutes); polar heart rate mean and SD of last 5 minutes; and SenseWear sensors: near body temperature average, Galvanic skin response average, skin temperature average</td>
</tr>
</tbody>
</table>

*For each device, the subject characteristics, acceleration features, and physiological features are listed.

### Algorithms

The SenseWear outputs a MET estimate that we evaluated in this study (SenseWear manufacturer). We also tested several machine learning algorithms for regression and classification tasks, which are described below. In the regression tasks, algorithms predicted a MET value for each minute, and in the classification tasks, algorithms classified activity categories for each minute. The activity classifications were as follows: sedentary activity (≤1.5 METs), light physical activity (>1.5 and <3 METs), and MVPA (≥3.0 METs) [18,28,29]. For each algorithm, the hyperparameters were informed by a random search through a range of potential hyperparameters in the preliminary tuning experiments. Random search iterates over a grid of randomly selected combinations of hyperparameters, rather than exploring every possible combination of features, and therefore offers a significant computational advantage over a grid-search approach [30]. Each random search was conducted with the RandomizedSearchCV class in Scikit Learn [31], using three-fold cross-validation. The specific parameters for each algorithm are detailed in Multimedia Appendix 1, and except for the neural network models (explained in the following section), the scoring or loss criterion was the default loss or scoring metrics within Scikit Learn. All algorithms were trained using Keras-GPU [32] or Scikit Learn [31].

#### Random Forest

The random forest algorithm was used for regression and classification tasks [33]. Random forests involve training of multiple decision trees on data subsamples. Importantly, when splitting these decision trees, only a subsample of the potential predictors is used, which serves to decorrelate the trees. The predictions of each tree can then be combined to produce a majority vote (classification) or continuous prediction (regression). The optimal hyperparameters of the algorithm were estimated in the tuning experiments and included the number of trees, number of samples required to split a tree, number of samples per leaf, total predictors, and the depth of
trees. In regression, the quality of a split was assessed with mean square error, and in classification, Gini impurity was used. Algorithms were implemented using the RandomForestClassifier and RandomForestRegressor classes in Scikit Learn [31].

**Gradient Boosting**

For the regression and classification tasks, we used the gradient boosting algorithm. Similar to random forests, this algorithm is a tree-based ensemble method. However, where random forests may be considered to use a bagging approach, gradient boosting uses boosting to learn. Boosting involves the sequential growth of small (weak) decision trees. Each tree is trained using the residuals of the previous estimator and subsequently added to the fitted function to update the residuals. In the boosting phase, a learning rate parameter penalizes the contribution of each tree to the overall model, thereby slowing the learning [34]. The gradient boosting hyperparameters were tuned in the random search experiments and included the number of boosting stages, the maximum depth of the estimators, learning rate, number of samples required to split a node, the number of samples per leaf, and the maximum number of predictors. In the regression, the loss function was least squares, and in classification, deviance was used. Algorithms were implemented using the GradientBoostingClassifier and GradientBoostingRegressor classes in Scikit Learn [31].

**Neural Networks**

The third algorithm, used in both regression and classification tasks, was artificial neural networks. Neural networks allow complex, nonlinear functions to be modeled and comprise layers of interconnected neurons. At each neuron, inputs are subjected to a numerical activation function, and then passed through subsequent hidden layers of neurons to an output layer [34,35]. In the training process, the interneuronal weights of the network are refined relative to a loss function (ie, mean square error or cross-entropy). Neural networks in the classification studies used the sparse categorical cross-entropy loss function, and in the regression setting, the loss was the mean square error. We tuned the learning rate of each network, the number of layers, and the number of neurons. Neural networks hidden layers used the relu activation function, and classification models used a softmax activation in the output layer, both classification and regression networks used the Adam optimizer.

**K-Nearest Neighbors**

For classification tasks, we tested the k-nearest neighbor (KNN) algorithm. This algorithm assigns a given point to a particular class based on the majority point of the k nearest neighbors, where the neighbors of a given point are defined by a distance metric (ie, Euclidian, Minkowski, or Manhattan) [34]. Hyperparameters adjusted in the training process included the number of neighbors in each neighborhood (k), distance metrics, and the weight applied to each of the observations in a neighborhood. KNN was implemented with Scikit Learn [31], using the KNeighborsClassifier class.

**Support Vector Machine**

The final classification model tested was a support vector machine classifier with a radial basis function [35]. A support vector machine aims to find a separating hyperplane between classes by maximizing the distance between the points and the hyperplane. In this study, we tuned the regularization parameter (C) and gamma, which defines the magnitude of the effect of specific training examples. The support vector machine classifier was implemented with the SVC class in Scikit Learn [31].

**Statistical Analyses**

We conducted two validation approaches for all the analyses and algorithms. First, LOSO validations, where algorithms are trained on all but the data of 1 participant, and the participant is held back for validation. This process was repeated until all participants had served as the validation participant once. Second, we used an out-of-sample validation in which the entire data set from one study was used as training data, and the second study was used as an out-of-sample validation. Regression algorithms were evaluated by root mean square error (RMSE), mean absolute percentage error (MAPE) with the Metrics package in R and concordance correlation coefficient (CCC) with DescTools. Agreement statistics were calculated at the minute level; however, for visualization purposes, we computed the RMSE at the level of individuals and plotted these values. Equivalence tests were used to determine if the true METs and predicted METs were statistically equivalent; tests used equivalence bounds of 10%, and to be considered equivalent, the 90% CI must fall within the equivalence bounds. Finally, linear mixed models with a random intercept of subject ID were used to investigate differences in RMSE between the models. Comparisons were conducted using the Lme4 [36] package in R, with P values adjusted by the Bonferroni method in post hoc comparisons. For classification tasks, we report the κ statistic, which compares the accuracy of the predictions to that of a random system. We also report accuracy, where accuracy is the proportion of cases that were classified correctly and the F1 score. All classification statistics were calculated using the Caret [37] package in R. A P value of <.05 was used to determine statistical significance, where P values were reported.

**Results**

**Regression**

A total of 89 participant activity sessions were included in this sample, and all models could be evaluated on at least 5448 minutes of data in the LOSO validations. The regression algorithms predicting energy expenditure are presented for minute-level data in Table 3 and are visually displayed in Figure 1. Our results demonstrate that the greatest error in METs was observed for the ActiGraph, the RMSE was lowest for gradient boosting (0.93 METs), which also achieved the lowest MAPE of any ActiGraph model (17.88%). Of the Fitbit models, the random forest and gradient boosting had equal RMSE (1.36 METs), but a slightly lower MAPE was achieved by the random forest. For the SenseWear, the gradient boost had the lowest RMSE value (0.91 METs), and this was the lowest RMSE of all those tested. The neural network models were associated with a greater overall RMSE for the ActiGraph, Fitbit, and SenseWear models.
Activity-specific MET predictions are presented in Multimedia Appendix 2, and the RMSE is shown in Figure 2. For all activities tested, tree-based models (gradient boost or random forest) applied to ActiGraph or SenseWear data were superior, as measured by RMSE. The manufacturer estimates of SenseWear had the highest RMSE for all activities aside from sedentary activities, in which only the ActiGraph gradient boost and random forest had a lower RMSE. Notably, all Fitbit models overestimated sedentary activities and had the highest RMSE in this category. The pairwise comparisons between models are presented in Multimedia Appendix 3 for each of the comparisons shown in Figure 1 and Figure 2. An example of the model predictions for a single subject is shown in Figure 3.

Table 3 shows the statistics for the between-study predictions. Notably larger errors were observed relative to the LOSO validations, with the Fitbit gradient boost reaching a RMSE of 1.92 METs (neural network) when study 1 was used as the training data. To estimate the relative importance of each of the features used in each model, permutation importance has been reported in Multimedia Appendix 4.

Table 3. Leave-one-subject-out cross-validation results for each of the regression models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Participants, n (%)</th>
<th>Predicted (METs), mean (SD)</th>
<th>True (METs), mean (SD)</th>
<th>MAPEc</th>
<th>RMSEd</th>
<th>CCCe (95% CI)</th>
<th>Equivalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWAf manufacturer</td>
<td>5533 88 (99)</td>
<td>3.8 (2.49)</td>
<td>4.04 (2.59)</td>
<td>34.54</td>
<td>1.86</td>
<td>0.73 (0.72-0.74)</td>
<td>___g</td>
</tr>
<tr>
<td>AG gradient boost</td>
<td>5517 87 (98)</td>
<td>4.04 (2.35)</td>
<td>4.04 (2.59)</td>
<td>17.88</td>
<td>0.93</td>
<td>0.93 (0.93-0.93)</td>
<td>Equivalenti</td>
</tr>
<tr>
<td>AG neural network</td>
<td>5517 87 (98)</td>
<td>4.05 (2.55)</td>
<td>4.04 (2.59)</td>
<td>21.65</td>
<td>1.14</td>
<td>0.9 (0.9-0.91)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>AG random forest</td>
<td>5517 87 (98)</td>
<td>4.05 (2.32)</td>
<td>4.04 (2.59)</td>
<td>18.36</td>
<td>0.94</td>
<td>0.93 (0.92-0.93)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>FB gradient boost</td>
<td>5448 86 (97)</td>
<td>4.03 (2.19)</td>
<td>4.01 (2.58)</td>
<td>30.22</td>
<td>1.36</td>
<td>0.84 (0.83-0.84)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>FB neural network</td>
<td>5448 86 (97)</td>
<td>4.02 (2.28)</td>
<td>4.01 (2.58)</td>
<td>32.27</td>
<td>1.45</td>
<td>0.82 (0.82-0.83)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>FB random forest</td>
<td>5448 86 (97)</td>
<td>4.03 (2.14)</td>
<td>4.01 (2.58)</td>
<td>30.10</td>
<td>1.36</td>
<td>0.84 (0.83-0.84)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>SWA gradient boost</td>
<td>5492 87 (98)</td>
<td>4.04 (2.39)</td>
<td>4.04 (2.6)</td>
<td>17.83</td>
<td>0.91</td>
<td>0.93 (0.93-0.94)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>SWA neural network</td>
<td>5492 87 (98)</td>
<td>4.05 (2.47)</td>
<td>4.04 (2.6)</td>
<td>19.56</td>
<td>0.96</td>
<td>0.93 (0.92-0.93)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>SWA random forest</td>
<td>5492 87 (98)</td>
<td>4.05 (2.35)</td>
<td>4.04 (2.6)</td>
<td>18.25</td>
<td>0.92</td>
<td>0.93 (0.93-0.93)</td>
<td>Equivalent</td>
</tr>
</tbody>
</table>

Minutes refers to the number of minutes the algorithms are validated on.
METs: metabolic equivalents.
MAPE: mean absolute percentage error.
RMSE: root mean square error.
CCC: concordance correlation coefficient CCC is presented with 95% CIs.
SWA: SenseWear.
The model is not statistically equivalent to the criterion.
AG: ActiGraph.
Equivalent implies that the model is statistically equivalent to the criterion.
FB: Fitbit.
Figure 1. Boxplots demonstrating the root mean square error overall for each of the tested models. AG: ActiGraph; FB: Fitbit; RMSE: root mean square error; SWA: SenseWear.

Figure 2. Boxplots demonstrating the root mean square error for each of the tested models in specific activity categories. ADL: activities of daily living; AG: ActiGraph; FB: Fitbit; RMSE: root mean square error; SWA: SenseWear.
Figure 3. A time series plot showing metabolic equivalents predicted by the models tested in this study (colored solid line) and indirect calorimeter (black dashed line), for a single subject in study 2. The x-axis represents the measurement time. Minutes 1-15=sedentary; minutes 16-17=transitional/unstructured; minutes 18-32=activities of daily living (typing, wiping surfaces, and ironing); minutes 33-34=transitional/unstructured; minutes 35-44=walking; minutes 45-49=running; minutes 50-59=transitional/unstructured; minutes 60-69=cycling; minutes 71-80=rowing; and minutes 82-91=elliptical. Participants performed cycling, rowing, and elliptical tasks at self-selected low and moderate intensity for 5 minutes each. AG: ActiGraph; FB: Fitbit; METs: metabolic equivalents; SWA: SenseWear.
Table 4. Out-of-sample results for each of the regression models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training data</th>
<th>Minutes(^{a})</th>
<th>Predicted (METs(^{b}), mean (SD))</th>
<th>True (METs), mean (SD)</th>
<th>MAPE(^{c})</th>
<th>RMSE(^{d})</th>
<th>CCC(^{e}) (95% CI)</th>
<th>Equivalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>AG(^{f}) gradient boost</td>
<td>Study 1</td>
<td>2690</td>
<td>4.03 (1.9)</td>
<td>3.93 (2.66)</td>
<td>36.35</td>
<td>1.37</td>
<td>0.82 (0.81-0.83)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>AG neural network</td>
<td>Study 1</td>
<td>2690</td>
<td>4.07 (2.48)</td>
<td>3.93 (2.66)</td>
<td>29.75</td>
<td>1.33</td>
<td>0.87 (0.86-0.88)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>AG random forest</td>
<td>Study 1</td>
<td>2690</td>
<td>3.97 (1.79)</td>
<td>3.93 (2.66)</td>
<td>39.50</td>
<td>1.51</td>
<td>0.78 (0.77-0.79)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>FB(^{b}) gradient boost</td>
<td>Study 1</td>
<td>2630</td>
<td>3.76 (1.7)</td>
<td>3.88 (2.65)</td>
<td>47.55</td>
<td>1.89</td>
<td>0.64 (0.62-0.66)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>FB neural network</td>
<td>Study 1</td>
<td>2630</td>
<td>3.65 (1.86)</td>
<td>3.88 (2.65)</td>
<td>47.40</td>
<td>1.92</td>
<td>0.65 (0.63-0.67)</td>
<td>—(^{i})</td>
</tr>
<tr>
<td>FB random forest</td>
<td>Study 1</td>
<td>2630</td>
<td>3.76 (1.66)</td>
<td>3.88 (2.65)</td>
<td>47.45</td>
<td>1.87</td>
<td>0.64 (0.63-0.66)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>SWA(^{j}) gradient boost</td>
<td>Study 1</td>
<td>2633</td>
<td>3.92 (2.13)</td>
<td>3.94 (2.68)</td>
<td>27.35</td>
<td>1.23</td>
<td>0.87 (0.86-0.88)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>SWA neural network</td>
<td>Study 1</td>
<td>2633</td>
<td>3.88 (2.26)</td>
<td>3.94 (2.68)</td>
<td>27.07</td>
<td>1.22</td>
<td>0.88 (0.87-0.89)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>SWA random forest</td>
<td>Study 1</td>
<td>2633</td>
<td>3.91 (2.07)</td>
<td>3.94 (2.68)</td>
<td>29.54</td>
<td>1.28</td>
<td>0.86 (0.85-0.87)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>AG gradient boost</td>
<td>Study 2</td>
<td>2827</td>
<td>4.46 (2.14)</td>
<td>4.15 (2.52)</td>
<td>31.49</td>
<td>1.36</td>
<td>0.83 (0.82-0.84)</td>
<td>—(^{i})</td>
</tr>
<tr>
<td>AG neural network</td>
<td>Study 2</td>
<td>2827</td>
<td>4.24 (2.56)</td>
<td>4.15 (2.52)</td>
<td>29.00</td>
<td>1.42</td>
<td>0.84 (0.83-0.85)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>AG random forest</td>
<td>Study 2</td>
<td>2827</td>
<td>4.45 (2.1)</td>
<td>4.15 (2.52)</td>
<td>31.47</td>
<td>1.38</td>
<td>0.82 (0.81-0.84)</td>
<td>—(^{i})</td>
</tr>
<tr>
<td>FB gradient boost</td>
<td>Study 2</td>
<td>2818</td>
<td>4.11 (2.06)</td>
<td>4.13 (2.51)</td>
<td>34.38</td>
<td>1.66</td>
<td>0.74 (0.72-0.75)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>FB neural network</td>
<td>Study 2</td>
<td>2818</td>
<td>4.01 (2.04)</td>
<td>4.13 (2.51)</td>
<td>33.10</td>
<td>1.56</td>
<td>0.77 (0.75-0.78)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>FB random forest</td>
<td>Study 2</td>
<td>2818</td>
<td>4.21 (2.04)</td>
<td>4.13 (2.51)</td>
<td>33.79</td>
<td>1.62</td>
<td>0.75 (0.73-0.77)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>SWA gradient boost</td>
<td>Study 2</td>
<td>2859</td>
<td>4.15 (2.13)</td>
<td>4.14 (2.51)</td>
<td>24.90</td>
<td>1.25</td>
<td>0.86 (0.85-0.87)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>SWA neural network</td>
<td>Study 2</td>
<td>2859</td>
<td>3.94 (2.36)</td>
<td>4.14 (2.51)</td>
<td>25.65</td>
<td>1.25</td>
<td>0.87 (0.86-0.88)</td>
<td>Equivalent</td>
</tr>
<tr>
<td>SWA random forest</td>
<td>Study 2</td>
<td>2859</td>
<td>4.2 (2.13)</td>
<td>4.14 (2.51)</td>
<td>25.72</td>
<td>1.26</td>
<td>0.85 (0.84-0.86)</td>
<td>Equivalent</td>
</tr>
</tbody>
</table>

\(^{a}\)Minutes refers to the number of minutes the algorithms are validated on.

\(^{b}\)METs: metabolic equivalents.

\(^{c}\)MAPE: mean absolute percentage error.

\(^{d}\)RMSE: root mean square error.

\(^{e}\)CCC: concordance correlation coefficient CCC is presented with 95% CIs.

\(^{f}\)AG: ActiGraph.

\(^{g}\)Equivalent implies that the model is statistically equivalent to the criterion.

\(^{h}\)FB: Fitbit.

\(^{i}\)The model is not statistically equivalent to the criterion.

\(^{j}\)SWA: SenseWear.

Classification

Figure 4 presents the results of the LOSO classification experiments for all classification algorithms and the SenseWear manufacturer estimates. Classes were slightly imbalanced, approximately 19.4% sedentary activity, 22.4% light physical activity, and 58.2% MVPA with small differences between devices due to data availability. The highest accuracy for Fitbit models was the random forest (78.21%), for the ActiGraph models, the random forest achieved the highest accuracy (84.56%), and for the SenseWear models, the gradient boosting algorithm (85.49%) was the most accurate.

Multimedia Appendix 5 provides class-specific statistics for each model. Models tended to perform worse in light activity with F1 scores ranging from 0.20 (SenseWear neural network) to 0.66 (SenseWear gradient boost). In sedentary activities, the F1 score was improved with a range of 0.54 (Actigraph support vector machine) to 0.83 (four models). For MVPA, the F1 score ranged from 0.80 (Actigraph support vector machine) to 0.93 (three models).
Figure 4. A confusion matrix detailing the classification accuracies for each of the tested models. AG: ActiGraph; FB: Fitbit; SWA: SenseWear.

**Between-Study Predictions**

The between-study classification accuracies are listed in Table 5. In most cases, when study 1 served as the training data, lower accuracy was observed. When study 1 served as the training data, the accuracy ranged from 0.55 (ActiGraph support vector machine) to 0.80 (two models). When study 2 served as the training data, the accuracy ranged from 0.65 (ActiGraph support vector machine) to 0.79 (three models).
Table 5. Between-study classification results for each of the classification models.

<table>
<thead>
<tr>
<th>Training data and model</th>
<th>Accuracy</th>
<th>κ</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AG(^a) gradient boost</td>
<td>0.75</td>
<td>0.55</td>
</tr>
<tr>
<td>AG k-nearest neighbors</td>
<td>0.61</td>
<td>0.35</td>
</tr>
<tr>
<td>AG neural network</td>
<td>0.72</td>
<td>0.52</td>
</tr>
<tr>
<td>AG random forest</td>
<td>0.74</td>
<td>0.53</td>
</tr>
<tr>
<td>AG support vector machine</td>
<td>0.55</td>
<td>0.06</td>
</tr>
<tr>
<td>FB(^b) gradient boost</td>
<td>0.67</td>
<td>0.43</td>
</tr>
<tr>
<td>FB k-nearest neighbors</td>
<td>0.68</td>
<td>0.47</td>
</tr>
<tr>
<td>FB neural network</td>
<td>0.67</td>
<td>0.47</td>
</tr>
<tr>
<td>FB random forest</td>
<td>0.67</td>
<td>0.41</td>
</tr>
<tr>
<td>FB support vector machine</td>
<td>0.67</td>
<td>0.45</td>
</tr>
<tr>
<td>SWA(^c) gradient boost</td>
<td>0.80</td>
<td>0.67</td>
</tr>
<tr>
<td>SWA k-nearest neighbors</td>
<td>0.74</td>
<td>0.57</td>
</tr>
<tr>
<td>SWA neural network</td>
<td>0.79</td>
<td>0.66</td>
</tr>
<tr>
<td>SWA random forest</td>
<td>0.80</td>
<td>0.66</td>
</tr>
<tr>
<td>SWA support vector machine</td>
<td>0.68</td>
<td>0.43</td>
</tr>
<tr>
<td><strong>Study 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AG gradient boost</td>
<td>0.79</td>
<td>0.56</td>
</tr>
<tr>
<td>AG k-nearest neighbors</td>
<td>0.72</td>
<td>0.48</td>
</tr>
<tr>
<td>AG neural network</td>
<td>0.75</td>
<td>0.51</td>
</tr>
<tr>
<td>AG random forest</td>
<td>0.79</td>
<td>0.57</td>
</tr>
<tr>
<td>AG support vector machine</td>
<td>0.65</td>
<td>0.07</td>
</tr>
<tr>
<td>FB gradient boost</td>
<td>0.73</td>
<td>0.48</td>
</tr>
<tr>
<td>FB k-nearest neighbors</td>
<td>0.72</td>
<td>0.47</td>
</tr>
<tr>
<td>FB neural network</td>
<td>0.71</td>
<td>0.44</td>
</tr>
<tr>
<td>FB random forest</td>
<td>0.73</td>
<td>0.48</td>
</tr>
<tr>
<td>FB support vector machine</td>
<td>0.73</td>
<td>0.48</td>
</tr>
<tr>
<td>SWA gradient boost</td>
<td>0.78</td>
<td>0.57</td>
</tr>
<tr>
<td>SWA k-nearest neighbors</td>
<td>0.76</td>
<td>0.55</td>
</tr>
<tr>
<td>SWA neural network</td>
<td>0.76</td>
<td>0.55</td>
</tr>
<tr>
<td>SWA random forest</td>
<td>0.79</td>
<td>0.58</td>
</tr>
<tr>
<td>SWA support vector machine</td>
<td>0.78</td>
<td>0.55</td>
</tr>
</tbody>
</table>

\(^a\)AG: ActiGraph.  
\(^b\)FB: Fitbit.  
\(^c\)SWA: SenseWear.

Discussion

Principal Findings

This study aggregated two laboratory data sets to build on previous work demonstrating the potential for machine learning algorithms to produce accurate estimates of METs and intensity classes in a diverse set of activities and participants. In both regression and classification settings, we observed the smallest errors in energy expenditure predictions when applying tree-based algorithms (ie, random forest and gradient boosting) to SenseWear and ActiGraph outputs with the RMSE and classification errors generally being higher for Fitbit models. In almost all cases, the error was smaller than the SenseWear manufacturer estimates, and in out-of-sample generalizability experiments, we observed greater error and lower accuracy when compared with the LOSO validations. We believe that
this is the first study to classify the intensity of activity using machine learning algorithms in Fitbit devices. In Fitbit models, we demonstrated accuracies up to approximately 78% (κ=0.6), with superior performance observed for sedentary activity and MVPA classifications, but these were generally less accurate than ActiGraph and SenseWear models, where up to approximately 85% accuracy (κ=0.74) was achieved. Taken together, and if these results are verified in free-living, ecologically valid examples, these findings imply that highly accurate estimates of energy expenditure, sedentary activity, and MVPA behaviors can be estimated by the wearables tested here.

Algorithm Accuracy

We used neural networks, random forests, and gradient boosting in regression tasks. In previous studies, neural networks and random forests have been shown to be effective in modeling energy expenditure [8,9], and our results confirm this to an extent. The RMSE values observed in the trained models ranged from 0.91 METs to 1.45 METs, which improve upon the SenseWear manufacturer value of approximately 1.86 METs. However, when the average METs in this study were considered (approximately 4 METs), it was evident that the energy expenditure prediction could be further improved. It is noteworthy that neural networks resulted in the highest RMSE for all 3 devices and performed particularly poorly for Fitbit models. Similarly, Kate et al [38] showed that neural networks resulted in bias significantly different from 0, compared with bagged decision trees and numerous other algorithms, which were not statistically different. Despite the utility of deep neural networks to model highly nonlinear functions, in some use cases, the no free lunch theorems broadly state that there will not be an optimal algorithm for all tasks [17]. Indeed, for our data sets, tree-based ensemble models are generally superior for both learning tasks. It may be that a higher RMSE can be reduced by larger training sets [39].

We generated lagged accelerometer and heart rate variables for each model because the rate of energy expenditure depends on the rate of work in preceding minutes [27], and the relative importance of these metrics is evidenced in the variable importance analyses. Including time-lagged features allows for a clearer distinction between minutes that are relatively similar in their accelerometer pattern but differ in their measured energy expenditure, that is, sitting for a prolonged period versus sitting immediately after running. Transitional minutes were on average approximately 3 METs (largely attributable to the activity in the preceding minutes), compared with sedentary minutes, which averaged approximately 1.3 METs, yet the error statistics were generally comparable with those observed in sedentary minutes, indicating that algorithms could distinguish between those minutes. More advanced neural network architectures (ie, recurrent neural networks) [40] may further the ability of models to capture the temporal dependencies of energy expenditure.

Generalization

Although many studies have reported low errors when using machine learning approaches in the estimation of energy expenditure or classification of activity, external (out-of-sample) validations are rarer and the opportunity to identify cases of overfitting has been limited. Therefore, we used an out-of-sample validation between the two data sets. In all cases, we observed performance degradation when compared with the LOSO validations. Some of this reduction in accuracy is probably attributable to differences in protocols, activities, and participants, which means that algorithms do not have similar minutes on which to train. In addition, it is possible that the algorithms overfit the data. Overfitting occurs when a complex model learns the noise in the training data, which does not represent the true underlying function between the inputs and the output [41]. Previous studies have used out-of-sample validation or validation in free-living environments [10,42,43], and when compared with laboratory validations, errors may increase. Concerning the classification of physical activity intensity in multiple samples, a previous study reported reductions in out-of-sample accuracy relative to the within-sample validated models, in some algorithm and data set comparisons [44]. However, the machine learning models still outperformed the Euclidean norm minus one GGIR classification method in out-of-sample testing. In another comprehensive generalizability study, five lab-based heterogeneous data sets were used to predict exercise intensity. This study found that when models were applied to a different data set than those they were generated on, model accuracy decreased from 72-95% to 41-60% [18]. These drops are notably higher than those in this study, and this is probably attributable to the greater differences in the accelerometer models, wear position, and samples across the five data sets. However, caution must be exercised in a comparison between studies, as the balance of classes is likely to differ and therefore influence some evaluation metrics.

Classification

Our LOSO validations demonstrated a relatively high predictive accuracy (75-85%). However, research-grade device models (ActiGraph and SenseWear) were superior. Fitbit devices provide estimates of time in each category (ie, sedentary, light, and MVPA), but the criteria and algorithms remain proprietary. Feehan et al [45] compared estimates of time in intensities with devices such as ActiGraph and Actical, and concluded that more than 80% of studies reported errors >10% with mean differences ranging between 44% and 632% for estimations of activity above light intensity. Importantly, the devices used for comparison in many studies have varying cut points and are not necessarily gold standards. Our results indicate that the application of machine learning to intensity classification can refine the large errors observed in previous studies. Despite the promising results, we emphasize that laboratory studies have limited ecological validity, and future research should seek to address this. Whole-room indirect calorimetry would likely allow more realistic behaviors to be studied while providing a gold standard comparator.

Strengths and Limitations

A strength of this study is the aggregation of two data sets to provide a more comprehensive and variable data set on which to train models, although the measures (sensors and indirect calorimetry) were the same between studies. The tested cohorts differed demographically, and the protocols were heterogeneous,
which provides a good estimate of the applicability of the tested models. Combining data sets also leads to a larger number of participants (n=89), which is a larger sample size than much of the previous literature [7,9,10,44,46,47]. In general, an increase in training observations is considered a mechanism for enhancing performance [41], and the results of this study provide some evidence that this is the case in both commercial and research-grade accelerometers.

Another strength of this study is the testing of numerous algorithm and device combinations. A previous study developed a multilayer neural network that was trained on a wearable system including a vest for electrocardiogram measurements and 4 accelerometers (one on each wrist and thigh) [47]. Despite the small bias, this is unlikely to be a feasible means of assessing free-living energy balance behaviors. Participant discomfort and sensor removal present additional biases (ie, missing data), which may require additional modeling approaches to address [48-50]. The threshold of practicality varies depending on the size, duration, computational resources, and specific aims of the research study. Therefore, the development of three models with varying requirements is a central advantage of this study.

Testing both classification and regression algorithms in the same devices enhances the use of the results of this study. One area of future work is to explore combined classification and regression approaches, similar to the branched models of the Actiheart [51] or stacked ensemble approaches. This may be effective in producing refined estimates of total daily energy expenditure in free-living subjects, given that most of a day comprises resting or sedentary minutes and some of our models slightly overestimate sedentary activities, although depending on the classification or regression methods, this could incur additional computational costs when applying this to larger data sets. Future work in our lab will examine the application of such models to free-living environments against a doubly labeled water criterion.

A limitation of this study is the lack of a true testing set. Rather, we attempt to develop an unbiased estimate of the true test error by (1) testing on unseen participants and (2) testing on an unseen data set. In the former, the within-subject data are generally more correlated than the between-subject data, and this method represents the closest approximation of how such a model would perform in practice [8]. In the latter, this is extended so that the training and testing sets comprised different participants and protocols. Beyond these validation approaches, the ultimate test of the results presented here is a free-living validation for energy expenditure and intensity classes. The total daily energy expenditure can be validated using the doubly labeled water method over a 7- to 14-day period [52], and the results presented in this paper are part of a wider project in which we aim to validate model predictions in free-living. Although free-living validations are critical, the resolution required to evaluate activity-specific errors can only be obtained from indirect calorimetry. Regarding activity categories, no gold standard method exists to validate time in sedentary activity, light physical activity, and MVPA outside of a controlled environment, and the generalizability of classification models to free-living studies is somewhat uncertain. The authors have highlighted the limitations of accelerometer data collected within a laboratory [53,54]; the activities performed in a free-living environment are more diverse, which further necessitates the need for more naturalistic (ie, free-living) validation studies or at least validation studies conducted over several days using diverse activity protocols in a residential facility. Next, to replicate predictions made by the present algorithms in free-living subjects, measured RMR may be required, which increases the researcher and participant burden. A suitable alternative in the absence of measured RMR would be prediction equations derived from BMI, age, height, and gender, rather than assuming a resting value of 3.5 ml O₂/kg/min [55,56]. Finally, our use of the measured RMR to calculate METs may contribute to differences between the tested algorithms and the SenseWear manufacturer.

Conclusions
This study builds on previous work from our lab and others, demonstrating that machine learning techniques can be used to learn the complexities of human movement and physiological data in the study of human energy expenditure. Classification and regression errors were greater when comparisons were made between studies. Single-sample, cross-sectional studies generating energy expenditure models show acceptable accuracy; however, it is likely that these models are overfitted to a given sample, and thus, improving generalizability is essential. To extend the utility of energy expenditure estimates beyond lab conditions, more cross-testing between data sets is required, in addition to validation in free-living samples by doubly labeled water.
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Abbreviations

KNN: k-nearest neighbor
LOSO: leave-one-subject-out cross-validation
MAPE: mean absolute percentage error
MET: metabolic equivalent
MVPA: moderate-to-vigorous physical activity
RMR: resting metabolic rate
RMSE: root mean square error