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Abstract

Advances in mobile app technologies offer opportunities for researchers to feasibly collect a large amount of patient data that were previously inaccessible through traditional clinical research methods. Collection of data via mobile devices allows for several advantages, such as the ability to continuously gather data outside of research facilities and produce a greater quantity of data, making these data much more valuable to researchers. Health services research is increasingly incorporating mobile health (mHealth), but collecting these data in current research institutions is not without its challenges. Our paper uses a specific example to depict specific challenges of mHealth research and provides recommendations for investigators looking to incorporate digital app technologies and patient-collected digital data into their studies. Our experience describes how clinical researchers should be prepared to work with variable software and mobile app development timelines; research institutions that are interested in participating in mHealth research need to invest in supporting information technology infrastructures in order to be a part of the growing field of mHealth and gain access to valuable patient-collected data.

(JMIR Mhealth Uhealth 2022;10(4):e32244) doi:10.2196/32244
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Introduction

The rapid adoption of internet-connected digital devices is facilitating a change in how health care providers can monitor patient health. The proliferation of devices, such as cellular phones, tablet computers, and smartwatches, permits clinicians to gather data in ways that were previously impossible. Not only do these devices produce more data, but they also produce more useful data since they can be collected while patients are attending to their daily lives.

As more mobile technology and devices become available, health services research is also evolving [1,2]. Research on the delivery of health care no longer needs to restrict data collection to health care facilities or to the timing of clinical schedules. This proliferation of new research tools has also dramatically changed the roles and skills required of modern clinical and health services researchers. Such investigators must become accustomed to research with a substantial medical informatics component.

This paper describes the challenges that mobile health (mHealth) research can pose for clinical researchers, including unique issues with investigator roles, patients as researchers, data collection, data security, and data analysis.
security, contracting with app developers, and informatics infrastructure. We use the example of a specific research study to illustrate these challenges and provide recommendations.

The Rise of mHealth

Three technological trends have facilitated the shift toward mHealth: daily carry, reliable connectivity, and near-universal usage [3,4]. The consistent use of cell phones, tablets, and smartwatches by people throughout the day for web browsing, email, music, calls, and navigation means that these devices are in close proximity to potential research participants for most of the day. Thus, health care research can be conducted using data collected by these devices, no longer requiring patients to carry additional devices or modify their daily routines [5-8].

Predictable internet connectivity allows devices to automatically send patient data to health care providers and researchers without the need for patient intervention. This reduces the burden of participation for the patient, while permitting providers to review the data in preparation for the patient’s next scheduled appointment. Medical staff can also monitor the patient from afar and contact the patient for intervention if necessary.

The nearly universal use of internet-connected devices, especially cell phones, makes population-based data collection more feasible, which has important implications for health equity. Specifically, populations that have been left out of prior research may become more accessible. Finally, it also opens up possibilities for dissemination and implementation of interventions developed using mHealth, thus facilitating a wider experience of benefits at a lowered preparatory and operational cost.

WORDS: An Illustration

The Women and Oncologists Reaching Decisions about Surgery (WORDS) study sought to understand how women with breast cancer make decisions about surgery, and how they communicate with their clinicians about treatment options. Study participants recorded their conversations with surgical oncology, radiation oncology, and plastic surgery clinicians using RecorDr, a smartphone app we created. Because of the multiple patient-provider conversations across multiple locations that is typical in determining the optimal care plans for these patients [9], our patient-as-researcher method would be particularly valuable.

The primary outcomes of the WORDS study were (1) to develop and test a mobile app in a clinical setting for research and (2) to evaluate communication and decision-making about contralateral prophylactic mastectomy. The WORDS study had a total of 105 participants. A control group was not used.

The benefit of using our mobile app was that data collection would not need a research assistant at each appointment. In effect, the patients were deputized as research assistants, responsible for recording their encounters with physicians. They went through a brief orientation during their first visit to the cancer center, but then they could make additional recordings at other visits, which facilitated data collection at dates, times, and locations where the formal research team could not participate. The app also enabled patients to record conversations with family members if they chose to do so. Such broad data collection overcomes the prior obstacles of many communication studies, provides a more complete picture of the decision-making process, and increases the generalizability of research to nonacademic settings.

In order to deputize these patients and realize these benefits, our study required a substantial informatics component. However, most clinical and health services researchers do not have informatics expertise [10]. This highlights the importance of team science and collaborating with investigators who provide that expertise. Even then, the principal investigator (PI) must be familiar enough with the particular area to communicate effectively across the assembled disciplines, including software design, software development, data infrastructure, and data security.

Within our study there were three main teams: the clinical research team, the systems engineering team, and the information technology (IT) team. The PI was a decision scientist, health services researcher, and surgeon, with expertise in decision-making about breast cancer treatments. The clinical team provided the clinical context for the app design and oversaw the patient and clinician recruitment procedures. The engineering team oversaw the app design, app development, and data transfer procedures. The clinical team relied on the engineering team and the developer. The clinical and engineering teams entrusted the medical center’s IT department to develop the infrastructure and procedures for secure data transfer and storage.

Investigator Roles

As investigators begin to use new technological developments, they face a foundational choice between acquiring the new skills themselves or collaborating with a larger research team comprising experts in the required disciplines. In mHealth, the former option of learning about computer programming, mobile app development, and digital data storage is not highly feasible for most clinical researchers. The latter option, the more common choice and the hallmark of modern team-based science, requires research collaborators with the required expertise and willingness to collaborate. In the case of mHealth programs, collaborators often hail from such fields as engineering, computer science, and informatics. Clinical investigators doing this type of research, however, should acquire enough basic knowledge about app development and informatics to collaborate meaningfully with these parties.

We recommend that academic centers engaging in mHealth research have “common-pool” resources available for all researchers to use, such as in-house methodological consulting to aid in the development of practices and procedures for the use of mHealth technologies. The mHealth shared resource at the Stephenson Cancer Center at the University of Oklahoma is an example of a common-pool site that houses a variety of important mHealth technologies as well as connections to clinical informatics experts [11]. Additionally, short courses
for researchers on contracting and working with programmers would aid in the process.

Institutions with infrastructure to support mHealth research will reduce the amount of time spent by research teams figuring out who in the organization is properly positioned to offer the services needed, or at least to inform the team that those services could not be offered. Providing clarity to researchers regarding which support services are currently available and how to access them would increase the development and adoption of mHealth research tools. This would allow research teams to know early on whether a project is not feasible within the existing infrastructure, thus saving them time and resources. In our experience, although our research project was approved to take place at our institution, we only found out several months later that some of the necessary components of our study, such as a secure data storage system and developers who had familiarity with mobile app data security, were not readily available to our research team through our university. We then spent a significant amount of time looking into third parties who provided these services. We suggest that researchers familiarize themselves with the mHealth resources at their institutions and consider the availability of an internal mobile app developer who is familiar with mHealth research, a dedicated IT department that is familiar with the needs of mHealth researchers, and the mobile data security measures currently in place at the institution. A successful model offers these services at low or no cost to research teams. Universities that choose to invest in integrated clinical informatics centers will be better equipped to keep up with the fast-paced changes in mHealth. Researchers and researchers who inquire about these services will be better able to anticipate the logistics, hurdles, and feasibility of their mHealth projects.

Participants as Deputized Researchers: New Challenges

The involvement of research participants as data collectors creates new challenges. These new initiatives will generally have far less training than a typical research assistant, will not be under the employ of the research team, and will generally need some short- or long-term benefit for participating [12]. Usability issues regarding study tools that a typical research team could easily address can completely derail these new, decentralized teams. We conducted two rounds of informal, formative usability testing before our first app release, and we had to quickly revise the app after the first release after new usability issues were revealed. The team had to be constantly vigilant, as the participants would not necessarily signal when they could not or would not complete their tasks; instead, they often dropped out. We provided financial reimbursement to participants, but only at the point of enrollment rather than after each data collection point. We also provided a nonfinancial incentive to mitigate participant dropout, allowing participants to keep their recordings and including a bookmark feature. This feature enabled them to tap their screen whenever something occurred that they would want to refer to later. In this way, their work as a researcher was serving their needs as a patient.

We suggest that when conducting research that includes participants as data collectors, researchers should minimize the burden for participants. If feasible, researchers should schedule financial reimbursements after the completion of different stages of data collection (eg, after successful recording). Apps should be designed to provide a nonfinancial benefit to aid in participation and retention. Additionally, usability testing in focus groups that closely resemble the demographics of the target population of the study will reduce the need for large revisions after the release of the mobile app. Although comfort with mobile technology may vary across demographics, participants who use mobile internet data technologies will likely also be comfortable with using mobile technologies in mHealth studies [13]. Clinical researchers should also consider simulating the characteristics of the setting in which the app will be used and take into account factors such as time constraints of clinical schedules, participants being in an unfamiliar setting, and needing to connect to a different Wi-Fi network than usual. Teams should also be prepared to conduct usability testing in the actual study setting that is as similar as possible to the actual setting, such as in clinic and with actual patients who are receiving care rather than just with cancer survivors who have completed treatment or healthy volunteers. Additionally, researchers should touch base with participants throughout the project to get feedback about which technological processes are working and which are problematic, so that problems can be addressed in real time. We tracked participant uploading of recordings to the server, and we suggest such monitoring after the launch of the app in order to incorporate an automatic notification system to assess for usability issues. Such feedback could be obtained via targeted inquiries in the app itself, using metrics such as number of data files received, and less time spent on the app. The app itself could then target users who may be using the app less frequently or are encountering usability problems. Other feedback options include surveys, phone calls, or in-person inquiries by on-site research personnel. However, such approaches add burden to study participants, when a major goal of mHealth research is to minimize participant burden and research staff involvement.

Data Security in mHealth

Overview

As mHealth grows, researchers will have to navigate data security concerns for more types of data and a wider range of situations. Since there are few industry-wide standards, each project and institution may need to develop its own approach.

The Health Insurance Portability and Accountability Act

Questions are arising about what constitutes protected health information (PHI) under the Health Insurance Portability and Accountability Act. Initially, the Institutional Review Board (IRB) approved our study as not involving PHI. They considered the voice recordings not identifiable. Thus, we considered commercially available data storage options, such as Amazon Web Services (AWS) and Dropbox, as well as university-managed options, such as Enterprise Box and the internally owned and operated medical center storage server.

https://mhealth.jmir.org/2022/4/e32244
After taking into consideration cost, reliability, and security, we selected Enterprise Box, which was already implemented in our university and medical center. However, while the project was underway, the university and medical center security offices changed their interpretation of the institutional data classification standards, deeming voice data as PHI.

This change, coupled with security concerns of nonuniversity devices (ie, the mobile devices of our patients), meant that a wholly new data storage solution had to be designed and implemented. The solution consisted of a new secure medical center server for storage and secure file transfer protocol (SFTP) for data transfer from the app to the server. Setting up the server and SFTP involved a partnership between our team, the medical center IT department, and the university and medical center security office. Each of these steps, including evaluating the problem (ie, audio recordings as PHI), identifying solutions (ie, server and SFTP), and implementing the solution (ie, setup of the server and SFTP) took several months, with the final implementation completed 1 year after the storage problem was identified.

Ultimately, three important data management lessons emerged regarding data transfer, data storage, and participant data security.

**Data Transfer**

Data collected on a mobile app need to be vetted before being transferred to an institutional server. Additionally, data collected on personal patient devices need to be screened, since the recordings are made outside the jurisdiction of the medical center. We sent all files from mobile devices by SFTP to a server environment controlled by our institution but outside of the firewall (ie, a DMZ [demilitarized zone] network), removing the ability of malicious files or actors to infiltrate the secured institutional network. Only specific processes on specific ports within the secured network were allowed access to the file system in the DMZ network. These processes periodically moved the patient conversation audio files between the DMZ network and the secured network.

**Data Storage**

When selecting a modality for PHI storage, researchers need to consider the security level of their storage system. Commercially available storage options, such as AWS, Dropbox, and Box, may not meet the institutional or regulatory security standards to house PHI; thus, other options need to be used. As new forms of patient data continue to emerge, institutional classifications of these new data may not yet be determined at academic centers. We recommend that teams encountering similar uncertainty regarding patient data classification handle patient data as PHI to prevent the need to change security standards after projects are active.

**Participant Data Security**

By collecting data on portable, user-controlled devices, the data are only as secure as the device itself. Recording data are vulnerable since patients have all their recordings on their smartphones. If a patient loses their phone, recordings could be accessed by others. Researchers should be prepared to train patients in security hygiene, such as making sure mobile devices are password protected and being aware of where they leave their devices. Additional considerations to minimize privacy and security threats include training participants to be familiar with the type of data being collected and the use of the collected data. Patients should also be reminded to prohibit data access over unsecure Wi-Fi networks or hot spots [14]. Although researchers can take these precautions, a data breach on the patient’s personal device remains a risk, over which investigators have limited control.

**Contracting With an Independent App Developer**

Much of mHealth research requires coordination between the core research team and an app developer. Most app developers are accustomed to creating apps on a contractual basis for monetary compensation and not necessarily for research. They may be unfamiliar with the flow and pace of clinical research and the importance of flexibility, especially when working with a protocol office, IRB, or medical center information security team. App development for clinical research requires stringent data security and privacy provisions to ensure that patient data are protected. We identified a professional developer through our professional network and negotiated a contract based on what we thought would be needed. However, requirements of the medical center IT department and the IRB required multiple changes and increasing complexity to the app. We found that our first developer was not accustomed to this level of complexity and could not accommodate multiple changes. We changed developers, which resulted in delays associated with hiring and onboarding a new developer. Our second developer tried to build off of the existing app for several months but eventually concluded that building from scratch would be more effective. The second developer was a computer science student who had the necessary skills and flexibility for the project.

We recommend that institutions have their own app developers with mHealth research experience, and that they create infrastructure to support hiring of external app developers when needed. The mHealth center at the University of Pennsylvania offers such support by searching for and preapproving app developers on behalf of research teams qualified to take on clinical projects with a strong informatics component. This saves the research team valuable time and resources [15]. When selecting a mobile app developer, researchers should seek those with experience related to research and implementation, as opposed to creating proofs of concept or demos only. For future studies, our goal is to design a team that is composed of specialists in app development, user interface and user experience design, and security. While it would be preferable for the developer to have, or be trained to have, sufficient understanding of security and other relevant areas, this may be difficult to find. Instead, we suggest looking for developers with experience building iOS and Android natively, as opposed to using libraries’ cross-platform software. They will be more likely to be able to create apps that are fit to transfer large data files quickly and securely. Additionally, it is crucial to make clear the scale of the app and the expectation for the end product.
We also recommend that investigators consider the levels of expertise, skill, and flexibility over the level of formal education.

**Conducting Research Within an Evolving IT Infrastructure**

mHealth research may require working within an IT infrastructure that was not designed to support research. At many medical centers, IT staff members are more familiar with the clinical operational IT needs of the medical center, rather than with informatics research. Medical center IT departments may assign research projects lower priority than urgent, daily clinical IT needs. For our study, our institution did not have a standardized protocol for informatics research at the time. We were not assigned one person from the IT department to be dedicated to our project, leaving no clear point of contact or consistent approach to making progress. For example, when we sought to develop a firewalled storage solution for our data, we had challenges in clearly communicating this need and determining which types of expertise were required. We depended on our IT collaborators to identify the right types of expertise required. However, they were not necessarily familiar with the urgency of the project, which was related to the award period of the study’s funding; the usability of the mobile app in the clinic; or security issues for audio PHI from patient mobile devices.

Currently, many universities do not have the resources and infrastructure necessary to keep up with the demand for informatics integration into clinical research [16,17]. We contacted multiple institutions and found only a few that had mHealth-related development cores. Most institutions reported that they rely on medical center IT and IT security to help with server-side issues and contract out software development to third-party companies. However, informatics plays an integral part in advancing modern research, and its contribution will only grow in the future. Retail and service-oriented industries are using smartphones and other technology to tailor their products and accessibility to their customers. Similarly, technology could be leveraged to not only gather data from patients but empower patients to be data collectors in their own right, thereby potentially enhancing their experience in health care settings while also improving the quality of the data received.

We recommend that institutions develop informatics infrastructure specific to mHealth research. This would include technologies such as on-site mHealth experts and support personnel, standardized mHealth procedures, and improved data security infrastructure. A designated department should be established for mHealth and IT-dependent research that is distinct from IT for the clinical enterprise. A designated department will streamline projects by housing all mobile app research experts in one place and benefit from lessons learned across projects. Our institution now has a research IT department, which is developing infrastructure and standardized procedures. The University of North Carolina at Chapel Hill has the Connected Health for Applications and Interventions Core, which serves as a centralized support center for investigators seeking to incorporate mobile technology, user inquiry, and graphic design into their research [18]. Similarly, Duke University’s Mobile App Gateway is a “one-stop shop” for assistance in the development of research-focused mobile apps [19]. It offers assistance with locating and contacting the appropriate IT staff, support with external vendors, contracting, and preapproved app-related language for IRB submissions [19]. It offers introductory design training workshops for researchers interested in using mHealth technologies, but who do not have a background in digital design.

**Interactions in a Complex System**

As with many large research projects, attempting to explore the larger project process through deconstructive processes (ie, considering each module separately) overlooks the big-picture interactions between the different work processes. Within our project, four principal subprocesses existed: the clinical research, the IRB, the app development, and informatics. The tight coupling of these four processes created conditions where an inability to complete one step became a rate-limiting factor for progress in other parts of the project, even in workflows that seemed unrelated (Figure 1). For example, changes in the data storage structure in the informatics workflow necessitated additional consultations with the IRB. The IRB process had to be completed before the clinical workflow could proceed. Likewise, difficulties with getting the research software installed on patient phones, due to a Wi-Fi configuration issue, required changes to the underlying software and a subsequent change to the informatics workflow.
Conclusions

The use of mHealth tools for scaling up health care research brings together new stakeholder groups, including IT teams and patients, which creates new opportunities. Like any novel research method, the use of mHealth for data collection carries a unique set of challenges for PIs who are used to traditional clinical research. The differences in pacing and work tempes between clinical research and software-driven, patient-participatory research are initially unexpected and have to be adjusted for. When combined with the variable pacing of software development, researchers should be prepared to devote additional time and energy to coordinating both the internal and external members of the research team. This time and energy will likely prove to be good investments, as mHealth techniques will likely gain prominence in the research community since they allow the clinical research community to collect valuable data in new ways. Unfortunately, the same unique qualities that allow mHealth technology to collect new types of data require adjustment in supporting infrastructures as well. While some institutions have pioneered new methods of supporting this work, many seem either unaware of new needs or unable to provide mHealth research support. Ultimately, mHealth will benefit clinical research by providing us the opportunities to gain insights into how patients actually live their lives, allowing us to create treatment strategies that work with, not against, patient lifestyles.
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Wearables in Schizophrenia: Update on Current and Future Clinical Applications
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Abstract

Schizophrenia affects 1% of the world population and is associated with a reduction in life expectancy of 20 years [1]. The increasing prevalence of both consumer technology and clinical-grade wearable technology offers new metrics to guide clinical decision-making remotely and in real time. Herein, recent literature is reviewed to determine the potential utility of wearables in schizophrenia, including their utility in diagnosis, first-episode psychosis, and relapse prevention and their acceptability to patients. Several studies have further confirmed the validity of various devices in their ability to track sleep—an especially useful metric in schizophrenia, as sleep disturbances may be predictive of disease onset or the acute worsening of psychotic symptoms. Through machine learning, wearable-obtained heart rate and motor activity were used to differentiate between controls and patients with schizophrenia. Wearables can capture the autonomic dysregulation that has been detected when patients are actively experiencing paranoia, hallucinations, or delusions. Multiple platforms are currently being researched, such as Health Outcomes Through Positive Engagement and Self-Empowerment, Mobile Therapeutic Attention for Treatment-Resistant Schizophrenia, and Sleepsight, that may ultimately link patient data to clinicians. The future is bright for wearables in schizophrenia, as the recent literature exemplifies their potential to offer real-time insights to guide diagnosis and management.

(JMIR Mhealth Uhealth 2022;10(4):e35600) doi:10.2196/35600
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Introduction

Schizophrenia affects 1% of the world population and is associated with a reduction in life expectancy of 20 years [1]. The increasing prevalence of both consumer technology and clinical-grade wearable technology offers new metrics to guide clinical decision-making remotely and in real time [2-4]. These include standard measures, such as step count and sleep duration, but can expand through smartphone integration to include social activity, ambient light and noise sensing for sleep environment analysis, and others that will be discussed in this paper. Conversely, an increased amount of metrics can also be considered a disadvantage due to the challenge of translating the massive quantity of data generated from wearable devices into clinically relevant information. The solution for this may be using machine learning algorithms that are trained to identify pattern signatures and associate them with various clinical states, such as the onset of a manic or depressive episode.

The aim of this study is to review the recent literature on wearables and their potential clinical utility in schizophrenia, including their utility in first-episode psychosis (FEP) and diagnosis, relapse prevention, and patient safety. A literature search on PubMed was conducted for “((wearable) OR (smartwatch)) AND ((psychosis) OR (schizophrenia))” from 2018 to present. This time frame was selected because it allowed this paper to bridge the gap between prior systematic reviews and the most recent literature. Of the resulting 38 articles, 16 were either out of the scope of or not relevant to this paper. Thus, 22 of the 38 articles are presented in the context of the prior research they build upon, followed by a discussion on the future directions of this promising field.
**Ethical Considerations**

In consideration of the vulnerable individuals with schizophrenia and the profoundly personal data being obtained, it is necessary to prioritize ethical principles in all related research [3,6]. Chivilgina et al [1] highlight the most urgent concerns, such as data confidentiality, the lack of clear safety standards, and insufficient evidence on the impact of wearable technology on self-perception. Establishing ethical guidelines for digital technology use among psychiatric patients, particularly for the continuous, unobtrusive, passive data collection performed by wearables, is a basic prerequisite for patient protection.

Recent studies have evaluated the perceptions of the psychiatric patient population toward wearable devices. Dewa et al [7] found that young people with a psychiatric history had a positive perception of wearables and the expectation that continuous detection should result in immediate responses. Specifically in schizophrenia, wearables were found to be acceptable by patients and did not induce any significant paranoia [8].

**Validity**

Before wearables can have a significant clinical role, their measurements must first be validated. One obstacle is the wide variation in the devices used by researchers, as some studies use consumer products, such as the Fitbit (Fitbit LLC), while others opt for more standardized actigraphy measures that can offer increased accuracy at the cost of user convenience. Validating these methods specifically for sleep has been a recent focus in the literature, and the results are encouraging for most devices.

Several studies aimed to validate the sleep metrics of consumer devices, as wearables would be able to track sleep with minimal disturbance relative to polysomnography. Rookham et al [9] compared the Apple Watch (Apple Inc) to the clinically validated Philips Actiwatch Spectrum Pro (Koninklijke Philips NV) in 14 healthy adults. The study determined that the Apple Watch has an accuracy of 97% and sensitivity of 99% in identifying sleep, as well as a 79% specificity in detecting wakefulness. The watch tended to underestimate wakefulness after sleep onset by 5.74 minutes and overestimate total sleep time by 6.31 minutes. These results suggest that the Apple Watch is similar, in terms of sleep tracking capability, to the Philips actigraphy device, though future studies should include comparisons with the gold standard—polysomnography.

A 2021 article by Stucky et al [10] sought to validate the Fitbit Charge 2 (Fitbit LLC) against at-home polysomnography in 59 shift workers (police officers and paramedics). The Fitbit was found to overestimate rapid eye movement sleep latency by 29.4 minutes and wakefulness after sleep onset by 37.1 minutes. In addition, the Fitbit heart rate monitor showed limitations in detecting sudden heart rate changes due to decreased time resolution (ie, a decreased rate of gathering sleep data) when compared to polysomnography. The distribution of sleep episode durations was also different from the polysomnography results, and there were inaccuracies in sleep staging. These errors may have been due to the Fitbit proprietary algorithm, and they could be alleviated by having access to raw data that can be processed through open-source algorithms. Nonetheless, the study shows that the Fitbit can obtain reasonably accurate estimates of sleep and heart rate data.

These studies support prior literature that first demonstrated a lack of reliability with wearables, especially in the overestimation or underestimation of total sleep time and total wake time [11]. However, it was thought that these reliability issues may be partially due to the power of the studies, as they typically had less than 20 participants. Although the Stucky et al [10] study had 59 participants, sample sizes were otherwise consistently small across newer articles as well. Standardization and platforms for sharing data among researchers may have a role in solving this issue, and these will be detailed in further sections.

**Wearables in Schizophrenia Care**

**Diagnosis and FEP**

There is a bias in the literature toward feasibility studies and symptom monitoring rather than diagnosis or FEP identification [11,12]. This is likely because the process of psychiatric diagnosis typically involves an extended patient history, medication review, laboratory tests, and a period of behavioral observation [13]. However, although the use of wearables cannot replace the diagnostic process, real-time data have already proven to be promising in identifying physiological changes from baseline. Cella et al [14] studied 15 participants with FEP who wore a wrist wearable that recorded heart rate variability and electrodermal activity as proxies for distress. Participants also completed symptom self-assessments through a mobile phone app. The results showed that when distressing hallucinations and delusions were reported, electrodermal activity also significantly increased. Similarly, Schlier et al [15] found that when patients with schizophrenia were actively experiencing paranoia, alterations in the autonomic stress responses detected by wearables persisted until the paranoia subsided. No effects were found when patients reported hallucinations or intrusive thoughts. These results illustrate that the real-time detection of autonomic dysregulation may result in the earlier detection of psychiatric distress, which in turn may lead to having the clinical workup required for a diagnosis [15,16].

Additional advances are evident in a study by Reinertsen et al [17], in which changes in heart rate and locomotor activity were measured through a wearable patch in 16 patients with schizophrenia and 19 healthy controls. These patches measured signal complexity and interactions over time before the data were ultimately processed through a machine learning algorithm that allowed for perfect discrimination between controls and patients with schizophrenia.

Chen et al [18] used a novel privacy-preserving approach to using ambient noise levels as a measure of sociability. Wrist-worn audio bands recorded ambient noise over 1 week and classified signals based on the detected number of simultaneous speakers—a proxy for sociability. No speech content was analyzed to further protect privacy. Of 32 people,
there were 8 outpatients with schizophrenia or schizoaffective disorders, 11 outpatients with major depressive disorder without psychotic features, and 13 controls. The resulting social ambience measure (SAM) allowed healthy controls to be distinguished from individuals with depressive or psychotic disorders, who spent more time in isolation with corresponding lower levels of social ambience. Participants had also completed the Patient Health Questionnaire-9 and Generalized Anxiety Disorder-7 forms prior to study enrollment, and the severity of depressive and anxiety symptoms corresponded with the SAM as well. Although the sample size and duration of the study were small, the feasibility of the SAM as an objective measure of sociability was clear. Immediate identification allows for timely interventions and dynamic reassessments, and the SAM may potentially detect behavioral precursors of FEP or depressive episodes.

Wearable actigraphy data processed through a machine learning algorithm using slope entropy was shown to be capable of significantly differentiating among depression, mania, and remission in patients with bipolar disorder [19]. The concept of slope entropy is significantly outside the scope of this article, but the ability to use wearable data to distinguish these states holds promise for the identification of prodromal patterns in the future. With 1 in 5 people owning a smartwatch in the United States, the identification of significant changes from baseline, such as insomnia or autonomic dysregulation, may be performed unobtrusively [20]. Some studies suggest that patients with schizophrenia tend to report sleep abnormalities prior to disease onset, and wearable data may one day alert clinicians of patients who warrant further psychiatric investigation [21].

**Management**

Wearable data have the potential to be useful in guiding psychiatric management, particularly in the detection of relapse, which 80% of patients with schizophrenia are likely to encounter at least once within 5 years of FEP [22]. Lahti et al [23] provided 40 people with schizophrenia a wearable device to track activity levels and sleep and correlated these data with the severity of clinical symptoms, which was measured by scoring systems, such as the Positive and Negative Syndrome Scale (PANSS). The study was limited in terms of its results on relapse predictive value due to only 1 patient experiencing relapse. The authors stated that the relapse rate in the study was lower than a clinic’s relapse rate and was maybe affected by a selection bias, as less stable patients may have refused to participate in the study. Nevertheless, the study demonstrates the feasibility and acceptability of using wearables to monitor patients with schizophrenia.

Currently underway is a similar study of 100 individuals with schizophrenia spectrum disorders who were each given a Fitbit Charge 3 (Fitbit LLC) and smartphone for free to track multiple metrics over 1 year. These metrics include sleep, physical activity, ambient light, and finger taps [24]. This appears to be the first use of a finger tap metric in schizophrenia, though typing on a keyboard has been studied previously as a proxy for cognition in patients with bipolar disorder. Decreased accuracy in finger taps may represent impaired concentration during a depressed state [25]. The finger tap metric pairs well with the small screens of wearables and is an interesting measure for assessing cognitive deficits and depressed states in patients with schizophrenia.

The study uses a digital phenotype platform called Health Outcomes Through Positive Engagement and Self-Empowerment (HOPES) that is based on the open-source Beiwe platform but includes smartphone data in addition to wearable devices. Previous research on the Beiwe platform showed that its detection rate for behavioral anomalies in the 2 weeks preceding a relapse was 71% higher than that in other time periods [26,27]. The first phase of HOPES entails observing participant behavior with the primary goal of developing machine learning algorithms that can predict relapse or readmission within 6 months. The second phase will include sending timely interventions in response to recognized pattern signatures, such as early warnings of relapse that may give participants the time to take steps toward preventing relapse [24,28]. Preliminary data from the wrist wearables of 21 patients over 1 week have been published and align with past correlations with PANSS scores, though these data are limited by the short time frame [29]. Once completed, the study will likely build upon its predecessor’s ability to detect relapse while testing the efficacy of wearable-based interventions based on real-time data.

Other platforms are being studied as well, such as Mobile Therapeutic Attention for Treatment-Resistant Schizophrenia (m-RESIST)—a project that is currently testing the feasibility of its platform, wearable, and smartphone app combination [12,30]. Likewise, the Sleepsight platform was used with wearable sleep and activity data from 15 people with schizophrenia living in their homes. The protocol was demonstrated to be a feasible operation that was acceptable by patients [8].

Wearables offer the same mainstream health and fitness benefits to patients with schizophrenia. Bueno-Antequera et al [31] gave 82 outpatients with schizophrenia an armband sensor for 1 week to measure sedentary behavior and estimate cardiorespiratory fitness based on a 6-minute walking test. The results showed consistent relationships among sedentary behavior, increased BMI, and reduced cardiorespiratory fitness. These relationships remained significant even when controlling for age, symptom severity, and antipsychotic medication. Further, a clinical trial is currently testing wearables as part of 2 lifestyle interventions for young adults who are considered overweight or obese based on their BMIs and have a diagnosis of schizophrenia, schizoaffective disorder, bipolar disorder, or major depressive disorder [32]. The trial is expected to be completed by May 2022 and is likely to shed more light on the potential of wearables to address the lifestyle-related health issues of patients with psychiatric illness [33].

**Future Directions**

Wearables and machine learning have already made extensive progress, as the previously mentioned studies indicate, but several changes have been proposed to streamline the path for future research. For instance, the World Health Organization has published the Mobile Health Evaluation, Reporting and Assessment (mERA) checklist, which highlights 16 criteria to...
guide experimental design and study interpretation, including user feedback, accessibility, replicability (requiring open-source code), scalability, cost assessment, and data security [34]. A surprising number of studies do not meet these criteria, and only 4 of 11 studies on mobile health and smartphone apps for schizophrenia reported on data security in a 2017 review [35]. The universal adoption of these guidelines may also make it possible for a database to be generated that would allow researchers to input and sort all contributed data by device type or patient population. By pooling data, the rate of reliability issues can be reduced and statistical power can be increased to overcome the common issue of having a small sample size.

Numerous studies have evaluated the validity and feasibility of wearables in psychiatric populations, but 2 adaptations may be beneficial for future research. First, there is variation among studies in what technology an investigated wearable is validated against, whether it be an actigraphy watch or the gold standard—polysomnography [9,10]. Although initial validations against other devices are more accessible for researchers and convenient for patients, especially in early research, studies have overall confirmed the validity of such wearables in these contexts. Thus, future validity studies should aim for comparisons between wearable technology and gold standards when possible.

As mentioned before, there is an abundance of validity, feasibility, and acceptability studies in the literature, as is characteristic of early research. Multiple consumer and clinical-grade devices have been successfully validated against each other as well as the gold standard, and studies can now shift toward an increasingly clinical emphasis. A 2019 review of smartphone sleep tracking in psychiatric populations showed that very few studies reported on improvements in sleep or mental health outcomes. Aledavood et al. [36] recommended a patient-centered approach that prioritizes metrics, such as improving adherence, predicting risk and relapse, and determining whether these advances result in meaningful benefits for patients [36]. This approach shares similarities with the mERA checklist.

Lastly, there are tablet-based tests that are already in clinical use, such as the Cambridge Neuropsychological Test Battery for identifying cognitive deficits and the Brief Assessment of Cognition in Schizophrenia, which can differentiate patients with severe mental illness from controls. The CogniSense app (Quest Diagnostics Incorporates) is likewise designed for tablets and has shown diagnostic rates that are equal to or higher than those of the Mini-Mental State Exam and the Mini-Cog Exam for cognitive impairment. Researchers, clinicians, and patients would all benefit if these exams were tailored to the small screen of the typical wearable [13,37]. Even if it were necessary to use condensed versions of these assessments, a wearable may still provide insights and improve patient participation through accessible reminders and the convenient completion of assessments from one’s wrist. The results could then be sent to clinicians or researchers as a readout of all metrics at the time of the assessment.

Conclusions

Wearables in schizophrenia have made incredible progress in just the past 3 years. The foundation for wearables was further established by studies supporting the validity of various devices in their ability to track sleep, which is especially useful in schizophrenia, as sleep disturbances may be predictive of disease onset or the acute worsening of psychotic symptoms. Through machine learning, an analysis of heart rate and motor activity can be conducted to differentiate between controls and patients with schizophrenia. These and other metrics capture the autonomic dysregulation detected when patients are actively experiencing paranoia, hallucinations, or delusions. Several platforms that are currently being tested, such as HOPES, m-RESIST, and Sleepsight, may ultimately link wearable-derived patient data to clinicians. The future is bright for wearables in schizophrenia, as the recent literature exemplifies their potential to offer real-time insights to guide diagnosis and management.
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Abstract

Digital health technologies, such as smartphones and wearable devices, promise to revolutionize disease prevention, detection, and treatment. Recently, there has been a surge of digital health studies where data are collected through a bring-your-own-device (BYOD) approach, in which participants who already own a specific technology may voluntarily sign up for the study and provide their digital health data. BYOD study design accelerates the collection of data from a larger number of participants than cohort design; this is possible because researchers are not limited in the study population size based on the number of devices afforded by their budget or the number of people familiar with the technology. However, the BYOD study design may not support the collection of data from a representative random sample of the target population where digital health technologies are intended to be deployed. This may result in biased study results and biased downstream technology development, as has occurred in other fields. In this viewpoint paper, we describe demographic imbalances discovered in existing BYOD studies, including our own, and we propose the Demographic Improvement Guideline to address these imbalances.
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Introduction

Digital health tools, including mobile health (mHealth) and wearable devices, can provide researchers with high-frequency data that are more representative of a person’s health state during their daily life than what can be collected in a clinical setting [1,2]. The enormous benefits of acquiring data outside of the clinic have led researchers to adopt new study designs to incorporate digital health data collection tools. Digital biomarkers constitute a type of biomarker that is developed from digitally collected data, such as wearable devices and smartphones, to evaluate functions and processes in the body and that can typically be recorded outside of a lab setting to provide continuous and more holistic information [3]. In
particular, the bring-your-own-device (BYOD) study design has become increasingly popular because it gives researchers the ability to collect large-scale data at a low cost from participants who already own personal electronic devices, such as smartphones and wearable devices. During the COVID-19 pandemic, there has been growing interest in using digital health data to track illness, either for COVID-19 detection or to support telemedicine [4-6]. To process all this data, artificial intelligence algorithms, specifically machine learning algorithms, are being developed to detect health conditions by learning from previously collected data.

Machine learning algorithms rely on data to train models; they are susceptible to biases that result in poor predictions for segments of the population if the training data are not representative of the population where the model is intended to be used [7]. Therefore, one key aspect of machine learning is the data collection process, whereby researchers identify the target population and select a representative, random sample of the population from which to collect unbiased data [8]. BYOD studies are particularly susceptible to bias in the data collection process because the recruitment pool is limited to people who already own a device, and this population is generally not the only one where the tools are ultimately intended to be used in practice. In BYOD studies, a nonrepresentative study population excludes key socioeconomic and physiologic circumstances that can covary with race, ethnicity, or both. For example, disease prevalence and pathophysiology often vary by race and ethnicity (eg, COVID-19 infection and mortality rates [9-11], manifestation of metabolic disease [12-14], cardiovascular disease [15,16], and sleep irregularities [17,18]), which can result in differences in how the newly developed technologies will perform. As a specific example, optical sensors to measure blood oxygen saturation may fail in people with more melanin and for people with the sickle cell trait [19-21], both characteristics common in Black populations, for two completely separate reasons. To address such problems, representative digital health data are needed for building generalizable machine learning models that are as accurate under deployment as they are in the initial testing phase. Like other fields that have discovered that bias in data used to train models has led to biased predictions, we fear that digital health will face similar challenges if the bias inherent in BYOD studies is left unaddressed [22,23].

In this viewpoint paper, we seek to raise awareness of demographic imbalances in several BYOD studies and propose a guideline based on our own BYOD case study to directly improve the demographic balance of BYOD digital health studies.

**Demographic Imbalances in Existing BYOD Studies**

BYOD is a term used to describe studies in which participants contribute data from self-owned personal electronic devices. We collected a sample of BYOD studies using multiple search terms on PubMed and Web of Science, including “bring your own device,” “(consumer) wearable device study,” “remote mobile study,” and “mHealth,” and performed manual review and filtering, which generated 15 relevant studies. Although we note that this is not a systematic approach to compiling all published BYOD studies, and we acknowledge the potential to overlook studies that have successfully recruited a representative study population, here we demonstrate that many existing BYOD studies have gender and race imbalances when compared to the broader US demographic profile. Of the 15 studies identified, 4 (27%) did not report any demographics on ethnicity or race, and none of the remaining 11 (73%) studies achieved participant demographic proportions representative of the overall US demographic profile (Multimedia Appendix 1).

One of the most pre-eminent BYOD studies was a substudy of the All of Us research initiative [24] by the US National Institutes of Health (NIH). In that substudy, wearable device data were collected from participants who owned Fitbit devices between 2008 and 2019 and who consented to share their data. More than 80% of participants in the overarching All of Us study were from historically underrepresented groups in biomedical research. As a strong juxtaposition, 70% of the participants in the All of Us BYOD substudy identified as White non-Hispanic, while only 4% and 3% identified as Black and Asian, respectively (Figure 1 and Multimedia Appendix 2). The ethnicity distribution in the All of Us study tells a similar story, with over 90% of the participants identifying as non-Hispanic or non-Latino, and only 6% identifying as Hispanic or Latino. Even in this diverse, large-scale study that had specifically targeted recruitment toward underrepresented groups, equitable demographic representation was limited by the BYOD study design.

Similar to other BYOD studies, we discovered demographic imbalances in our own CovIdentify study (Multimedia Appendices 3 and 4). The unique circumstances of the evolving COVID-19 pandemic led to a rapid launch of our study, where we aimed to develop an intelligent testing strategy using digital biomarkers extracted from personally owned commercial wearable devices under resource-constrained conditions (limited testing, rural areas, etc.). However, after our rapid study launch, we found that the communities most vulnerable to COVID-19 [9,25] were not well-represented in our study.

To mitigate this demographic imbalance and to ensure the inclusion of participants from underserved communities, we developed the Demographic Improvement Guideline and correspondingly altered our recruitment process. Although we developed this guideline retrospectively after the discovery of demographic imbalances in our study, we are calling for future research to take proactive measures during the BYOD study design as well as responsive measures during participant recruitment and retention efforts. Many BYOD studies acknowledge demographic imbalance as a limitation, and we believe a concerted effort is needed to enact change to reduce bias in digital health data used in research.
Demographic Improvement Guideline

Overview

The goal of BYOD studies is to develop new device-based technologies and interventions to improve the health or well-being of populations. In order for these interventions to be fit for purpose, the research and development should include the populations where the technologies will ultimately be used, or their exclusion should be well-justified and should not introduce bias or harm. There may be cases where demographic imbalances (ie, sampling bias) would not be problematic in a BYOD study, for example, if both of the following conditions apply: (1) the manifestation of the disease as measured by the wearable device does not differ across race, ethnicity, or age and (2) the technology works the same for all people across the entire population. In such cases, the researcher would not need to focus efforts and resources on obtaining a representative demographic distribution in the study population.

However, it is known that (1) most diseases do not manifest in the same way across different demographics and (2) smart devices do not work equally well or are not equally accessible across all demographics. As such, we cannot conclude that a biased sampling strategy is generally an appropriate choice. There will certainly be exceptions where the study population is appropriately focused on a certain group (eg, only including females in pregnancy-related studies), which can be achieved by applying inclusion and exclusion criteria for study participation. In this case, before a biased sampling strategy is chosen, the researcher is obligated to prove the null hypothesis for differences in disease manifestation and device function between the biased sample and the population where the technology is intended to be used. We purport that this step is often an even larger barrier than designing an equitably sampled study population. Next, we describe two concrete examples of times when equitable sampling was not prioritized and resulted in incorrect study conclusions.

The first condition for considering sampling bias is when domain knowledge from a field gives a priori indication that disease prevalence and pathophysiology may vary by race, ethnicity, or both, for example, COVID-19 infection and mortality rates, metabolic disease, cardiovascular disease, and sleep disturbances, among others [9-18]. Coronary artery disease is a historical example of the unintended and harmful effects that biased study populations can have on study conclusions: most early coronary artery disease studies consisted of homogenous male populations and, as a result, differences in symptoms for men and women were not discovered until follow-up studies included female populations [26,27]. Often there is insufficient a priori knowledge of differences in disease manifestation across age, gender, race, ethnicity, etc. As a result, the effect of biased sampling on study conclusions is frequently unknown. Furthermore, data quality and sampling often vary across demographics, particularly in mobile and wearable device studies, which further complicates determining the most appropriate sampling method. For example, use of wearable devices, ranging from commercial wearable devices to more sophisticated health monitoring devices, is lower among adults over 50 years of age compared to adults aged 18 to 34 years. Young, healthy, and more educated individuals are more likely to own wearable devices [28].

The second condition for considering sampling bias is when the technology used for data collection has not been validated systematically (ie, it has either not reported demographic distributions of the test population or has uncertainty in its measurements). For example, a study published in 2020 in the New England Journal of Medicine compared values of blood oxygen saturation in occult hypoxia measured via pulse oximetry with arterial oxygen saturation in arterial blood gas, the gold standard, to determine the validity of the pulse oximetry measurements [19]. The study obtained nearly 50,000 pairs of measurements from more than 8000 White patients and 1000 Black patients. The frequency of occult hypoxia detection via pulse oximetry was three times lower for Black patients than White patients. Given the prevalent use of pulse oximetry in medical decision-making, the implication of sensors reporting varying results based on an individual’s skin tone is concerning. The study points to the need for manufacturers of optical heart rate monitors to improve their algorithms to ensure accurate readings across different skin types.
rate and blood oxygen saturation sensors to disclose the demographic distribution of the populations that were used to test the sensors. Since the primary sensor on most of the wrist-worn commercial wearable devices (eg, Apple Watch, Fitbit, and Garmin) relies on a similar optical sensor, ensuring that the measurements are accurate for anyone who wears the device is crucial. Because the performance of technology across demographic characteristics is not systematically evaluated and published for most commercial wearable devices, the technology and models derived from them may fail to generalize across demographic characteristics [20,29].

This guideline is relevant to studies in which sampling bias resulting in demographic imbalance could challenge the validity and generalizability of a BYOD study’s conclusions. The method can be implemented iteratively in the study design and execution process, and includes the following steps:

1. Identify one or more populations at risk of being omitted from the study for whom the technology may ultimately be used and determine if BYOD study design is appropriate for the research question.
2. If the BYOD study design is insufficient for addressing issues associated with demographic imbalance, modify the study design using internal and external resources to improve dissemination of information and improve engagement with the target populations.
3. Launch the study and monitor study demographics in real time to adjust downstream efforts accordingly.

Identify Populations of Interest
To identify the populations that are at risk of being omitted, a literature review can reveal a baseline expectation of demographic distributions from prior studies using similar devices and advertisement strategies. To support this, it is necessary for publication venues and funding agencies to require detailed demographic reporting of BYOD studies. In addition to the proactive measures mentioned above, researchers should conduct early and ongoing systematic analyses of their study demographics and iteratively adapt their strategies accordingly.

Modify Study Design
Capabilities to disseminate information, provide physical resources, and improve engagement with the target population can be assessed and developed internally and externally. Internal resources may involve organizations within the research institution that have experience recruiting underrepresented populations or have ties with the underrepresented groups. Another internal approach may be choosing the devices to be included in the study, considering whether these devices have widespread use in the underrepresented groups, and augmenting and using capabilities of available devices (eg, using sensors of more widely available smartphones to capture physiology and activity characteristics instead of consumer wearables) [30].

External resources may include community groups that are representative of the target population, government and nongovernmental organizations that work with the underrepresented communities, or donors who can donate devices that can be distributed to the target population. Other external resources may include clinician referral, which can help establish trust with the target population and improve retention of study participants [31].

For national or international studies, researchers can partner with nationwide organizations, launch social media advertising campaigns, or both [32-34]. For regional studies, researchers can connect with institutional and local resources to learn about and connect with community groups. Researchers may recruit a liaison to aid in establishing partnerships with external organizations and establish a community advisory board to interact directly with community groups to contribute to the study design and advocate for participation in the study.

One existing challenge is a dearth of funding to support equitable digital health study design, including the purchase of personal electronic devices, such as wearables and smartphones. Funders should be aware of this challenge and develop funding opportunities to support equitable digital health research. Given that acquiring funding is a well-known challenge, there are methods by which researchers can alter study design to reduce costs. This can include altering the study to follow a subset of the study population based on specific cases and controls. One method is the implementation of a randomized withdrawal design where participants who are inactive at the beginning of the study are excluded so that participants who are active are presented in the actual randomized study [35]. This could limit the number of participants that researchers need to follow up on and provide a more robust data set, but this may also skew demographics. Another challenge is to ensure that the distributed devices are used as intended, given that they require a certain level of digital literacy and need to be consistently worn and charged over time. As such, participant compensation amount and timing as well as wear tracking should be included as considerations in the study design and should be supported by funding agencies [36].

Launch Study and Reassess Study Population
After study modifications, the study is ready for deployment. Depending on the funding received and study design changes, the resulting study may be a hybrid study where devices are provided for the target population. During this launch phase, researchers should regularly assess their demographic distributions to determine whether their strategy is effective. If the strategy is not effective, researchers can re-strategize with their internal and external community partners and identify aspects of the study that may be deterring participant engagement or recruitment. Finally, study teams should continue to engage with the study population after the end of the study to convey findings and future opportunities for participation in research.

A Case Study on Practically Implementing the Demographic Improvement Guideline

Overview
The following subsections provide details about the responsive implementation of the Demographic Improvement Guideline after the launch of the CovidIdentify study (Institutional Review Board No. 2020-0412). The study aimed to develop machine learning algorithms to detect COVID-19 and influenza from
wearable device data, with a long-term vision of developing an intelligent diagnostic testing strategy using digital biomarkers extracted from personally owned commercial wearable devices under resource-constrained conditions (limited testing, rural areas, etc). In April 2020, CovIdentify began enrolling participants. Following informed consent, participants contributed their wearable device data (eg, Fitbit, Garmin, and Apple Watch) and reported daily symptoms for 12 months via a downloadable app, email, or text message.

Identify
Following the rapid launch, exploratory data analysis revealed major differences between CovIdentify demographics and the demographics of COVID-19–positive cases and deaths in the United States [30], as well as overall US demographics based on the 2020 US Census. The communities hardest hit by the COVID-19 pandemic, including Black and African American as well as Hispanic and Latinx communities, also had the lowest representation (Figure 2) [9,37,38].

Figure 2. Visualization of the Demographic Improvement Guideline. Step 1. Identify the populations at risk of being omitted from the study and for whom the technology may ultimately be used. Step 2. Modify study design based on internal and external resources to disseminate information and improve engagement with the target populations. Step 3. Launch the study, monitor study demographics in real time, and adjust downstream efforts accordingly. Researchers should reassess their study population demographics to ensure that target distributions are achieved and restrategize accordingly. The red dashed lines in the bar charts are visual representations of the acceptable threshold for each subgroup population.

Modify
To address this imbalance, we designed the Demographic Improvement Guideline mitigation strategy in partnership with Duke University’s Clinical and Translational Science Institute (CTSI), an NIH-funded center that connects researchers with local community partners and improves the reach and efficacy of research [39]. We piloted this method in the Durham, North
Carolina community from June through October of 2020. The CTSI facilitated connections between our research team and local community and faith leaders, including groups working to address COVID-19–related health disparities affecting the Latinx and African American communities. This engagement enabled our team to learn directly from community members, researchers, and health care professionals in order to improve our advertisement and recruitment strategies to (1) increase awareness about the study and (2) distribute wearable devices that were donated to our study and purchased through research funding. To expand awareness of the study, our team gave presentations to community groups regarding the advantages of continuous health monitoring, the uses of participant information in this study, and imbalances in our current study population that would make it difficult for our team to develop generalizable study findings. We also recruited a liaison to the Latinx community, translated our website to four additional languages, ran multilingual social media advertisements featuring diverse images and videos, and posted messages about the study on various social media platforms.

Launch Study and Reassess Study Population
To support the purchase of devices and social media advertising campaigns, we applied for nearly 30 funding opportunities from government, nonprofit, and industry sources. We were awarded a Duke Bass Connections Fellowship, a North Carolina Biotechnology Institute grant, and a Duke MEDx/CTSI award that enabled us to purchase 65 wearable devices for distribution. We also received a donation of 300 additional devices from a previously completed study. We attended 12 community events, including food and medication distribution events for low-income members of the Durham community, and distributed 250 free wearable devices in a socially distant manner to ensure safety during the COVID-19 pandemic. It should be noted that this was a hybrid BYOD design because participants were still required to own a smartphone to connect their wearable device to the study. We also worked with wearables companies to set up reduced device pricing with a direct link from our study’s main webpage to improve accessibility. Together, these efforts resulted in a 250% increase in the representation of Black and African American participants and a 49% increase in the Latinx and Hispanic population within 4 months of the implementation of the guideline (Figure 3).

Figure 3. Percent increase in CovIdentify study population participants compared to June 21, 2020.

Discussion
In this viewpoint paper, we discussed the need for digital health studies to sample from populations representative of the target population to ensure equitable performance of predictive or machine learning models. We explored demographic imbalances in BYOD studies and proposed the Demographic Improvement Guideline to address these imbalances with an implementation example from the CovIdentify study. We believe that future efforts and funding in this space can further improve equitable digital health study design and data collection. Further, we recommend that researchers carefully consider the financial incentives and personal motivations provided to participants by the study to identify driving factors for participation and engagement.

By developing the Demographic Improvement Guideline, we aim to facilitate improvement of future BYOD study design through fostering relationships and trust with local community groups. These methods are not limited to BYOD studies only. We can translate these methods to non-BYOD studies as well. In addition, we believe that implementing existing community-based engagement methods, such as training recruiters and providing face-to-face screening, can improve both recruitment methods and adherence to studies [40-43]. We also emphasize the need for increased funding opportunities in this area to enable the development of equitable algorithms and models that are representative of all individuals.

One limitation of the Demographic Improvement Guideline was the condition under which it was developed. While the guideline is a proactive recommendation, the implementation within our case study was retrospective to our findings.
Therefore, shifts in our study design, such as donating commercial wearable devices to underrepresented groups, have resulted in a non-BYOD (ie, hybrid) study. Furthermore, due to the evolving nature of the pandemic and the resulting rapid launch of the CovIdentify study, factors mentioned in the guideline may not be applicable to all study designs. Here, we intend to present the guideline as one unique potential solution of the many possible solutions to address demographic imbalances in BYOD studies. This experience underscores the importance of addressing potential demographic inequities prior to a BYOD study launch.
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Abstract

In its most trending interpretation, empowerment in health care is implemented as a patient-centered approach. In the same sense, many mobile health (mHealth) apps are being developed with a primary focus on the individual user. The integration of mHealth apps into the health care system has the potential to counteract existing challenges, including incomplete or nonstandardized medical data and lack of communication, especially in the intersectional context (eg, patients, medical forces). However, concerns about data security and privacy, regional differences in regulations, lack of accessibility, and nontransparent apps hinder the successful integration of mHealth into the health care system. One approach to address this is to rethink the interpretation of empowerment. On that basis, we here examine existing approaches of individual empowerment and subsequently analyze a different view of empowerment in digital health, namely interaction empowerment. Such a change of perspective could positively influence intersectoral communication and facilitate secure data and knowledge sharing. We discuss this novel viewpoint on empowerment, focusing on more efficient integration and development of mHealth approaches. A renewed interpretation of empowerment could thus buffer current limitations of individual empowerment while also advancing digitization of the health system.

(JMIR Mhealth Uhealth 2022;10(4):e32696) doi:10.2196/32696
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Background

Mobile health (mHealth) represents reformed health and medical care achieved through mobile devices. In the clinical setting or outside hospital walls [1], mHealth is meant to improve and support the prevention, diagnostics, therapy, monitoring, and follow-up care of and with patients [2-5]. Infomediaries, mobile apps, telemedicine, and mobilized medical devices are examples of how mHealth has already been introduced into medical care [3,6-10]. Despite these benefits, limitations due to security concerns, possible health risks, corresponding regulations, and individual barriers influence the development of mHealth and its integration into existing clinical structures [11-20].
Within current clinical settings, common challenges are incomplete medical records [21], data security and privacy [22], as well as unstandardized data formats or work practices [16,23]. Furthermore, missing treatment adherence [24-26] and insufficient communication among physicians, patients, and other health care providers (HCPs) may impede medical care [27-29], as shown in Figure 1.

To address these challenges, we here provide a new viewpoint on the inclusion of empowerment concepts when developing mHealth apps. By summarizing current concepts and challenges in digital medicine, we provide solutions and examples on how to ensure an interaction network–based view on empowerment. Our viewpoint attempts to encourage new discussion and perspectives in implementation of mHealth apps within the current complex health care network of involved parties.

**Figure 1.** Major challenges in the current health care system. IT: information technology.

### Context and Challenges in mHealth Apps

mHealth inter alia aims at improving the challenges of current health care. Through mHealth, various health conditions such as chronic diseases [30], acute conditions [1], mental health disorders [10], or nonillness-related motives are addressed [6]. Many of the current approaches mainly focus on empowerment of the individual person, especially on patient empowerment. For instance, appointment managers [9] and infomediaries already exist for enhanced (educational) communication [8]. Moreover, patient-managed symptom and medication diaries [7,10] or implemented notifications regarding important events are used to improve treatment adherence or counter incomplete medical records [10]. Although the responsibility for treatment decisions for children remains with parents or guardians, this integration process aims to accomplish informed consent by involving minors in the decision-making process [7,30].

Nonetheless, mHealth approaches also entail further barriers that can roughly be separated into personal, technical, and environmental and organizational barriers, as concluded by Schreiweis et al [31]. In Figure 2, we extend this categorization by incorporating additional hurdles collected from the literature [11-20]. While some barriers might hinder the individual user from being empowered, technical or environmental and organizational barriers might influence the necessary interactions among those individuals. As an example, missing standards might obstruct interaction among physicians, developers, and researchers. On the other side, mHealth could also simplify the introduction of standardized practices in health care. However, the actual use would depend on the willingness of individual organizations or people.

Moreover, the sheer number of existing standards and their regional differences may further compromise this approach [32]. The internal competition between the quality of the service and the financial expenses might become disadvantageous for the patient, which is especially relevant in countries dominated by privatized health care services (eg, the United States) [33,34]. Given the rising costs of digitalization processes in health care services, mHealth apps can become a key point on future reduction of financial efforts. In this direction, open-source apps can help in reducing the overall expenses for individual institutions [35].

Although numerous mHealth apps are now freely available for download in leading app stores, only a handful have been designed in accordance with current regulations or guidelines or have been approved by an ethics committee [36,37]. Aside from significant security concerns, this may lead to discouragement among users, who may not be able to differentiate which services best suit their needs [36].

Another obstacle to the global health system benefiting from digitalization is the scarcity of evidence reporting on mHealth interventions [38,39]. Adding to this difficulty, the few existing reports display a broad variety of quality, detail, and objectivity. To enable accurate evaluation and reproducibility, standardized reporting should also be considered when developing and testing mHealth strategies. The World Health Organization (WHO) mHealth Technical Evidence Review Group devised a checklist for reporting and assessing mHealth evidence. In this checklist, the intervention’s scope and context, as well as its technical foundation, may be outlined in a predefined structure [37].

In addition to costs and infrastructure organization issues, most of the challenges in integrating health care and mHealth approaches rely on the involvement of stakeholders. A classical view of the mHealth development and implementation process sees patients as the primary users and, therefore, the empowerment focus. However, in a more realistic scenario, all
of the components in the surrounding health care system should also be considered [40-42].

The network underlying the current health care system comprises different roles. As depicted in Figure 3, a representation of this network can be a complex graph with many participants and interactions. Many representations of the health care system depict the patient in the center or do not allow for an iterative information flow due to a one-directional or tree-like architecture [43,44]. Despite the fact that the patient’s well-being is of paramount significance, we wish to emphasize the importance of all actors and their interactions via this decentralized interpretation. Toward this end, we adopted a circular design in an attempt to display the relevance of each participant in a more balanced manner.

In the following, the term “node” is used to refer to a specific group of individuals, such as physicians, while “edges” describe the node’s interaction (eg, the patient-physician relationship). The edges in Figure 3 represent the direct interactions that we evaluated as relevant, meaning that we excluded, for example, the interaction between relatives and developers due to the uncommonness. Nevertheless, the interaction between patient and relatives may play a role in health care since relatives may be able to observe significant events or provide emotional support. Here, and in the following, we consider two types of relatives. On the one hand, we refer to close contacts, as they are involved in the supportive care of patients among other roles. On the other hand, we consider legal guardians of a patient if they have the final decision-making power, as in the case of children. To simplify this separation, we use the term “relatives” to refer to the first group and the term “patient” to denote the individuals making the decision (ie, a legal guardian), if applicable.

Figure 2. Three main classes of barriers in designing mobile health apps as categorized by Schreiweis et al [31]. For each larger class, subboxes including specific issues are depicted. Boxes with solid borders represent barriers mentioned by Schreiweis et al [31]. Additional or more detailed hurdles we collected from the literature are highlighted by dashed lines [11-20]. The size of the boxes does not represent their relevance or severity.

AI: artificial intelligence.
Figure 3. Representation of the modern health care network. Each node represents a relevant group of individuals interacting within this network with other individuals. Connecting edges represent these possible interactions. Even though there are more actors in the existing health care system, we merely included the groups we evaluated to be the most relevant for the concept of empowerment. HCP: health care provider.

Empowerment of Individual Nodes in the Health Care Network

Overview

Ideally, the patient’s health should be seen as the main objective of the health care network. Nonetheless, each actor may follow their own personal objective while trying to gain power and fearing losing it while providing or receiving health care.

The Patient

We assume that the patients’ primary goals are to maintain or improve their health, manage their lives, and receive adequate support after receiving a diagnosis. A hierarchical or linear organization of health care (ie, putting the more medically educated HCPs at the beginning or top and the patient at the receiving end) might be outdated. Recently, patient-centered care has been considered to be more beneficial [45]. Given the trend of patient empowerment, it is natural to picture the empowered patient in the center with supporting individuals and HCPs acting in the surroundings. Regarding shared decision-making, most patients prefer to be included in the decision-making process.

Nonetheless, approximately half of all patients would prefer that the physician should have the final say, even though this case is legally unenforceable since physicians are merely acting on behalf of the patient. Therefore, the average patient strives to be included in the decision-making process, yet the preferences regarding the final decision would theoretically vary [46]. Furthermore, the patients’ preference for playing an active role in the treatment process depends on different factors, including their age [46], ethnicity, or level of education [47]. Some patients do not want to be confronted by their health condition or do not feel that they are sufficiently ill to take action, leading to a potential delay in reaching out to HCPs [48-50]. Hence, patients may differ in their preferences concerning decision-making or being educated. Nevertheless, the patient, or their legal guardian, is obligated to decide, which emphasizes the importance of sufficient education and information.

Artificial Intelligence

In Figure 3, we also included artificial intelligence (AI) as a relevant interacting node. Recently gaining popularity, AI is already part of various health-related apps and devices [51]. AI may also be integrated into mHealth, yet current algorithms are...
still too prone to errors. Hence, at this point in development, they cannot be trusted with medical decisions (eg, due to not being able to interpret social cues or engaging in personal discussions with the respective patient) [52]. Nonetheless, the continuous improvement of such apps justifies the use of AI in an assisting manner. In this context, the transparency and explainability of these systems is crucial to ensure human users’ trust in AI as assistants [52,53]. An explainable app assists the users and reveals why it made a specific assessment. A user with domain knowledge can then interfere and perform error correction in case of erroneous results. This approach may also help to detect uncommon lesions, which might be overseen due to the inexperience of the individual clinician.

Moreover, the AI screening approach may save time for the clinician, which can be redirected to patient consultation and more direct contact. Using a conversational interface, chatbots can, for example, provide an initial evaluation of a patient’s mental or physical state or empower individuals confronted with a life-altering condition [54,55]. Besides alleviating the frequent concern of patients to lose personal contact due to digital medical approaches [56], such approaches linking the AI to the clinician can further boost the doctor-patient relationship. Moreover, while the user benefits from an AI assistant without giving up control, the AI benefits from the chance of improvement through error correction [53]. In this sense, this interaction can be seen as mutually empowering if accessibility is put into practice to counterbalance social inequalities. Yet, it is essential to note that additional challenges accompany the benefits of AI integration. For this purpose, the WHO guidance on Ethics & Governance of Artificial Intelligence for Health promotes an ethical integration of AI into digital health care solutions based on six core principles [57], including discussing the transparency of AI in health care. Additionally, biased databases are problematic since they are often based primarily on male subjects and usually do not include minorities, possibly limiting the validity of the data [58,59].

Health Care Providers

Physicians, either practicing in primary care or a clinical environment, must still focus on compassionate healing as the foundation of health care, even though the mode of interacting may change. Frequently, continuity of care is impeded by insufficient data sharing among physicians and other HCPs (eg, information about treatment decisions). Simultaneously, being equipped with more time, opportunity, information, and technologies, the training of the empowered physician to treat and monitor remotely is also essential [17]. Furthermore, the voice of nursing and the viewpoint of frontline workers is described as a critical point in developing mHealth apps [18]. In this context, the empowerment of nurses and community health workers (CHWs) can positively transfer to their patients [9,18].

Problems of Empowering the Individual in mHealth

Even though the traditional doctor-patient relationship may leave the patient with less control and provided knowledge, patient-centered health care combined with the hard-to-balance empowerment of individual roles can result in a fight-or-flight reaction among physicians. While in this movement, the patient-physician relationship changes into a partnership, with the physician’s role slowly shifting into guiding the patient in shared decision-making [17], physicians might see their clinical autonomy threatened. However, the patient’s trust in digital solutions may be influenced by the physician’s opinion and recommendation [11,60]. In addition, personal factors can influence mHealth app usage, such as age, general preferences, or educational background [61]. The resulting physicians’ disempowerment can thus counter the anticipated advancements. Thus, the empowerment of an individual node may positively influence the empowerment of another in the health care network. Nonetheless, the exact opposite now poses a parallel challenge, where empowerment of one individual triggers disempowerment of the other. Additionally, the individuals’ empowerment through mHealth does not directly tackle the challenges of current health care mentioned above (see Figure 1).

Even though individual empowerment might positively influence treatment adherence, the other challenges remain primarily unaffected. The reason for this may rely on the fact that these other problems emerge when individuals are interacting (eg, while communicating, through data exchange, or teamwork). Since the approach of empowering the individual merely focuses on the network’s nodes, the edges in between nodes are not prioritized. Thus, instead of empowering single nodes of the health care network, we recommend strengthening the interactions, thereby empowering the edges. This change of viewpoint may enhance the ability to develop approaches tackling the interaction-related challenges.

Empowerment of the Interaction Network

Based on the issues mentioned above, we propose a new view on empowerment, namely the empowerment of interactions. All interactions follow a specific goal that is mostly shared among all participants, such as the improvement of a patient’s acute health status or the development of an app [62].

Through a pooled skill set and empowered mutual support, the underlying goal might be reached more efficiently. Instead of trying to improve each individual’s skill set, the weaknesses of one party could be directly balanced out by the strengths and skills of another [63]. Hence, technical skills, medical knowledge, information about patient history, administrative and legal regulations, and standard practices can be actively shared at the point of need, in contrast to time-consuming preeducation. Here, in empowering the interaction, the redistribution of power and control, as well as the reshaping of single relationships, is not essential yet possible. As an example, privacy and security issues have to be considered within their
network of influence. For instance, by empowering communication between developers and HCPs in defining safety priorities, patients will also benefit in trust when using the mobile app. Hence, instead of a technical implementation, data security becomes a key factor within empowering trust and safety of involved parties [64].

Thus, this approach can facilitate integration into traditional structures and offers the benefits of individual empowerment, such as better-informed patients or improved continuity of care.

Until this point, we have considered a general network of multiple individuals with specific roles that interact with others in various ways, all depending on the interaction’s goal. Nevertheless, the concept of interaction empowerment is applicable on multiple levels. For example, the simplest way would be to empower the relationship between two individuals. Yet, on a more abstract and broad level, one could empower multiple interactions simultaneously. In pooling single interactions together to form subnetworks following a common goal, we can again focus on one entity for empowerment, namely the subnetwork.

Interactions in the Health Care Network

Defining Subnetworks

Various interactions take place in the health care network (see Figure 3). Within the network, individuals communicate, share data and knowledge, cooperate, or provide treatment and support [65,66]. While interacting, each individual has a specific role comprising their own skill sets, motives, and more personal characteristics. Additionally, the same individuals may interact in different ways based on their goal of interaction. Hence, the individuals’ roles and interactions may change depending on the underlying interaction type and intention (eg, primary care or research and development) [67,68]. Exemplarily, a physician might be treating a patient (primary care), whereas in another context they can contribute to research projects (development). While the primary aim relies on empowering the network of stakeholders, single nodes still retain decision power on downregulating or eliminating a specific interaction. This implies that individual nodes (stakeholders) and edges (empowerment means) can crosstalk in defining the final empowerment network.

Empowering the interaction does not merely mean reshaping or prioritizing relationships. Instead, such empowerment can be defined as identifying the therein present interactions, their underlying goals, and relevant actors, and determining how these interactions can be supported in a balanced manner. Given the multilayers and roles described above, the overall interaction network could end up being a complex interplay of intricate edges. Hence, we propose to approach interaction networks merely as a channel for information flow, independent of the types and number of participants. This allows for the formation of generalized constructs, which can be resolved in generating functional subnetworks for each empowerment task. For this purpose, we next aim at partitioning the health care network into functional subnetworks.

Putting these concepts into practice, in principle, almost all nodes of the health care network may interact with each other for multiple contexts and goals (see Figure 3). Following the idea of the communication flow, subnetworks can be identified based on specific tasks (see Figure 4). Subnetworks can overlap in part of their nodes and interactions, still yielding a different empowering task. In addition, one subnetwork may be entirely part of another subnetwork regarding their nodes and edges, yet aiming at another or more specific goal. Exemplarily, the primary care subnetwork and the continuity of care subnetwork share common nodes and edges, even if the final empowerment task is set to different aims.

Through pooling instances (ie, nodes and edges following the same goal), their weaknesses may be balanced out by the strengths and skills of other participating individuals. With this approach, the mentioned benefits of interaction empowerment are still incorporated, yet the count of empowerment targets is reduced to the count of chosen subnetworks. In summary, we treat the subnetwork as one instance following one goal with a set of strengths and weaknesses that may cancel each other out to a certain degree.
Use Cases of Subnetworks in Health Care

To provide practical use cases, we describe four chosen subnetworks, as depicted in Figure 4: clinical care, primary care, continuity of care, and research and development. To each subnetwork, we map the challenges of current health care that we assume to be positively influenced by it.

In the first subnetwork, patients, clinicians, nurses, and other HCPs interact for clinical health care. Here, lacking treatment adherence might obstruct successful clinical care. The empowerment of this network might help to tackle this challenge.

Similarly, the patient may interact with the family physician for primary care (i.e., for day-to-day health care). Here, the lack of treatment adherence also poses a challenge. In this specific case, the network generally only comprises two nodes with one interaction entity. We nonetheless consider this interaction as relevant to form an individual subnetwork.

Third, the interaction among clinicians, the family physician, and the patient ensures continuity of care, as in the context of a hospital stay. However, unstandardized data formats and work practices, data security, insufficient intersectoral communication, and resulting incomplete medical records hinder the continuity of care. These challenges may, in our opinion, be tackled by empowering this subnetwork.

Finally, in research and development, researchers, developers, physicians (clinicians/family physicians), patients, and clinical administration may interact, with each node’s contribution and degree of involvement depending on the unique context/setting.
Here, the researcher, developer, or clinician might present as the same individual, such as in the field of personalized medicine. Academia-industry cooperation and institutional review boards can also fall into this fourth category. Herein, the progress is slowed down by data security and privacy issues and insufficient intersectoral communication. Again, by empowering this subnetwork’s interactions, we argue that those challenges may be improved.

Empowering Subnetworks Through mHealth

Some mHealth apps already support a concept of empowerment-oriented communication through interactions. In the following, we summarize some examples tackling different network empowerment concepts, which can be used as a starting point for further development.

CoCoV [69] is an mHealth app that supports patients to track their symptoms after receiving a COVID-19 vaccination through an easily understandable questionnaire. This app empowers the physician-patient interaction in preventing lost or overlooked symptoms. Additionally, the safely and anonymously transferred structured data can further be collected, enabling enhanced analysis of adverse symptoms by researchers and data scientists. Hence, the design of CoCoV simultaneously tackles two different empowerment subnetworks.

The app NEMO [69,70] supports patients receiving tumor therapy to protocol-related side effects in a structural and standardized manner. Typically, patients may forget to record incidents or may not consider them relevant [71]. The management app hence empowers the patient-physician interaction and communication in counteracting those issues. Since patients can administer the data sharing through QR codes, they can be empowered individually and continuity of care can be enhanced. NEMO [69,70] can be further used to empower the treating physician and other HPCs by facilitating data sharing (eg, among family physicians and specialists). Additionally, as with CoCoV, standardized and anonymized data collection empowers research and development.

Track Your Tinnitus is another symptom tracker enabling the patient to record daily tinnitus perception [72]; the app PainBuddy focuses on pain and symptom management of children with cancer [7]; and MindFrame empowers patients recently diagnosed with schizophrenia in managing symptoms, medication, and recurring behaviors [10]. Like CoCoV and NEMO, these apps empower the individual yet also support the interaction, communication, and data transfer, resulting in interaction empowerment of the respective subnetworks. Focusing more on empowered communication, Ramukumba et al [9] presented an mHealth app used by CHWs. Here, the support for communication through information exchange and timely decision support at the point of care resulted in the empowerment of CHWs, and consequently that of their patients.

FeelBack is a project assessing psycho-oncological stress through an app-based questionnaire. Here, not only patients can be targeted but also their relatives feeling burdened by the illness. Hence, by empowering the related individuals, the supportive interaction among patients and others can be empowered [19].

In simplifying intersectoral communication and data sharing, the browser-based system CTest enables tracking clinical samples online [73]. The tested individual can access their test sample’s status update through personalized QR codes. With this approach, clinical staff can be disburdened while the testee is not dependent on clinical staff for accessing test results. Hence, this interaction is empowered through simplification of the overall communication process.

Conclusion

Recently, mHealth apps are being developed to aid with specific tasks in the health care system. The empowerment of the individual (ie, patient or physician) is often seen as a central aspect. Nonetheless, this approach entails further challenges and barriers such as disempowerment through empowerment, difficulties in integrating mHealth into existing structures, or social inequalities. We have presented an updated approach to instead focus on the empowerment of interaction and communication, since we argue that this could help to tackle current challenges in the health care system even faster and more efficiently. To reach a specific goal (eg, continuity of care), multiple groups in the health care network interact, which can be pooled to a single subnetwork. In developing mHealth with a strengthened focus on empowerment of interaction networks, the individual may still benefit even if the focus is shifted to another level, while also diminishing the barriers of the original individualized approach. Hence, we propose a new perspective on mHealth and empowerment to tackle current health care challenges more efficiently.
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Abstract

The COVID-19 pandemic accelerated the adoption of remote patient monitoring technology, which offers exciting opportunities for expanded connected care at a distance. However, while the mode of clinicians’ interactions with patients and their health data has transformed, the larger framework of how we deliver care is still driven by a model of episodic care that does not facilitate this new frontier. Fully realizing a transformation to a system of continuous connected care augmented by remote monitoring technology will require a shift in clinicians’ and health systems’ approach to care delivery technology and its associated data volume and complexity. In this article, we present a solution that organizes and optimizes the interaction of automated technologies with human oversight, allowing for the maximal use of data-rich tools while preserving the pieces of medical care considered uniquely human. We review implications of this “augmented continuous connected care” model of remote patient monitoring for clinical practice and offer human-centered design-informed next steps to encourage innovation around these important issues.

(Keywords: health information technology; telehealth; remote patient monitoring; mobile health; mHealth; eHealth; digital health; innovation; process model; information technology; digital medicine; automation)

The Growth of Remote Patient Monitoring: Accelerating the Transition From Episodic to Continuous Care

The COVID-19 pandemic accelerated the adoption of remote patient monitoring (RPM)—the use of ambulatory, noninvasive digital technology to capture and transmit patient data in real time for care delivery and disease management. The use of RPM technology during the pandemic has allowed for care at a distance in an age of unprecedented health uncertainty and disruption [1]. However, while the mode of clinicians’ interactions with patients and their health data has transformed, the larger framework of how we deliver care has only incrementally shifted. Most health care is still delivered in episodes—synchronous moments of connection between clinicians and patients, mediated by discrete hospitalizations, office visits, or video and audio calls. But health is not episodic; it is a fundamental part of the human condition, experienced regularly and continuously, more akin to a utility (eg, energy, water, or even education) than a traditional professional service (eg, tax preparation). The friction in these competing visions of care has contributed to a fragmented, inconsistent health care delivery experience; it has also limited the health information technology resources, innovations, and capital needed to make the world of data-driven continuous care possible. RPM technologies have the potential to enable and accelerate a transition from episodic to continuous care. Here, we outline the current state of RPM, its challenges in clinical practice, and how a continuous connected care model can be organized based on technology-driven transitions that include not only RPM but also the larger world of digital health technologies (eg, telehealth, machine learning, and artificial intelligence [AI]).

The Tidal Wave of RPM Data

The rapid adoption of new digital health care technologies for remote health care provision has begun to dismantle the barrier between the clinic and the home. The influx of health data from
RPM devices have the potential to realize a new framework of medicine—not just of higher quality episodic medicine but of a continuous connected care model that reflects the true interaction of health care and the human experience. However, while more continuous and complete data from patients can facilitate this new world of care, its introduction into the health care landscape has also raised concerns [2]. RPM devices generate more data than a clinician is equipped to manage, and current health information technology systems are inadequate for the data curation and visualization required to effectively use these data to help patients [3]. At the same time, there are worries that simply increasing the volume of data about a patient does not translate to improved health outcomes, and that more understanding of the quality requirements of RPM is needed [4]. Finally, the increased burden on patients and clinicians to always be connected—whether to their health or their jobs—has raised concerns about medical overutilization, burnout, and excessive consumerism; even the term “remote patient monitoring” is problematic, conjuring images of invasive surveillance and control rather than supportive care [5,6].

**RPM and the Augmented Continuous Connected Care Pyramid**

To address these challenges, health systems have taken several approaches to managing RPM in clinical practice; these include limiting digital access and services for patients, adding new staff, or implementing automated tools such as chatbots and AI models to manage the data and their clinical consequences [7,8]. Digital health vendors are increasingly offering (and payors are reimbursing) digital and virtual health services that include RPM devices with improving interoperability (leveraging standard interfaces) among vendors and electronic health records [9-11]. These new platforms enable more robust acute, chronic, and home hospital management [12-15]. Other digital health tools have been implemented that use AI to evaluate RPM data inputs and help boost the important signals buried within the noise. For example, DreaMed uses AI to sift through the mountains of RPM-generated continuous glucose monitoring and insulin pump data to make specific recommendations for insulin titrations [16]. Clinical staff are increasingly being tasked with managing the incoming RPM data streams and supporting providers in delivering a more continuous connected care experience. Ochsner’s RPM driven hypertension program is a successful example of this new paradigm in practice [17,18]. Ultimately, a solution that optimizes the interaction of automated technologies with human oversight, both routine and specialized, will likely prevail, allowing for maximal use of data-rich technologies while preserving the pieces of medical care considered “uniquely” human.

Taken together, RPM tools and their implementation in health care systems can be viewed as an example of a novel pyramid of health care delivery, “augmented continuous connected care” (Figure 1). At the base, continuous connected care is built on an always “on,” automated, and often passive, holistic health data capture layer. These diverse data points are integrated and standardized by an algorithmic (or a machine learning) layer that can “listen” to and interpret data and either respond autonomously or reduce noise and boost signals to generate more actionable insights for human interpretation. Decisions beyond the scope of this “digital clinician” are routed to the clinical team for management, enabling them to work to the top of their licenses and provide the parts of medical care that benefit most from a human touch—patient education, shared decision-making, and complex medical decision-making.

The benefits of RPM-enabled connected continuous care continue to emerge as the pandemic progresses and health care systems respond and evolve. Technologies that were once considered niche products for rural health or areas with resource or accessibility barriers have proven translatable to a variety of health care settings and contexts, enabling diverse populations to manage both acute and chronic conditions with improved information, safety, and convenience [19,20]. Shared management of RPM data, particularly after AI processing, is a more sustainable model for supporting continuous care and allows patients greater connectedness with their health care team.
Using Design Thinking to Identify and Overcome Challenges to RPM-Enabled Continuous Care

The impact of health care’s shift to an augmented continuous connected care paradigm will be significant for patients, providers, and care delivery systems. Below, we frame key implications as a set of Design Thinking–informed “how might we” questions to encourage new thinking around these issues [21]. These questions are by no means exhaustive of the challenges facing the future of continuous connected care, but are designed to inspire health care leaders, designers, and clinicians to reimagine these and other key concerns related to RPM and the broader world of digital health technology.

1. How might we use RPM technologies to let patients easily share their “daily life data” without overwhelming their health care teams?
2. How might we change how patients and health care teams communicate to take advantage of continuous connected care?
3. How might we transform the health care workforce to manage this new type of high volume, daily life data?

These questions acknowledge both the potential and the challenges of using RPM and other digital health tools to evolve the world of health care. The answers to these questions require improvements in the design, usability, and interoperability of RPM tools to reduce the burden of patient work and empower equitable access to and use of this transformative technology. It will also require careful balancing of the benefits of continuous care with the risks of being “too connected.” New approaches will be needed that help patients and clinicians stay updated on information and make actionable decisions on the key events in their health while also protecting themselves and their data.

Implications of Augmented Continuous Connected Care for Practitioners, Researchers, and Policy Makers

The rapid growth of RPM and the continuous connected care paradigm it enables requires new research and development to improve the devices, the platforms, integrated AI, interoperability, and the usability of RPM tools. New team structures, personnel, and workflows will need to be identified, tested, and disseminated to help health care systems and patients take full advantage of this enabling technology. Clinicians will need better EHR-integrated tools, training, and team-based support to manage patients using a mix of clinic and home-based data collection and leverage AI-based tools to highlight critical insights and actions. To support these new workflows, clinical delivery system leaders will need organizational and regulatory flexibility to modify health care workers’ composition and scopes of work; such support may require investment in new roles such as RPM “navigators,” community health workers, and others who manage data and devices in partnership with patients and clinicians. Policy makers will need to foster a regulatory environment and financial incentives that incentivizes RPM innovation while shepherding the industry to adhere to common standards and the free flow of data across systems.

RPM and other digital health technologies are ushering in a transition to a new and exciting model of care, from episodic to continuous and connected. However, there are many challenges facing this transition, and how we respond to them will shape the ultimate impact of not only these tools themselves but also our ability to use these technologies to improve health care experiences and outcomes.
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Abstract

Wearable inertial sensors are providing enhanced insight into patient mobility and health. Significant research efforts have focused on wearable algorithm design and deployment in both research and clinical settings; however, open-source, general-purpose software tools for processing various activities of daily living are relatively scarce. Furthermore, few studies include code for replication or off-the-shelf software packages. In this work, we introduce SciKit Digital Health (SKDH), a Python software package (Python Software Foundation) containing various algorithms for deriving clinical features of gait, sit to stand, physical activity, and sleep, wrapped in an easily extensible framework. SKDH combines data ingestion, preprocessing, and data analysis methods geared toward modern data science workflows and streamlines the generation of digital endpoints in “good practice” environments by combining all the necessary data processing steps in a single pipeline. Our package simplifies the construction of new data processing pipelines and promotes reproducibility by following a convention over configuration approach, standardizing most settings on physiologically reasonable defaults in healthy adult populations or those with mild impairment. SKDH is open source, as well as free to use and extend under a permissive Massachusetts Institute of Technology license, and is available from GitHub (PfizerRD/scikit-digital-health), the Python Package Index, and the conda-forge channel of Anaconda.
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Introduction

Wearable inertial sensors have enabled huge leaps forward in the ability to quantify and derive actionable insights from patient mobility and at-home health. Algorithm development and deployment in both research and clinical studies have been a focus of many research efforts. For example, gait monitoring using wearables has evolved from algorithm design using minimal sensors for the purpose of minimizing patient burden [1-5] to at-home deployment and remote monitoring of free-living activity [6-8]. Remote patient monitoring has a high intrinsic value, as previous work has suggested. At-home values may be less influenced by observer effects [8,9] and may facilitate enhanced group differentiation [8-10].

While lumbar-mounted sensors are appealing for capturing bilateral gait and other lower body activities such as sit-to-stand transfers, wrist sensors are also desirable as they can be integrated into watches or watch-like packages and offer lower subject burden. Sleep and physical activity monitoring, which typically use a wrist-based sensor, are also among extensively researched areas [11-18]. Sleep and physical activity research have been aided by the availability of an open-source, freely available code package, GGIR [19]. GGIR is a collection of algorithms for activity and sleep research, written in R, and includes code to ingest, calibrate, and detect sleep and activity level from raw acceleration data. GGIR allows researchers to study patient symptoms with limited programming expertise and has been evaluated in over 90 peer-reviewed journal publications [19].
The availability of GGIR is in stark contrast with many other published works in this area. Relatively few works include any code for experiment replication, and even fewer include easy-to-use or “off-the-shelf” code packages, despite the ease of sharing through public code repositories such as GitHub. Our group has made an effort to release several implementations from existing research or new algorithms for gait [8], sleep [20], and sit to stand [10]. However, open-source packages to date are fairly disparate and require additional steps for data ingestion and preprocessing. Other options include the Digital Biomarker Discovery Pipeline [21], a partial set of tools with the goal of enhancing data inspection, cleaning, and processing to enable digital biomarker discovery. However, it is composed of separate modules with iPython notebooks instead of Python libraries, and currently the project seems dormant (the last update was on November 3, 2020). Open-source GENEActiv R macros also exist, even though they are specific to GENEActiv files and would require custom modification to ingest data from other devices.

The lack of open-source, general-purpose algorithms for the processing of the various base activities of daily living is a significant gap in the field. By addressing this limitation, we hope to advance human activity recognition research in two important ways: (1) lowering the requirements for analyzing longitudinal data and (2) providing a baseline set of algorithm implementations for the community. Additionally, given the ease of sharing code, we hope to encourage the practice of sharing code with publications—an approach that should be adopted from other areas such as machine or deep learning research and encouraged by the National Institutes of Health.

In this paper, we present a new Python package, SciKit Digital Health (SKDH), to address the lack of open-source, general-purpose algorithms for monitoring digital health. SKDH contains algorithms for various measures of human activity recognition and streamlines the data ingestion, preprocessing, and data analysis steps. While the underlying algorithms themselves are not necessarily novel work, the novelty and utility of this work is the collection of common mobility and activity algorithms under a common framework that is being released open source. SKDH aims to address the shortcomings in available, existing codebases by (1) being easily usable with minimal interaction required from end users; (2) being tightly integrated so that different processing modules can be easily chained together, allowing multiple preprocessing and analysis steps in the same pipeline; and (3) being free and open source.

**Methods**

### SciKit Digital Health

SKDH is a Python 3 package that contains algorithms for gait, sit to stand, activity level, and sleep. Additionally, it contains various preprocessing methods such as accelerometer calibration; wear detection; and binary file data readers for the GENEActiv, Axivity, and ActiGraph sensors. Individual algorithms or steps are built around an extensible process class (“BaseProcess”), which are chained together as needed in a pipeline structure. The BaseProcess class abstracts various setup tasks and standardized functions that allow for subclasses to function properly and in sequence in the SKDH framework. This allows the end user to easily link steps together, as shown in Textbox 1.

SKDH also contains various common utility functions (e.g., moving mean, standard deviation with arbitrary window length, and skip values) and a suite of features for signal processing and feature generation for machine learning, written in C or Fortran, to reduce computation time (Table 1).

A more comprehensive example that shows how SKDH base classes can be extended and easily integrated into an SKDH pipeline is shown in Figure 1.

Additionally, to simulate a realistic processing scenario, the data was windowed over 3-second windows (150 samples) with 50% overlap, and the computation was run again.

### Textbox 1. Example script that will (1) import data from a GENEActiv bin file, (2) calibrate the accelerometer so that still periods measure 1 g, and (3) run gait processing to generate gait endpoints.

```python
import skdh
pipeline=skdh.Pipeline()
pipeline.add(skdh.io.ReadBin())
pipeline.add(skdh.preprocessing.CalibrateAccelerometer())
pipeline.add(skdh.gait.Gait())
pipeline.run(file="example_geneactiv_file.bin")
```
Table 1. Mean (SD) processing times in milliseconds on a representative array of random\textsuperscript{a} data.

<table>
<thead>
<tr>
<th>Feature</th>
<th>100,000 3 array\textsuperscript{b}</th>
<th>SciKit Digital Health (ms), mean (SD)</th>
<th>Factor</th>
<th>Windowed: 3s, 50% overlap\textsuperscript{c}</th>
<th>SKDH (ms), mean (SD)</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal entropy</td>
<td>12.7 (0.31)</td>
<td>1.53 (0.03)</td>
<td>8.3</td>
<td>3008 (88.7)</td>
<td>3.89 (0.21)</td>
<td>792</td>
</tr>
<tr>
<td>Jerk metric</td>
<td>22.6 (1.86)</td>
<td>0.05 (0.02)</td>
<td>45</td>
<td>2720 (80.8)</td>
<td>0.97 (0.07)</td>
<td>2810</td>
</tr>
<tr>
<td>Spectral arc length</td>
<td>1005 (24.7)</td>
<td>197 (3.70)</td>
<td>5.3</td>
<td>3340 (102)</td>
<td>115 (3.74)</td>
<td>29</td>
</tr>
</tbody>
</table>

\textsuperscript{a} NumPy.random.default_rng().standard normal.
\textsuperscript{b} Produces 3 values for the feature.
\textsuperscript{c} 1332 resulting windows. Original runs 3 separate data frames (shape (150, 1332)), one for each XYZ axis. SKDH features run on, full shape (1332, 150, 3) array.
\textsuperscript{d} Implemented with NumPy for Pandas input.

Figure 1. A custom class for reading a file from a new device is first created as a subclass of SciKit Digital Health's (SKDH) "BaseProcess" that allows it to be easily inserted into a SKDH pipeline. Note that SKDH will automatically save results from the default sleep and activity analyses to the specified files.

```python
# skdh_extension.py
from such import BaseProcess

class ReadNewDeviceFile(BaseProcess):
    def __init__(self, bases=None, periods=None):
        super().__init__(bases=bases, periods=periods)
        # custom __init__

    def predict(self, file=None, **kwargs):
        super().predict(
            expect_days=False, expect_wear=False, file=file, **kwargs)
        # New device file reader contents here

# process_new_device_file.py
import skdh
from skdh_extension import ReadNewDeviceFile

pipeline = skdh.Pipeline()
pipeline.add(ReadNewDeviceFile(bases=[3], periods=[18]))
pipeline.add(skhk.preprocessing.CalibrateAccelerometer())
pipeline.add(skhk.preprocessing.DetectWear())
pipeline.add(  
    skdh.sleep.Sleep(),
    save_file="sleep_results.csv",
    plot_file="sleep_visualization.pdf",
)
pipeline.add(  
    skdh.activity.ActivityLevelClassification(),
    save_file="activity_results.csv",
    plot_file="activity_visualization.pdf",
)
pipeline.run(file="new_device_file.abc")
```

Gait

The gait algorithm uses the inverted pendulum model of gait to extract bilateral gait endpoints from acceleration data collected from a lumbar-mounted wearable inertial sensor [1-4]. In general, gait bouts during free-living data are first detected using a gradient boosted tree classifier [22]. For in-lab data in which the time periods of gait are known, the gait classification step can be skipped. Wavelet transforms are then used to detect initial and final contact events for each foot from the vertical acceleration signal [4]. With these contact events, all temporal endpoints (e.g., stride time, double support, etc) are computed.
In order to obtain spatial metrics (e.g., stride length, gait speed, etc), an inverted pendulum model [1] is used, requiring only the participant’s height in addition to the vertical acceleration signal.

The implementation is very similar to that of our previously released GaitPy package [8], updated to fit into the SKDH architecture, with a few key algorithm additions and updates. Notably, the classifier for gait bouts during at-home periods has been updated, using the training data from 4 additional studies to gain a better breadth of nongait activities. These studies are “the daily life activities” [23], “the long term movement monitoring database” [24], “the University of Southern California human activity dataset” [25], and “a Parkinson’s disease study” [26].

In the original GaitPy wavelet transform implementation, a fixed scale was used. However, recent research shows that the scale can be better optimized by matching it to the step frequency [5], and this relationship was added as an optional toggle. Finally, additional asymmetry endpoints were added, including but not limited to the gait symmetry index [27-29], step and stride regularity [3,28], and intrastep and intrastride covariance [28].

Sleep
The sleep algorithm in SKDH was originally presented in the Python package, SleepPy [20-30], and here, it was adapted into the SKDH framework. This algorithm was originally based on the one implemented in GGIR [31]. It is intended for use on the acceleration data from the wrist, even though it will also take advantage of near-body temperature data, if available, to significantly improve sleep-specific, on-body detection. The algorithm first determines 1 sleep opportunity window per day (noon to noon) using a series of moving mean and median filters. During this period, bouts of sleep and wake are determined by computing the activity index [32] of the acceleration data and then applying a heuristic scoring algorithm [33]. Sleep endpoints are then calculated, including but not limited to wake after sleep onset, total sleep time, as well as sleep and wake transition probabilities [34,35]. If desired, a per-day sleep plot can be produced as well for visual inspection.

Activity
The activity algorithm seeks to provide similar outputs to previously published research [15,16,18] such as time spent in sedentary, light, moderate, or vigorous activity levels. Wrist-based triaxial acceleration is windowed into 5-second blocks, and the mean is taken. By default, the value of gravity is subtracted to obtain the Euclidean norm minus one (ENMO). These ENMO values are then used to threshold into different activity levels with different provided base options derived from the literature [13,15,16,18]. These periods of time in different activity levels can also be rescoped to obtain bouts of consistent activity level [14,18,36]. Finally, recent work has also proposed alternative methods of accessing activity level by quantifying the decline in the time spent in increasing activity magnitude [17]; this analysis is also included in the activity endpoints. Similar to the sleep plot, a per-day activity plot can be saved if desired, showing the acceleration, activity, activity level, and wear traces, as seen in Figure 2.

Figure 2. A sample sleep plot as produced by SciKit Digital Health, showing a single night from test data.
Use cases for research applications are widely varied and cover a broad spectrum of research topics in the relevant fields. First and foremost, SKDH provides a quick and easy-to-use tool to generate activity and mobility endpoints with limited adjustment and setup required on the part of researchers or clinicians. Since default parameter values for algorithms are set to physiological defaults, SKDH would provide an “off-the-shelf” experience when the research goal is endpoint assessment or comparison. However, the adjustable algorithm parameters also allow for a more nuanced approach if the research goal is instead exploring the algorithms themselves. Along with this, as the code is open source, researchers are also able to use SKDH as a starting point and add functionality or improvements as they need for their work.

These utilization strategies for SKDH in research on gait, sit to stand, activity, and sleep lead to a broad range of applications for SKDH in research. On top of this, many of the additional utility or feature generation capabilities present in SKDH are useful outside the context of these activities as well, for initial data exploration or even just for ingestion of data from sensor binary file formats.

Validation

Validation of algorithm implementation is critical to ensure that the generated results match the expected values and provide actionable insight. For SKDH, validation is an ongoing effort with the different modules having different levels of validation, even though all the individual algorithms were validated in their original publications. Validation for the sit-to-stand module included in SKDH was presented previously [10], and the algorithm implementation remained exactly the same. The gait and the sleep modules had previous implementations validated in previous publications (gait in a study by Czech et al [8], and sleep in a study by Mahadevan et al [20]), even though there are implementation differences and algorithm additions in SKDH. Internal validation of the gait module showed a higher agreement and tighter ranges of intraclass correlation coefficients compared with the previous versions of the gait implementation (results not shown). The activity module has also shown excellent agreement in internal comparisons to GENEActiv macros and GGIR (results not shown).
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Abstract

Smart home technologies present an unprecedented opportunity to improve health and health care by providing greater communication and connectivity with services and care providers and by supporting the daily activities of people managing both mental and physical health problems. Based on our experience from conducting smart technology health studies, including a smart home intervention, we provide guidance on developing and implementing such interventions. First, we describe the need for an overarching principle of security and privacy that must be attended to in all aspects of such a project. We then describe 4 key steps in developing a successful smart home innovation for people with mental and physical health conditions. These include (1) setting up the digital infrastructure, (2) ensuring the components of the system communicate, (3) ensuring that the system is designed for the intended population, and (4) engaging stakeholders. Recommendations on how to approach each of these steps are provided along with suggested literature that addresses additional considerations, guidelines, and equipment selection in more depth.
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Introduction

Smart home technologies present an unprecedented opportunity to improve health and health care. Enabled by the accessibility of wireless networks and computing devices inserted into everyday objects to create the internet of things [1], smart home technologies allow health practitioners to capture and monitor real-time data where behavioral anomalies such as irregular sleep patterns, inactivity, high heart rate levels, and sudden increase/decrease of weight could be indicative of psychological distress or the early stages of a health crisis. Within vulnerable populations, instrumental activities of daily living such as handling medication and self-care routines can start to decline rapidly [2,3]. By enabling health care personnel to remotely monitor physiological and mood changes in real time and by supporting communication between patients and providers,
smart home technologies can mitigate this decline by allowing individuals to manage their symptoms at home instead of waiting to visit health care facilities.

Health care systems are strained by the demand for mental and physical health care. Despite unprecedented federal investment in mental health and addiction services [4], over 2.3 million Canadians report unmet or partially met health care needs [5]. Demand for physical and mental health care has been exacerbated by the COVID-19 pandemic, even as it has increased barriers to access [6,7]. Smart home technologies can potentially reduce this demand by enabling users to monitor their health and live healthier lifestyles [8], particularly because physical activity has significantly declined in response to public health restrictions [9]. Reframing the health care system to deliver better coordinated, accessible care requires not only increased funds but also embracing innovative models of care delivery such as those afforded by smart home systems.

Beyond direct benefits to patients and the health care system, smart homes offer potentially significant wider economic benefits. While there may be upfront costs in purchasing, developing, and integrating the technology, there is potential for the innovation to be cost effective in the long term through a reduction in usage and resources for services. Researchers have reported a 38% decrease in administration costs pertaining to billing for care provisioning and care rescheduling within 8 years of introducing smart home care platforms [10]. There is the potential that smart technologies in the home would be helpful for individuals who require intensive support and experience barriers to, or disparities in, community care such as geographical location and inadequate travel arrangements, discrimination and stigma, and lack of resources [11].

Although technological studies investigating the use of apps [12], smartphones [13], and robotics [14] for mental health care exist, as well as for physical conditions such as Parkinson disease [15] and diabetes [16], research that incorporates aspects of both mental and physical health in one study remains limited, as is guidance for developing and implementing smart home–based interventions intended to support both mental and physical health. The contribution of this paper is to provide recommendations and considerations for future research projects looking to develop a smart technology innovation for mental and physical health care.

Reflecting on our own experience in this area [17], we have identified 4 key steps for developing a successful smart home–based intervention for supporting mental and physical health and health care that are outlined in Figure 1: (1) set up the digital infrastructure; (2) ensure components of the system can communicate; (3) ensure that the system is designed for the intended population; and (4) engage stakeholders. These 4 key steps are embedded within the overarching principle of data security and privacy. In the following, we describe each of the steps in detail and how they fit within this overarching principle, with the goal of supporting future research and implementation of smart home technologies for health.

**Figure 1.** Steps and considerations for a smart home technology innovation.
Data Security and Privacy Considerations

Crucial to any smart home innovation is the issue of data security and privacy by design. There are many challenges to maintaining anonymity and privacy. Even after data have been deidentified, there is still a risk of data linking the health record to the individual (eg, through a combination of location and rare attribute values). Recent research into data anonymized using Health Canada regulations has reported death records and social media to be the most likely sources of reidentification [18]. Furthermore, there are legal requirements in different jurisdictions that must be attended to in any project that collects data through smart devices.

In Canada, the provincial government of Ontario enacted the Personal Health Information Protection Act (PHIPA), a law that aims to maintain the security and privacy of personal health information of Ontarians by ensuring protection against unauthorized usage, theft, loss, or disclosure. Under this Act, agencies and organizations can send and receive deidentified health data, provided it is for the purposes of health system delivery, design, or planning. PHIPA is not only applicable to health information custodians, but also to custodians who have received health data, including health care providers and researchers. To ensure these standards are met, PHIPA asserts 10 fundamental principles [19]: (1) accountability; (2) identifying purposes; (3) knowledge and consent; (4) limiting collection; (5) limiting use, disclosure, and retention; (6) accuracy; (7) safeguards; (8) openness; (9) individual access; and (10) challenging compliance.

While PHIPA is specific to Ontario, there are many laws worldwide that hold similar principles [20,21]. It is important that these 10 principles are considered and followed when designing a smart technology innovation, both to ensure compliance with current governance and to enhance the efficacy, security, and privacy of data within a technology-based study.

In the research environment, it is crucial that data be kept secure and participant identities remain anonymous. Further, in Ontario, the research team is required by PHIPA to fully investigate and report any form of breaches or losses of participant information to those participants identified in the data. In 2005, electronic health records require the consent of patients prior to their storage as outlined in the Personal Information Protection and Electronic Documents Act (PIPEDA) in Canada. This Act sets out to ensure that data are deidentified, and that personal information cannot be identifiable by a member of the public. Data linkages between organizations, whether they be private or public sector, are also governed by PIPEDA. However, this differs from PHIPA in that PIPEDA covers all data, whereas PHIPA focuses on health information data within Ontario. In the United States, the US Health Insurance Portability and Accountability Act (HIPAA) provides a set of guidelines for personal health data [22].

It should be highlighted that data stored on clouds, defined as a computing model that enables access to be shared or saved data regardless of the user’s location or device used [23], may be subject to government inspection or surveillance depending on where the cloud servers are located. Under the Patriot Act (also known as the Uniting and Strengthening America by Providing Appropriate Tools Required to Intercept and Obstruct Terrorism Act of 2001), US law enforcement can issue a FISA (Foreign Intelligence Surveillance Act) Order or National Security Letter to any company that has a US office, US-based server, or conducts business within the United States, even if the data under investigation are stored on a server outside of the United States [24]. Similarly, the CLOUD (Clarifying Lawful Overseas Use of Data) Act allows US law enforcement to access the private data of American citizens stored on foreign servers [25]. In China, the passing of the Cybersecurity Law in November 2016, which legislated further cyberspace governance of data stored locally on servers based within China, has also led to tension and suspicion of government interference [26]. It is therefore important for potential studies to be aware of sensitive data being inspected by government agencies. It is recommended that researchers be aware of the data they are collecting and if they wish to maintain privacy, and that equipment and services are carefully selected.

A smart home innovation can be at risk of privacy breach depending on the security of the chosen wireless connectivity, for example, Wi-Fi, 3G, 4G, LTE (Long-Term Evolution), radio frequency identification, or wireless sensor networks [27]. Wireless sensors and devices can be vulnerable to network-based attacks, resulting in exposure of personal information or malfunction. End-to-end encryption of all transmitted data and health records through tried and tested security protocols such as single sockets layer (SSL) can ensure the integrity and privacy of information and device operation. Additionally, any data integration across platforms must be accomplished without compromising privacy and integrity [28].

Finally, it is worth considering that there are the interrelationships between users within a home and the privacy boundaries that can arise when sharing devices among users or when technologies are situated in a shared space. An ethnographic study reported that one way of maintaining boundaries with technology within the smart home environment is to keep some rooms “technology free” [29]; this may be a valuable approach in certain shared-use situations. Individuals should be given the opportunity to share data with caregivers and members of their care team as well as be able to maintain privacy, both virtually and within the lived environment.

Having established the overarching principles of data security and privacy by design, we will next present our 4 steps for developing a successful smart home innovation.

Steps for Developing a Successful Smart Home Innovation

Set Up the Digital Infrastructure

Integrated Database

Simply monitoring the data coming from a multitude of devices and the devices’ respective clouds or apps is not ideal for a health care professional, because it provides a disjointed view of a client’s information. A centralized, integrated database capable of funneling the various forms of real-time data into...
one accessible location can provide a more efficient approach to monitoring and tracking participant health data. Jensen [30] highlighted 5 key principles in designing a centralized integrated database: ease of use and implementation, built upon existing databases, expand installed base by persuasive tactics to gain momentum, making compatibility as simple as possible, and modularizing information infrastructures (ie, changes made do not affect the entire infrastructure).

Moreover, a centralized database can have other benefits such as providing a baseline rate of technology use and user activities whereby change can be observed and measured over time. From a research and a care perspective, this would provide an empirical basis for observation of mental and physical health progress/decline as well as precursors to health crises.

Security and privacy of a centralized integrated database can elicit concerns from health care providers and participants. This was evident in Iceland when 11% of the population opted out of a national database, causing the initiative to be scrapped [31]. This highlights the importance of ensuring that individual autonomy is respected and participants are well informed about the potential risks and benefits of their participation to obtain an informed consent. The consent process can be used to allay any fears of data mismanagement and provide assurances of data security. The participants need to understand how their data will be used and whether it will be for primary or secondary analyses. It is important to ensure that only authorized personnel, such as the participant’s care provider, can access the health data and that this is clearly explained to both participants and care providers.

Outside of data security, there may also be concerns of a power failure or server crash that would compromise live data or result in a lack of access for care providers. It is recommended that administrators and technicians for an integrated database consider combining environmental and network redundancy with a robust virtual server environment to enable continuous operations with minimal or no impact on usage or data transmission. This can also be utilized during peak overloads or during maintenance to ensure functionality.

Equipment Selection

Overview

In the following, we discuss the selection of biosensors and screen devices, and we discuss the issue of tailoring devices to the needs of populations. In our experience, for all of these types of devices, it is advantageous to choose screen devices and biosensors that are easily and commercially available (ie, able to be purchased in shops/online) as opposed to expensive clinical equipment that are harder to purchase or replace.

Biosensors—Weigh Scales, Blood Pressure Monitors, Glucometers, and Wearable Activity Trackers

The interplay of physical and mental health conditions often complicate help-seeking and adherence to treatment, which worsens the prognosis of all present diseases [32,33]. The prevalence of chronic physical conditions, such as diabetes and cardiovascular disease, are higher among people with mental illness [34,35]. To account for the rise in comorbidities, a comprehensive smart home intervention equipped with noninvasive and noninvasive sensors (wearable activity trackers, glucometers, and weigh scales) can be viable diagnostic tools for health care professionals [36,37]. The embedded sensors within these devices capture important physiological parameters such as cardiorespiratory function, blood sugar levels, weight/BMI, gait analysis, and sleep patterns that are then funneled into a centralized database, capable of logging and analyzing the collected data for anomalies.

Wearable sensor-based health monitoring systems should achieve maximal usability and reduce operator discomfort. Sensors that are embedded into textile fabrics or surface mounted directly to the body require a stable sensor-skin interface to ensure high signal accuracy and durability [36]. From an ergonomic standpoint, the selected hardware should be comfortable, flexible, small, and unobtrusive when attached to the body. It should also ensure minimal risk of harm to users and compliant with industry standards (ie, nontoxic, nonreactive, and manufactured from hypoallergenic materials).

These devices should have low power requirements and should exhibit “always-on” connectivity as frequent removal for charging or syncing prevents seamless integration with daily activity and presents a barrier to long-term utilization. Tech-enabled, noncritical monitoring used in tandem with standard health services has potential not only to alleviate the workload on health care providers, but also can be used to inform accurate symptom reports, diagnoses, and prompt referrals to specialized care.

Screen Devices—Smartphones, Tablets, and Monitors; Apps

Connectivity with care providers and access to resources have become increasingly enhanced with modern hardware and software. Research has reported that usage can be measured (ie, number of SMS text messages sent, physical movement) to predict mood disorder changes [38]. The use of screen devices in combination with specially designed apps can render positive outcomes. A systematic review on mental health apps used on smartphones and tablets revealed significant reductions in depression, stress, and substance use [39]. Another review of physical health and self-care apps revealed an increase in physical activity, weight management, smoking cessation, and medication adherence with favorable feasibility and usability [40]. We recommend that smart home technology interventions include screen devices, such as tablets, monitors, or smartphones. Screen devices should be equipped with secure apps to support remote telemonitoring and provide access to personal health information. They should also provide secure communication between participants and their health care providers (including electronic messaging and videoconferencing) and provide the ability to customize and display screen prompts including real-time notifications to facilitate self-care.

Consequently, health care providers can respond swiftly to significant deviations in the patient’s normal vital signs by notifying the patient through the screen devices and scheduling ad hoc virtual care. Communication through the screen devices should be bidirectional so patients can not only acknowledge
and respond to notifications from their health care providers, but can also request additional help or support, if required.

Screen devices should also include features that support mood tracking, such as standard or client-specific self-assessments. Not only does mood tracking reduce the logistic burden of data collection, but it also has the potential to enrich clinical practice by offering novel methods of monitoring psychopathology [41]. Conventional, cross-sectional surveys and clinical interactions have limited impact because they collect retrospective rather than real-time data. Mobile apps with mood-tracking features represent a feasible method for capturing “in the moment” patient data through experience sampling methods [42]. Changes in mood could also be reflective of other physical health symptomatology that may be present or alleviated. This provides a more detailed understanding of mental health phenomenology because daily fluctuations in mood are linked to time-stamped activities and social contexts, thereby elucidating the dynamic relationship between environment and symptomatic experiences [41-43]. A technological innovation using mood tracking technology in combination with biosensors can further outline the bidirectional effects of mental and physical health.

Consideration of Personal Preferences and Tailoring

Models of intervention delivery leveraging the ubiquity of technological access must be tailored to the unique challenges faced by people with mental and physical health problems in order to be successful. To be most impactful, components of the intervention should be client tailored and thus, developed and integrated under a framework of validated health behavior theories [44]. In the Lawson Health Smart Home study [17], participants were able to add/remove equipment as and when needed, or due to personal preference. For example, one participant originally declined the medication dispenser but then later requested it to assist with medication adherence. The dispenser was installed and the participant reported no missed doses thereafter.

It is very important to consider the potential negative consequences on mental health following the introduction of technology. For example, the use of smart mirrors (mirrors with touchscreen and connectivity capabilities) and voice-activated devices could exacerbate paranoia or delusions. Although user preference is paramount, clinical decision makers are needed for input into the appropriateness of devices. The introduction of technology should provide support and care, and smart technology interventions must be flexible in accounting for specific illnesses, symptoms, and comorbidities.

Data Analytics

Health apps can provide analytical data to users by monitoring their health and providing feedback. Dimitrov [45] noted that the use of artificial intelligence aims to identify and analyze patterns of data from one individual and then compare those with similar patterns to make predictive recommendations, thereby acting as a personal coach to the individual. An example of this would be number of steps or calories burned, and how that aligns with the individual’s goals and targets. It could be further argued that appropriate application of artificial intelligence would help triage patients by empowering participants and lessening the burden on health care services and clinicians [45]. Data derived from health devices can be combined with existing data sets to provide greater contextual understandings. Although analytic capabilities are useful, it is crucial to remember that population and individual metrics can vary differently and can be determined through differing methodologies/models. For example, blood pressure monitoring would not be generalizable to the population due to measurement errors based on the time of day [46]. Taking individual factors into account would be a key recommendation when developing an algorithm or a predictive model as errors can occur and erroneous assumptions could be made.

It is recommended that future research studies follow these 6 best practice steps [47] for analyzing health data from wearable devices and health apps:

1. set a robust research question where access to the necessary data is available, including the data on the device and publicly available data sets for comparisons (eg, life expectancy, prevalence rates);
2. prepare data for analysis to anticipate inaccuracies and missing data as well as removing outliers and erroneous values, ascertaining sensor accuracy, and performing trial runs prior to implementation;
3. verify the data set by comparing with current literature and gold-standard data sets to ensure consistency or find inconsistencies;
4. analyze data that answer the research question(s), establishing causal relationships and the possibility of needing propensity scoring models to minimize confounding variables;
5. check the robustness of conclusions and establish the validity of the findings;
6. knowledge dissemination including sharing data sets and coding while maintaining privacy and governance standards.

In the Lawson Health Smart Home innovation, questionnaires were programmed so that if a participant expressed suicidal thoughts or ideations, a notification was immediately sent by SMS text message or email to their care provider(s). It is important for any smart technology study that trends can be observed and saved for future analyses and to provide a bigger picture of the participant’s current health with contingencies in the event there are concerning data trends.

Ensure Components of the System Can Communicate

Data Transmission to Users and Health Care Personnel

Unprocessed data captured by noninvasive sensors are transmitted to a processing node using a low-power and short-range communication protocol such as Bluetooth, ZigBee, ANT, or near-field communications (NFC) [36,48-53]. The processing node is an advanced platform that first collects and filters the data, and then executes advanced analysis and decision algorithms. Common examples include smartphones, tablets, computers, and personal digital assistants. The processing node functions as a gateway, or a central hub, that receives raw data input from wearables and transmits measured data output to a secure server located in a remote health care facility. Depending on what processing node is used, results may be stored,
translated, and displayed on a user interface. Interventions consisting of only a few sensors can send data directly to the processing node, while more complex systems with several sensor units can first gather data through a central body area network [36]. Processed data transmitted to the hospital server over the internet requires a long-range communication protocol.

To ensure data transmission, the processing node should achieve reliable, stable data transmission without any interference and present a low risk of being hacked. In a multisensor body area network system, the central processing node requires a significant amount of power to handle the large influx of data; therefore, power consumption levels must be lowered to sustain long-term utilization [36]. Likewise, the transmission of measured data outputted from the processing node to a centralized integrated database through the internet will require appropriate encryption (ie, public key infrastructure, SSL), authorization, and authentication algorithms to ensure personal health information is secure and protected [36,54,55].

**Compatibility and Integrability**

Compatibility is a key issue when connecting multiple devices for a smart technology innovation. A major aspect of building a smart technology innovation is for the individual pieces of equipment to be able to communicate with one another, or that they are all compatible with 1 central data center. See Figure 2 for an example of the smart home system from the Lawson Health study [17]. With multiple operating systems currently available (eg, Android, iOS, Windows, Linux, Raspberry), it is crucial that the technologies are capable of interacting with one another and able to transmit data seamlessly without any drop in performance. To implement a centralized integration of data originating from different sources, it is essential to consider software formats so that the end users can be provided with a translated and unified view of the accumulated data. It may require the data extraction and synchronization processes, considering data might be coming from myriad sources using different transmission schedules and rates. This is where implementation of processes such as ETL (extract, transform, load) is advocated. Integrability is a key component of developing a smart home innovation as individual devices need to be integrated seamlessly into the individual’s care plan as well as meeting the purposes of the system. Furthermore, a smart home innovation could result in the integration of multiple members of the care team or additional service providers consulting on all of the data collected as opposed to their own individualized data.

**Figure 2.** System architecture for the Lawson Smart Homes Innovation [17]. CHR: collaborative health record; LIDB: Lawson Integrated Database; Qnaires: Questionnaires from CHR; SSH: secure shell.
Ensure That the System Is Designed for the Intended Population

End User Experience

Smart technology interventions for people with mental and physical health problems should be designed with the goal of optimizing the user experience. It is imperative that interactions with the selected equipment are as simple and efficient as possible. A smart home innovation should connect devices to anticipate user needs, automate complex configurations, and be "smart" enough to make independent, intelligent decisions. The limited space for micro interactions on wearable devices should be intuitively optimized so that features can be easily navigated on the main menu [56]. In addition, the innovation should have a micro feedback display that provides immediate, quantitative feedback on biometrics related to the users’ exercise quality, cardiorespiratory function, and sleep patterns.

On the hub, the data are processed and translated into usable information and the results are displayed on a mobile app that synchronizes to the wearable hardware. The mobile app is the component with which users most frequently interact and should connect with the entire suite of selected wearable devices. The app should be able to chart their progress with data visualization tools such as calendars and graphs and provide relevant information (eg, steps, distance, weight, sleep cycle) that is easily accessible and interpreted. The app interface should use colors, animations, and typography congruent with the intended purpose of a mobile app and embrace minimal cognitive overload principles (ie, avoid too much content, irrelevant steps, or inconsistent formatting).

Promotion of Behavior Change

In addition to presenting the data, devices should include functionality that promotes sustained behavior change where appropriate. Based on principles of positive reinforcement, strategies to engage users should address all 3 components of the habit formation loop [56]: cues (push notifications, alarms, vibrations), behaviors (prompts to exercise, sleep, hydrate), and rewards (badges, level progressions, gamification). Research has shown that sharing personal information with friends and family increases the likelihood of attaining goals [57,58]. Mobile apps selected or developed for smart home interventions should support additional aspects of care provisions such as secure virtual care (messaging, audio, and visual), mood tracking features, and active prompts for medication, activity, or appointment reminders.

Engage Stakeholders

Refinement and Development Through Collaboration

Consultation with stakeholders is a crucial component of developing a smart technology innovation. It is important to identify from the outset as to who would have an interest in this innovation and whether they can assist in its development, refinement, and implementation. This is particularly of great value when the new innovation is untested, unproven, or may contain risks such as privacy. Hart and Sharma [59] note that many companies tend to focus on stakeholders that are known to them or hold powerful positions but fail to engage with peripheral stakeholders. This then leads to a lack of competitive imagination and positive disruptive change. It was suggested by Wright [60] that engaging stakeholders prior to deployment of new information technology can help to mitigate ethical implications by ensuring measures are taken and risks adequately examined. This is also true of research: by embracing and encouraging ideas from stakeholders outside of the research environment, the project can develop a greater depth of ideas and imagination. Roles in provision, oversight, and management of the intervention should involve an interdisciplinary team of health care providers and experts of the mental and physical illnesses the intervention is seeking to address and support.

Establishing an Advisory Group

It is recommended that stakeholders be encouraged to provide input throughout the design process through the formation of an advisory group. A co-design approach through the collaborative efforts of an advisory group can allow for reductions in oversights, greater suggestions for improvement, and ensuring targets are met. The objectives of an advisory group are to ensure the project remains on track, help the project overcome obstacles that may arise, and help align the technology with present and future opportunities for scaling up or further development.

This group ideally consists of end users, consumers, service providers, policy decision makers, industry representatives, analysts, and researchers. End users and consumers should be consulted throughout development which can involve “citizen juries” [61], focus groups, and pilot testing. As well, analysts and researchers within the advisory group should contribute to the evaluation of the intervention. The evaluation depends on the research questions and hypotheses of the project. A standardized evaluation framework for smart technology intervention that covers a broad range of implications would be recommended [62] (Figure 3). It is important that not just the effectiveness of the intervention is measured, but also inferences for sustainability beyond the study; cost is compared with usual care; and ethical considerations are obtained. In summary, a comprehensive approach to evaluation and refinement of a smart home intervention from all interested parties allows for risk management, improved quality control, and enhanced innovation.
Figure 3. Standardized evaluation framework for smart technology mental health interventions [62].

**Conclusion**

The overarching principle of data security and privacy together with our 4 steps were identified from our experience developing a smart home intervention for a target population that included end users who were particularly struggling with physical and mental health conditions. However, they are equally applicable to other interventions that address many different mental and physical health concerns. Going forward, we see huge potential for smart home research and implementation work that takes a holistic view of the end user. Smart home technologies have the potential to support all aspects of health by targeting not only health care issues but also by facilitating more social inclusion and better health behaviors, leading to improved quality of life.
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Abstract

Background: Major chronic diseases such as cardiovascular disease (CVD), diabetes, and cancer impose a significant burden on people and health care systems around the globe. Recently, deep learning (DL) has shown great potential for the development of intelligent mobile health (mHealth) interventions for chronic diseases that could revolutionize the delivery of health care anytime, anywhere.

Objective: The aim of this study is to present a systematic review of studies that have used DL based on mHealth data for the diagnosis, prognosis, management, and treatment of major chronic diseases and advance our understanding of the progress made in this rapidly developing field.

Methods: A search was conducted on the bibliographic databases Scopus and PubMed to identify papers with a focus on the deployment of DL algorithms that used data captured from mobile devices (eg, smartphones, smartwatches, and other wearable devices) targeting CVD, diabetes, or cancer. The identified studies were synthesized according to the target disease, the number of enrolled participants and their age, and the study period as well as the DL algorithm used, the main DL outcome, the data set used, the features selected, and the achieved performance.

Results: In total, 20 studies were included in the review. A total of 35% (7/20) of DL studies targeted CVD, 45% (9/20) of studies targeted diabetes, and 20% (4/20) of studies targeted cancer. The most common DL outcome was the diagnosis of the patient’s condition for the CVD studies, prediction of blood glucose levels for the studies in diabetes, and early detection of cancer. Most of the DL algorithms used were convolutional neural networks in studies on CVD and cancer and recurrent neural networks in studies on diabetes. The performance of DL was found overall to be satisfactory, reaching >84% accuracy in most studies. In comparison with classic machine learning approaches, DL was found to achieve better performance in almost all studies that reported such comparison outcomes. Most of the studies did not provide details on the explainability of DL outcomes.

Conclusions: The use of DL can facilitate the diagnosis, management, and treatment of major chronic diseases by harnessing mHealth data. Prospective studies are now required to demonstrate the value of applied DL in real-life mHealth tools and interventions.

(JMIR Mhealth Uhealth 2022;10(4):e32344) doi:10.2196/32344
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Introduction

Background

Chronic, noncommunicable diseases are the leading cause of mortality and disability worldwide. According to the World Health Organization, cardiovascular disease (CVD) is the number 1 cause of death worldwide, taking an estimated 17.9 million lives each year [1]. In 2020, there were approximately 10 million deaths because of cancer [2]. Diabetes is another major chronic disease, with the number of people diagnosed with it increasing dramatically from 108 million in 1980 to 422 million in 2014 [3]. As a consequence of the prevalence of chronic diseases, health care systems around the globe struggle to provide efficient medical care to those patients.

Mobile health (mHealth) has recently emerged as a new paradigm for providing efficient medical care anytime, anywhere. The wide uptake of mobile phones or other mobile electronic communication devices by people has fueled the advancement of their capabilities. Nowadays, mobile devices such as smartphones, smartwatches, and wearable devices can enable robust sensing and processing of health parameters along with communication of health information to patients and caregivers. As a result, they reinforce better daily self-management of chronic diseases by the patients themselves [4] and facilitate remote medical management [5]. In this light, the value of mHealth for chronic diseases has been depicted in several research works [6].

The regular use of mHealth devices around the clock has allowed for the generation of large data sets that can be harnessed by data analytics frameworks toward developing more intelligent mHealth interventions able to identify a range of medical risk factors, improve clinical decision-making, and revolutionize the delivery of health care services [7,8]. The challenge is that the sets of data captured by mHealth devices (eg, sensed data) are often too complex, unstructured, and heterogeneous, thereby creating obstacles in their processing and interpretation through traditional data mining and statistical learning approaches. Deep learning (DL), which is founded on artificial neural networks, appears as a key technology for providing suitable algorithmic frameworks in this direction [9]. DL allows computational models that are composed of multiple processing layers to learn representations of data with multiple levels of abstraction and requires little engineering by hand [10]. DL models have demonstrated great potential in different domains of health care and have shown excellent performance in computer vision, natural language processing, and mining of electronic health records as well as mHealth modalities and sensor data analytics [11].

Objectives

Despite the potential of DL for mHealth, there have not been targeted reviews in this field. Other reviews have been broad [8,12], not closely related to mHealth [11,13], or not focused on major chronic diseases with the largest prevalence worldwide [14]. In this context, the aim of this paper is to provide a systematic review of the currently available literature and identify recent studies that have used DL based on mHealth data for the diagnosis, prognosis, management, and treatment of major chronic diseases (ie, CVD, diabetes, and cancer). Our ultimate goal is to advance the understanding of researchers, caregivers, and engineers of the progress made in this rapidly developing field.

Methods

Search Strategy

A search was conducted on the web-based bibliographic databases Scopus and PubMed in March 2021 to identify studies published during the last 10 years that incorporated DL in the context of mHealth for CVD, diabetes, and cancer.

Eligibility Criteria

The inclusion criteria for study selection were as follows: (1) DL algorithm or algorithms should be used and quantitative outcomes in terms of their performance should be presented in the study; (2) the DL algorithm in the study should harness mHealth data acquired through a mobile or wearable device; (3) the study should focus on the diagnosis, prognosis, management, or treatment of one of the major chronic diseases with the largest prevalence worldwide (CVD, diabetes, or cancer); and (4) the paper describing the study must have been published in English. Case reports, letters to editors, preprint papers, qualitative studies, surveys or reviews, simulation studies, and studies describing protocols were excluded from the review.

Study Selection

The following string—(deep learning) OR (neural networks) AND (mobile health) OR (smartphone) OR (mobile phone) OR (mobile device) OR (mobile app) OR (smartwatch) OR (wearable) OR (sensor) AND (health)—was used for searching within the title, abstract, and keywords of the manuscripts. The retrieved records from Scopus and PubMed were imported into the Mendeley (Mendeley Ltd) bibliography management software to identify duplicates. Authors AT, HK, DK, AK, LK, and AA independently screened the papers that were obtained as a result of the aforementioned search string to minimize bias in the selection process and reduce possible errors. In case of disagreements, these were resolved through discussion between the authors to reach a consensus. The screening procedure took place in 2 stages. In the first stage, the abstracts of the candidate papers for inclusion were screened by the authors according to the defined inclusion and exclusion criteria. In the second stage, the authors read the full manuscripts of the eligible papers, as identified in the first stage, and selected the final papers for inclusion.

The included studies were synthesized by the authors according to the target disease, the number of enrolled participants and their age, and the study period as well as the DL algorithm used, the main outcome of the algorithm, the data set used, the features selected, and the achieved performance. This systematic review was conducted following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [15]. A completed PRISMA checklist is shown in Multimedia Appendix 1 [16].
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Results

Overview

The literature search resulted in 2556 articles from Scopus and 1242 articles from PubMed (3798 articles in total). A total of 94.71% (3597/3798) of records were screened after the removal of 5.29% (201/3798) duplicates. Of those 3597 articles, 3546 (98.58%) were excluded because they did not meet the eligibility criteria. After reading the full texts of the remaining 51 articles, the number of eligible articles was reduced to 20 (39%). Reasons for the exclusion of articles are shown in Figure 1.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram. CVD: cardiovascular disease; DL: deep learning; mHealth: mobile health.

Applications of DL and Outcomes

Overview

Table 1 shows the primary characteristics of the included studies in terms of target disease, number of participants, and their age as well as study duration (where applicable). Of the 20 DL studies, 7 (35%) targeted CVDs, 9 (45%) targeted diabetes, and the remaining 4 (20%) targeted cancer. An interesting finding is that the number of participants included in the DL studies for diabetes was small (range 6-46) compared with CVD (range 10-70,000) and cancer (range 99-917).
Table 1. Characteristics of the included studies (N=20).

<table>
<thead>
<tr>
<th>Study</th>
<th>Target disease</th>
<th>Participants, N</th>
<th>Age</th>
<th>Study period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-Makhadmeh et al [17]</td>
<td>CVD&lt;sup&gt;a&lt;/sup&gt;</td>
<td>10</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>No</td>
</tr>
<tr>
<td>Ali et al [18]</td>
<td>CVD</td>
<td>597 (2 data sets combined with 303 and 294 participants)</td>
<td>29-79 years</td>
<td>No</td>
</tr>
<tr>
<td>Dami et al [19]</td>
<td>CVD</td>
<td>Four databases: (1) 70,000 participants, (2) 20,000 participants, (3) 139 patients with hypertension, and (4) 303 participants</td>
<td>N/A</td>
<td>Participants in database 3 were followed for 12 months</td>
</tr>
<tr>
<td>Deperfioglou et al [20]</td>
<td>CVD</td>
<td>N/A</td>
<td>N/A</td>
<td>Usability study for 4 months</td>
</tr>
<tr>
<td>Fu et al [21]</td>
<td>CVD</td>
<td>20,000</td>
<td>N/A</td>
<td>No</td>
</tr>
<tr>
<td>Huda et al [22]</td>
<td>CVD</td>
<td>47</td>
<td>N/A</td>
<td>No</td>
</tr>
<tr>
<td>Torres-Soto et al [23]</td>
<td>CVD</td>
<td>163</td>
<td>Mean 68 (cardioversion cohort), 56 (exercise stress test cohort), and 67 (ambulatory cohort) years</td>
<td>No</td>
</tr>
<tr>
<td>Cappon et al [24]</td>
<td>Diabetes (T1DM&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>6</td>
<td>20-80 years</td>
<td>8 weeks</td>
</tr>
<tr>
<td>Chen et al [25]</td>
<td>Diabetes (T1DM)</td>
<td>6</td>
<td>20-80 years</td>
<td>8 weeks</td>
</tr>
<tr>
<td>Efat et al [26]</td>
<td>Diabetes</td>
<td>25</td>
<td>N/A</td>
<td>Data collected during a 2-month period</td>
</tr>
<tr>
<td>Faruqui et al [27]</td>
<td>Diabetes (T2DM&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>10 patients in the smartphone group (overweight or obese)</td>
<td>21-75 years</td>
<td>6 months</td>
</tr>
<tr>
<td>Goyal et al [28]</td>
<td>Diabetes</td>
<td>30</td>
<td>N/A</td>
<td>No</td>
</tr>
<tr>
<td>Joshi et al [29]</td>
<td>Diabetes</td>
<td>46</td>
<td>17-80 years</td>
<td>No</td>
</tr>
<tr>
<td>Sánchez-Delacruz et al [30]</td>
<td>Diabetes</td>
<td>15</td>
<td>29-62 years</td>
<td>No</td>
</tr>
<tr>
<td>Sevil et al [31]</td>
<td>Diabetes</td>
<td>25</td>
<td>Mean 24.88 (SD 3.15) years</td>
<td>430-hour experiment</td>
</tr>
<tr>
<td>Suriyal et al [32]</td>
<td>Diabetes</td>
<td>N/A</td>
<td>N/A</td>
<td>No</td>
</tr>
<tr>
<td>Ech-Cherif et al [33]</td>
<td>Cancer</td>
<td>N/A</td>
<td>N/A</td>
<td>No</td>
</tr>
<tr>
<td>Guo et al [34]</td>
<td>Cancer</td>
<td>N/A</td>
<td>N/A</td>
<td>No</td>
</tr>
<tr>
<td>Hu et al [35]</td>
<td>Cancer</td>
<td>917</td>
<td>N/A</td>
<td>No</td>
</tr>
<tr>
<td>Uthoff et al [36]</td>
<td>Cancer</td>
<td>99</td>
<td>Mean 40 (SD 14.1) years</td>
<td>No</td>
</tr>
</tbody>
</table>

<sup>a</sup>CVD: cardiovascular disease.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>T1DM: type 1 diabetes mellitus.

<sup>d</sup>T2DM: type 2 diabetes mellitus.

Only 25% (5/20) of the studies reported the integration of their developed model into a DL-empowered system or application that was tested in real life [20,21,28,33,36]. However, none of the studies presented a clinical validation of the deployed systems and applications (eg, through randomized controlled trials).

Approximately 25% (5/20) of the DL studies used an unseen external data set for evaluation purposes to eliminate possible bias and build models that could be generalized [20,23,33,36,37]. Different performance outcomes were reported in the identified studies using DL algorithms (Table 2). None of the included studies used any guidelines for reporting the development and outcomes of the models such as TRIPOD (Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis) [38]. All the included studies (20/20, 100%) are briefly described below in terms of purpose, data and algorithms used, and evaluation outcomes.
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<table>
<thead>
<tr>
<th>Study</th>
<th>DL option 1</th>
<th>DL option 2</th>
<th>Data used</th>
<th>Features selected</th>
<th>Performance</th>
<th>Comparison with classic ML algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-Makhadmeh et al [17]</td>
<td>Detection of heart disease</td>
<td>Higher-order Boltzmann deep belief neural network</td>
<td>123 instances and 23 attributes collected from 10 patients using sensor devices from data sets available in UCI repository</td>
<td>ECG, blood pressure, chest pain type, cholesterol level, vessel information, minimum and maximum heart rate, angina, and depression symptoms</td>
<td>99.5% sensitivity</td>
<td>No</td>
</tr>
<tr>
<td>Ali et al [18]</td>
<td>Detection of heart disease</td>
<td>Feedforward network that uses backpropagation techniques and gradient algorithms (ensemble approach)</td>
<td>Cleveland and Hungarian data sets available from UCI repository containing EMR and sensor data (physiological measurements)</td>
<td>Demographic (age and sex), clinical (chest pain type, number of major vessels colored by fluoroscopy, and exercise test results), and sensor (resting blood pressure and fasting blood sugar)</td>
<td>84% accuracy</td>
<td>SVM (71.8%), logistic regression (73.7%), random forest (73.7%), decision tree (74.8%), and naïve Bayes (80.4%)</td>
</tr>
<tr>
<td>Dami et al [19]</td>
<td>Prediction of cardiovascular events to prevent SCD and heart attacks</td>
<td>Combination of deep belief network and LSTM RNN</td>
<td>Four databases: (1) Kaggle heart disease data set archive, (2) database from Shahid Beheshti Hospital Research Center, (3) database from PhysioNet site including patients from the Naples Federico II University Hospital in Italy, and (4) UCI4 data set Archive from 1988</td>
<td>Age, sex, weight, height, body surface area, BMI, smoker or not, systolic blood pressure, diastolic blood pressure, intima media thickness, left ventricular mass index, and ejection fraction</td>
<td>88% accuracy, 87% F-measure, and 87% precision</td>
<td>Logistic regression, SVM, and random forest (56% accuracy on average)</td>
</tr>
<tr>
<td>Deperlioglu et al [20]</td>
<td>Classification of heart sounds</td>
<td>Autoencoder neural networks</td>
<td>PASCAL B-training heart sound data sets and A-training heart sound data sets</td>
<td>No</td>
<td>96.03% accuracy for normal diagnosis, 91.91% accuracy for extrasystole diagnosis, and 90.11% accuracy for murmur diagnosis</td>
<td>SVM, naïve Bayes, decision tree, and AdaBoost (84.2%-93.3% accuracy)</td>
</tr>
<tr>
<td>Fu et al [21]</td>
<td>CVD detection</td>
<td>A hybrid of a CNN and an RNN</td>
<td>The test set includes 15,437 anonymous ECG recordings collected from several tertiary hospitals in China</td>
<td>No</td>
<td>95.53%-99.97% accuracy of CVD</td>
<td>No</td>
</tr>
<tr>
<td>Huda et al [22]</td>
<td>Arrhythmia detection</td>
<td>CNN</td>
<td>MIT-BIH arrhythmia data set obtained from PhysioNet</td>
<td>No</td>
<td>94.03% accuracy in classifying abnormal cardiac rhythm</td>
<td>No</td>
</tr>
<tr>
<td>Torres-Soto et al [23]</td>
<td>Arrhythmia event detection</td>
<td>Pretraining using convolutional de-noising autoencoders followed by CNN, transfer learning, and auxiliary signal quality estimation</td>
<td>Data available through synapse (Synapse ID: syn21985690)</td>
<td>Regions of the upstroke from the systolic phase to be informative for AF class-specific predictions</td>
<td>98% sensitivity, 99% specificity, and 96% F1</td>
<td>Random forest (32% sensitivity, 79% specificity, and 39% F1)</td>
</tr>
</tbody>
</table>

Table 2. Algorithms and outcomes of the included studies (N=20).
<table>
<thead>
<tr>
<th>Study</th>
<th>DL outcome</th>
<th>DL algorithm</th>
<th>Data used</th>
<th>Features selected</th>
<th>Performance</th>
<th>Comparison with classic ML algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cappon et al [24]</td>
<td>Prediction of short-time blood glucose levels</td>
<td>LSTM RNN</td>
<td>OhioT1DM data set containing CGM&lt;sup&gt;o&lt;/sup&gt; data, lifestyle data (diet, exercise, and sleep), galvanic skin response, skin temperature, and magnitude of acceleration</td>
<td>CGM, injected insulin as reported by the pump, and self-reported meals and exercise</td>
<td>RMSE&lt;sup&gt;o&lt;/sup&gt; 20.20 and 34.19 for 30- and 60-minute prediction, respectively</td>
<td>No</td>
</tr>
<tr>
<td>Chen et al [25]</td>
<td>Prediction of short-time blood glucose levels</td>
<td>Dilated RNNs</td>
<td>The OhioT1DM data set of continuous glucose monitoring data and the corresponding daily events from 6 patients with type 1 diabetes</td>
<td>CGM, insulin doses, carbohydrate intake, and time index; additional data included exercise, heart rate, and skin temperature</td>
<td>15.299 to 22.710 RMSE for different participants</td>
<td>No</td>
</tr>
<tr>
<td>Efat et al [26]</td>
<td>Risk level classification of patients with diabetes</td>
<td>Artificial neural network</td>
<td>2-month data from 25 patients with diabetes</td>
<td>Patients’ age, sex, sugar level, heart pulse, food intake, sleep time, and exercise or calorie burn</td>
<td>84.29% accuracy, 82.35% sensitivity, and 86.11% specificity</td>
<td>No</td>
</tr>
<tr>
<td>Faruqui et al [27]</td>
<td>Prediction of daily glucose levels</td>
<td>LSTM RNN</td>
<td>10 patients with diabetes (T2DM&lt;sup&gt;o&lt;/sup&gt;) being overweight or obese</td>
<td>Daily mobile health lifestyle data on diet, physical activity, weight, and previous glucose levels from the day before</td>
<td>33.33% (patient 7) to 86.67% (patient 2) accuracy</td>
<td>KNN&lt;sup&gt;o&lt;/sup&gt; regression (10%-56% accuracy)</td>
</tr>
<tr>
<td>Goyal et al [28]</td>
<td>Real-time DFU&lt;sup&gt;o&lt;/sup&gt; localization</td>
<td>Faster R-CNN&lt;sup&gt;t&lt;/sup&gt;</td>
<td>Transfer learning with ImageNet (Stanford Vision Lab) and Microsoft COCO data set; 1775 images of DFUs</td>
<td>Low-level features such as edge detection, corner detection, texture descriptors, shape-based descriptors, and color descriptors</td>
<td>91.8% mean average precision</td>
<td>SVM (70.3% precision)</td>
</tr>
<tr>
<td>Joshi et al [29]</td>
<td>Continuous blood monitoring</td>
<td>LMBP&lt;sup&gt;u&lt;/sup&gt;</td>
<td>NIR&lt;sup&gt;o&lt;/sup&gt; optical spectroscopy data</td>
<td>No</td>
<td>AvgE&lt;sup&gt;ou&lt;/sup&gt; 6.09%, mARD&lt;sup&gt;u&lt;/sup&gt; 6.07%</td>
<td>Multiple polynomial regression—AvgE and mARD were 4.88% and 4.86% for serum glucose examination</td>
</tr>
<tr>
<td>Sánchez-Delacruz et al [30]</td>
<td>Diabetic neuropathy detection</td>
<td>Classifiers combined with multilayer perceptron</td>
<td>Raw data from 5 accelerometers</td>
<td>Accelerometer data</td>
<td>85% accuracy</td>
<td>No</td>
</tr>
<tr>
<td>Sevil et al [31]</td>
<td>Classification of activity into 5 stages for determining the energy expenditure for diabetes therapy</td>
<td>RNN</td>
<td>Data sets not available</td>
<td>23 selected information features are reported in the paper out of 2216</td>
<td>94.8% classification accuracy</td>
<td>KNN, SVM, naïve Bayes, decision tree, linear discrimination, and ensemble learning (75.7% to 93.1% accuracy)</td>
</tr>
<tr>
<td>Suriyal et al [32]</td>
<td>Diabetic retinopathy detection</td>
<td>MobileNets in TensorFlow with the help of RM-Sprop and asynchronous gradient descent</td>
<td>Data set available in Kaggle database</td>
<td>No</td>
<td>73% accuracy, 74% sensitivity, and 63% specificity</td>
<td>No</td>
</tr>
<tr>
<td>Study</td>
<td>DL(^a) outcome</td>
<td>DL algorithm</td>
<td>Data used</td>
<td>Features selected</td>
<td>Performance</td>
<td>Comparison with classic ML(^b) algorithms</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------------</td>
<td>--------------</td>
<td>---------------------------------------------------------------------------</td>
<td>------------------------------------------</td>
<td>-------------</td>
<td>--------------------------------------------</td>
</tr>
<tr>
<td>Ech-Cherif et al [33]</td>
<td>Benign and malignant cancer detection</td>
<td>Resource-constrained, mobile-ready deep neural network</td>
<td>Three databases: DermNet, ISIC(^y), Archive, and Dermofit Image Library</td>
<td>Cancerous or not</td>
<td>91.33% accuracy</td>
<td>No</td>
</tr>
<tr>
<td>Gao et al [34]</td>
<td>Identification of cervix and non-cervix images</td>
<td>Ensemble method that consists of 3 DL architectures: RetinaNet, deep SVDD(^z), and a customized CNN</td>
<td>Four data sets were used in this study: MobileODT, Kaggle, and COCO2017 for training and validation, and SEVIA(^{aa}) for testing</td>
<td>Normal samples as cervix images and from the anomalous samples as noncervix images</td>
<td>91.6% accuracy and 89% F(_1) score</td>
<td>No</td>
</tr>
<tr>
<td>Hu et al [35]</td>
<td>Detection of cervical precancer</td>
<td>Automated visual evaluation, RetinaNet, and Adam optimization algorithm</td>
<td>Microsoft COCO images, 7334 training images, 970 validation images, and 1058 test images</td>
<td>No specific features were reported in the paper</td>
<td>ROC(^{ab}) curve (AUC(^{ac})) of 0.95</td>
<td>No</td>
</tr>
<tr>
<td>Uthoff et al [36]</td>
<td>Early detection of precancerous and cancerous lesions in the oral cavity</td>
<td>CNN, VGG-M(^d) network pretrained on the ImageNet data set</td>
<td>170 image pairs</td>
<td>WLI(^ae) and AFI(^af) provided the most information about type of lesion and size of the affected area</td>
<td>Sensitivity, specificity, positive predictive values, and negative predictive values (81.25%-94.94%); 0.908 AUC</td>
<td>No</td>
</tr>
</tbody>
</table>

\(^{a}\)DL: deep learning.  
\(^{b}\)ML: machine learning.  
\(^{c}\)UCI: University of California, Irvine.  
\(^{d}\)ECG: electrocardiogram.  
\(^{e}\)EMR: electronic medical record.  
\(^{f}\)SVDD: support vector machine.  
\(^{g}\)SCD: sudden cardiac death.  
\(^{h}\)LSTM: long short-term memory.  
\(^{i}\)RNN: recurrent neural network.  
\(^{j}\)PASCAL: Pattern Analysis, Statistical Modeling, and Computational Learning.  
\(^{k}\)CVD: cardiovascular disease.  
\(^{l}\)CNN: convolutional neural network.  
\(^{m}\)MIT-BIH: Massachusetts Institute of Technology–Beth Israel Hospital.  
\(^{n}\)AF: atrial fibrillation.  
\(^{o}\)CGM: continuous glucose monitoring.  
\(^{p}\)RMSE: root mean squared error.  
\(^{q}\)T2DM: type 2 diabetes mellitus.  
\(^{r}\)KNN: k-nearest neighbor.  
\(^{s}\)DFU: diabetic foot ulcer.  
\(^{t}\)R-CNN: region-based convolutional neural network.  
\(^{u}\)LMBP: Levenberg–Marquardt Backpropagation.  
\(^{v}\)NIR: near-infrared.  
\(^{w}\)AvgE: average error.  
\(^{x}\)mARD: mean absolute relative difference.  
\(^{y}\)ISIC: International Skin Imaging Collaboration.  
\(^{z}\)SVDD: support vector data description.  
\(^{aa}\)SEVIA: smartphone-enhanced visual inspection with acetic acid.  
\(^{ab}\)ROC: receiver operating characteristic.  
\(^{ac}\)AUC: area under the curve.  
\(^{af}\)VGG-M: visual geometry group multi-scale.  
\(^{ae}\)WLI: white-light imaging.  
\(^{af}\)AFI: autofluorescence imaging.
CVD Studies

Huda et al [22] introduced a low-cost, low-power, and wireless electrocardiogram (ECG) monitoring system with DL-based automatic arrhythmia detection. The model was based on a 1D convolutional neural network (CNN) that provided an accuracy of 94.03% in classifying abnormal cardiac rhythm on the Massachusetts Institute of Technology–Beth Israel Hospital Arrhythmia Database.

Deperlioglu et al [20] described a secure Internet of Health Things system to provide real-time support to physicians for the diagnosis of CVDs. Heart sounds were classified using autoencoder neural networks (AENs), and the developed solution demonstrated better results than those reported in the literature studied.

In the study by Ali et al [18], a DL-based ensemble model was used for the detection of heart disease in 597 patients. More specifically, a feedforward neural network was used to perform binary classification of the presence or absence of disease. An 84% accuracy in this classification task was achieved by using publicly available data sets containing sensed data in terms of physiological measurements (such as blood pressure and fasting blood sugar) as well as electronic health record data (including exercise test results, chest pain information, and demographic information).

In the study by Al-Makhadmeh et al [17], the authors proposed the use of a Boltzmann deep belief model to detect whether a patient has heart disease. The model was based on data acquired from 10 patients (publicly available data set), including ECG and blood pressure measurements as well as other diagnostic information such as chest pain and appearance of angina or depression symptoms. A sensitivity of 99.5% was achieved.

Another approach to shed light on the occurrence of arterial and cardiovascular events was examined in the study by Dami et al [19]. A long short-term memory (LSTM) neural network and a deep belief network were used to predict arterial events over the course of a few weeks before the event using ECG recordings and time-frequency features of ECG signals. The proposed LSTM and deep belief network approach had significantly better performance when compared with all other DL approaches and traditional classifications.

Furthermore, in the study by Torres-Soto et al [23], the authors developed DeepBeat, a multitask DL method to detect arrhythmia events for atrial fibrillation in real time using wrist-based photoplethysmography devices. The proposed approach exploited transfer learning, and the resulting models had a sensitivity of 0.98, specificity of 0.99, and $F_1$ score of 0.93.

In the study by Fu et al [21], an Internet of Things and cloud service system was designed that collected high-quality ECG data and diagnosed 20 types of CVDs using a DL model that was a hybrid between a CNN and a recurrent neural network. The model achieved >0.98 area under the receiver operating characteristic curve score on 17 of the diagnostic items.

Diabetes

For diabetes, there were also several approaches showing impressive performance using DL. For example, in the study by Suriyal et al [32], DL was used for the detection of diabetic retinopathy using mobile devices for real-time screening without requiring an internet connection. The approach exploited a TensorFlow deep neural network, with a reported accuracy of 73%.

Goyal et al [28] proposed an automated method for the detection and localization of diabetic foot ulcers (DFUs) based on images. The model was robust enough, with a mean average precision of 91.8%, and the trained model could run on simple hardware with a speed of 48 milliseconds for inferencing a single image and with a model size of 57.2 MB. The model was based on transfer learning that was initially trained with ImageNet (Stanford Vision Lab) and Microsoft COCO data sets and with DFU images in the final step. The authors also deployed these models on an Android phone to create real-time object localization for DFUs.

Joshi et al [29] proposed a wearable consumer device called iGLU 2.0, which was based on a DL model for glucose level prediction as a noninvasive, precise, and cost-effective solution to monitor blood glucose levels and control diabetes. The proposed glucometer used the concept of short-wave, near-infrared spectroscopy to predict blood glucose levels. The results were comparable with those of the serum glucose examination, an invasive laboratory examination.

A glucose prediction model was also developed in the study by Chen et al [25]. The authors used a new DL technique based on a dilated recurrent neural network model to predict future glucose levels for a prediction horizon of 30 minutes. Using this model, it was shown that the accuracy of short-time glucose predictions could be significantly improved.

The study by Efati et al [26] introduced a smart health monitoring tool for patients with diabetes. The objective of the authors was to use continuous sensor monitoring and processing with neural networks to provide a continuous evaluation of the patient health risk status.

In the study by Cappon et al [24], an LSTM model for the prediction of blood glucose concentration in patients with type 1 diabetes was proposed. The applied model was based on continuous glucose monitoring data collected from 6 patients as well as insulin dose and self-reported meals and exercise. A root mean squared error of 20.20 for prediction of glucose over the next 30 minutes and of 34.19 for prediction over the next hour was highlighted as the performance outcome of their work.

In the study by Faruqui et al [27], the authors used a DL model based on LSTM and developed a transfer learning strategy (to cope with data scarcity and improve the model’s personalization capabilities) to dynamically forecast daily glucose levels. The patient data used for their model were the daily mHealth lifestyle and exercise test results, chest pain information, and demographic information).

In another approach by Sevil et al [31], the authors proposed DL with LSTM to determine physical activity states for use in automated insulin delivery systems. The approach exploited a multi-sensor wristband and achieved 94.8% classification accuracy.
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data and the glucose levels from the day before. The model achieved considerable accuracy in predicting the next day glucose level based on the Clark Error Grid and -10% to +10% range of the actual values on data collected from 10 patients who had been monitored daily for over 6 months.

In the study by Sánchez-Delacruz et al [30], the detection of diabetic neuropathy through the application of a multilayer perceptron combined with additional classifiers on raw accelerometer data was proposed. A total of 15 individuals (10 with diabetic neuropathy and 5 healthy) wearing 5 accelerometers were instructed to walk. The algorithm was able to reach 85% accuracy in diabetic neuropathy recognition.

**Cancer**

Several studies also focused on cancer. In the study by Hu et al [35], the authors exploited a new DL algorithm called automated visual evaluation for analyzing cervigram images captured by commodity mobile phones to detect cervical precancer. This approach achieved a receiver operating characteristic curve (area under the curve) of 0.95.

In another approach by Uthoff et al [36], the authors used a CNN to enable early detection of precancerous and cancerous lesions in the oral cavity with the potential to reduce morbidity, mortality, and health care costs. To achieve this, the authors used a custom Android app that synchronized an external light-emitting diode and image capture for autofluorescence imaging and white-light imaging on a smartphone. The sensitivity, specificity, positive predictive value, and negative predictive value of the approach ranged from 81.25% to 94.94%.

DL techniques have also been applied for triaging skin cancer detection. The authors in the study by Ech-Cherif et al [33] manually trained a resource-constrained deep CNN called MobileNetV2 to identify the binary classification of skin lesions using benign and malignant as the 2 classes. When the model was tested on an unseen library of images using an iOS mobile app, it was found that all images were correctly classified.

In the study by Guo et al [34], the authors combined the assessment of 3 DL architectures to determine whether an image contained a cervix. The study showed that the ensemble method outperformed individual DL methods. Such data quality algorithms could be used to clean large data sets and provide quality assurance for machine learning (ML) algorithms in routine clinical use.

**Architectures of DL Models**

DL approaches in mHealth can be efficient by taking advantage of the large volumes of data generated through the use of mobile and sensing devices. In Table 3, we provide details regarding the DL architectures and parameters or hyperparameters used in the selected studies to shed light on the most promising ones used in practice. It is apparent that there is no single best DL architecture to be used for mHealth considering that the selection of the most appropriate DL architecture is mainly data driven.

Regarding the hyperparameters of the studied models, the layers varied between 3 and 50. In most cases, softmax or sigmoid activation functions were used and applied primarily to classification problems, the losses L1 and L2 were <0.01 and, in some cases, Adam optimization was used.

Huda et al [22] proposed a CNN model architecture that consisted of 1D convolution, max-pooling, batch normalization, and dropout layers. The flattened layer output was passed through a fully connected layer with dropout and a second fully connected dense layer. A softmax layer with 14 outputs was then used for arrhythmia classification.

Torres-Soto et al [23] focused on detecting arrhythmia events using unsupervised transfer learning through convolutional denoising autoencoders (CDAEs). The authors applied a 2-stage training to address the unbalanced data problem common to biomedical applications, exploiting a multitask CNN architecture, transfer learning, and an auxiliary signal quality estimation task for atrial fibrillation event detection from spatially segmented physiological photoplethysmography signals. Unsupervised pretraining was performed using CDAEs. The authors then used convolutional and pooling layers in the encoder and upsampling and convolutional layers in the decoder. To obtain the optimal weights, they were randomly initialized according to the He distribution, and the gradient was calculated using the chain rule to backpropagate error derivatives through the decoder network and then through the encoder network. Using a number of hidden units lower than the inputs forces the autoencoder to learn a compressed approximation. The loss function used in pretraining was the mean squared error and was optimized using a backpropagation algorithm. Finally, 3 convolutional layers and 3 pooling layers were used for the encoder segment, and 3 convolutional layers and 3 upsampling layers were used for the decoder segment of the CDAE. A Rectified Linear Unit (ReLU) was applied as the activation function, and Adam was used as the optimization method. Each model was trained with mean squared error loss for 200 epochs, with a reduction in learning rate of 0.001 for every 25 epochs if the validation loss did not improve.

For cervical precancer detection using a smartphone [35], a Resnet-50 architecture was proposed. The whole process started with image augmentation methods (random image scale, random horizontal or vertical flip, random rotation, random shearing, random translation, and transforming the red channel of the image through a γ transformation with γ randomly chosen). Nonmaximum suppression after processing was then followed after cervix or precancerous cervix object detection. The model parameters were initialized with weights pretrained on Microsoft COCO images. All model parameters were then fine-tuned using the visual inspection with acetic acid training data. For the optimization strategy, the authors used the Adam optimization algorithm, fixing the clipnorm parameter at the default of 0.01, and they also used a learning rate of 1 x 10^-5. The metrics used for hyperparameter (number of iterations and batch size) optimization were the mean average precision and validation classification loss.

For smartphone-based oral cancer screening [36], classification using a CNN was applied. For the CNN training, methods commonly used in network training were used, including transfer learning and data augmentation. For data augmentation, the original images were rotated and flipped to feed the network
with more training data. In addition, transfer learning was applied using a visual geometry group multi-scale network pretrained on the ImageNet data set. The network was modified for the task by replacing the final dense layer and softmax layer and then training the network with the available data set.

Goyal et al [28] used transfer learning from massive data sets in nonmedical backgrounds such as ImageNet and Microsoft COCO data sets for the initial training of their image model for DFU localization. The authors used two CNNs, MobileNet and Inception-V2, and set the weight for L2 regularizer as 0.00004 and batch normalization with a decay of 0.9997 and epsilon of 0.001. A batch size of 24 was used along with the optimizer as RMSprop with a learning rate of 0.004 and decay factor of 0.95.

The momentum optimizer value was set at 0.9 with a decay of 0.9 and epsilon of 0.1.

The DL approach was used for physical activity classification for automated insulin delivery systems [31], combining different layers including fully connected, LSTM, softmax, regression, ReLU, and dropout layers. In addition, the authors used the L2 regularization term to reduce the risk of overfitting (value 0.05). In another approach, a TensorFlow deep neural network was used for the detection of diabetic retinopathy [32]. The neural network had 28 convolutional layers and, after each layer, there was a batch normalization and ReLU nonlinear function except for the final layer. The MobileNets training was performed in TensorFlow with the help of RMSprop and asynchronous gradient descent.
Table 3. Model architectures in the included studies (N=20).

<table>
<thead>
<tr>
<th>Study</th>
<th>DL&lt;sup&gt;a&lt;/sup&gt; parameters</th>
<th>DL hyperparameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-Makhadmeh et al [17]</td>
<td>Deep belief network, trained the features using the Boltzmann machine classifiers by computing the energy consumption of the network</td>
<td>Cross-entropy loss of 0.0178, L1 loss of 0.0187, and L2 loss of 0.025</td>
</tr>
<tr>
<td>Ali et al [18]</td>
<td>Ensemble DL model composed of 5 layers: the input layer, 3 hidden layers, and the output layer; fully connected hidden layer with 20 nodes</td>
<td>Ada optimizer used and a learning rate with a value of 0.03; ReLU&lt;sup&gt;b&lt;/sup&gt; activation function</td>
</tr>
<tr>
<td>Dami et al [19]</td>
<td>A deep belief network selected and represented a set of features from the hybrid feature vector and then passed it to the LSTM&lt;sup&gt;c&lt;/sup&gt; neural network. The LSTM neural network consists of 5 layers, including input layers, a hidden layer (with 100 hidden units), 2 fully connected layers, a softmax layer, and an output layer</td>
<td>SGD&lt;sup&gt;d&lt;/sup&gt; for optimizing cross-entropy as the default loss function</td>
</tr>
<tr>
<td>Deperlioglu et al [20]</td>
<td>Autoencoder neural network with a hidden layer size of 10. Softmax layer was used</td>
<td>Scaled conjugate gradient algorithm and cross-entropy cost function was used in the coding layer. The coefficient for the L2 weight regularizer was 0.001, the coefficient for the sparsity regularization term was 4, and the sparsity proportion was 0.05</td>
</tr>
<tr>
<td>Fu et al [21]</td>
<td>A hybrid of CNN&lt;sup&gt;e&lt;/sup&gt; and RNN&lt;sup&gt;f&lt;/sup&gt;; 32 convolutional layers (input for CNN) grouped into 8 stages, where each stage was a cascade of four 1D convolutional layers with a kernel size of 16. The final prediction layer was a fully connected dense layer</td>
<td>Before each convolutional layer, a nonlinear transformation occurs, which is a combination of batch normalization, ReLU activation, and a dropout</td>
</tr>
<tr>
<td>Huda et al [22]</td>
<td>1D convolution (CNN), max-pooling, and batch normalization. The flattened layer output was passed through a fully connected layer and a second fully connected dense layer. In addition, a softmax layer with 14 outputs was used</td>
<td>Used dropout layers</td>
</tr>
<tr>
<td>Torres-Soto et al [23]</td>
<td>Convolutional and pooling layers in the encoder and upsampling and convolutional layers in the decoder; 3 convolutional layers and 3 pooling layers for the encoder segment, and 3 convolutional layers and 3 upsampling layers for the decoder segment of the CDAE&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Weights were randomly initiated according to He distribution, and Adam was used as the optimization method. Each model was trained with MSE loss for 200 epochs, with a reduction in learning rate of 0.001 for every 25 epochs if the validation loss did not improve</td>
</tr>
<tr>
<td>Cappon et al [24]</td>
<td>A bidirectional LSTM input layer composed of 128 cells having a look-back period of 15 minutes (ie, 3 samples); 2 LSTM layers composed of 64 and 32 cells, respectively; and a fully connected layer consisting of a single neuron computing the BG&lt;sup&gt;i&lt;/sup&gt; level prediction at 2 different PHs&lt;sup&gt;j&lt;/sup&gt; (ie, 30 and 60 minutes)</td>
<td>BLSTM&lt;sup&gt;k&lt;/sup&gt; architecture, hyperparameters, and look-back period were chosen by trial and error to compromise between model complexity and accuracy</td>
</tr>
<tr>
<td>Chen et al [25]</td>
<td>A 3-layered DRNN&lt;sup&lt;l&lt;/sup&gt; with 32 cells in each layer</td>
<td>1, 2, and 4 dilations implemented for the 3 layers from bottom to top, respectively</td>
</tr>
<tr>
<td>Efut et al [26]</td>
<td>RNN</td>
<td>In forward propagation, the sigmoid activation function was applied and, for backpropagation, the margin of error of the output was measured, and the weights were adjusted accordingly</td>
</tr>
<tr>
<td>Faruqui et al [27]</td>
<td>LSTM with 5-60 layers and 5-40 number of neurons in the feedforward neural network</td>
<td>Dropout rate of 0.10-0.45. An allowable unit change of 0.01 for the dropout rate parameter and of 1 for the number of neurons in LSTM and feedforward layers was selected. A total of 35 × 55 × 55 = 67,375 combinations were tested before finding the optimal hyperparameters</td>
</tr>
<tr>
<td>Goyal et al [28]</td>
<td>Faster R-CNN&lt;sup&gt;m&lt;/sup&gt; with ResNet101, Faster R-CNN with Inception-ResnetV2, Faster R-CNN with InceptionV2, and R-FCN&lt;sup&gt;n&lt;/sup&gt; with ResNet101</td>
<td>For Faster R-CNN, the weight was set for L2 regularizer as 0.0, initializer that generated a truncated normal distribution with SD of 0.01 and batch normalization with decay of 0.9997 and epsilon of 0.001. For training, a batch size of 2 was used, optimizer as momentum with manual step learning rate and an initial rate of 0.0002, 0.00002 at epoch 40, and 0.0000002 at epoch 60. The momentum optimizer value was set at 0.9. For training R-FCN, the same hyperparameters were used as with Faster R-CNN with the only change being in the learning rate set as 0.0005</td>
</tr>
</tbody>
</table>

---

<sup>a</sup> Deep learning parameters;<br> <sup>b</sup> rectified linear unit;<br> <sup>c</sup> long short-term memory;<br> <sup>d</sup> Stochastic gradient descent;<br> <sup>e</sup> convolutional neural network;<br> <sup>f</sup> recurrent neural network;<br> <sup>g</sup> convolutional denoising autoencoder;<br> <sup>h</sup> mean squared error;<br> <sup>i</sup> blood glucose;<br> <sup>j</sup> prediction horizon;<br> <sup>k</sup> bidirectional long short-term memory;<br> <sup>l</sup> deep recurrent neural network;<br> <sup>m</sup> faster region-based convolutional neural network;<br> <sup>n</sup> region-based fully convolutional network.
<table>
<thead>
<tr>
<th>Study</th>
<th>DL parameters</th>
<th>DL hyperparameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joshi et al [29]</td>
<td>DNN(^a) with 10 hidden layers</td>
<td>Sigmoid activation functions</td>
</tr>
<tr>
<td>Sánchez-Delacruz et al [30]</td>
<td>23 assembled algorithms were tested by combining them with the deep RNA multilayer perceptron. The best results were obtained with the combination of FilteredClassifier and the DL model</td>
<td>The base function was applied to the input values, and the softmax was used as the activation function</td>
</tr>
<tr>
<td>Sevil et al [31]</td>
<td>Combination of different layers, including fully connected, LSTM, softmax, regression, ReLU, and dropout layers</td>
<td>L2 regularization=0.05</td>
</tr>
<tr>
<td>Suriyal et al [32]</td>
<td>MobileNet CNN with 28 layers. The first layer was a fully connected layer</td>
<td>After each layer, there was batch normalization and a ReLU nonlinear function except at the final layer. Training was done in TensorFlow with the help of RMSprop and asynchronous gradient descent</td>
</tr>
<tr>
<td>Ech-Cherif et al [33]</td>
<td>Used the MobileNetV2 model, excluded the classification layer, and replaced it with a dense layer that has two classes: benign and malignant</td>
<td>Used pretrained model MobileNetV2. Adam optimizer was used with a starting learning rate of 0.4. For each experiment, the learning rate was decayed by half every 2 epochs. All experiments were run for 55 epochs. Selected batch size was 32</td>
</tr>
<tr>
<td>Guo et al [34]</td>
<td>4 sequentially connected convolutional blocks followed by 2 fully connected layers and softmax for the last layer</td>
<td>N/A(^p)</td>
</tr>
<tr>
<td>Hu et al [35]</td>
<td>ResNet-50 architecture</td>
<td>Number of iterations and batch size optimization were mean average precision and validation classification loss</td>
</tr>
<tr>
<td>Uthoff et al [36]</td>
<td>4 sequentially connected convolutional blocks followed by 2 fully connected layers</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)DL: deep learning.  
\(^b\)ReLU: Rectified Linear Unit.  
\(^c\)LSTM: long short-term memory.  
\(^d\)SGD: stochastic gradient descent.  
\(^e\)CNN: convolutional neural network.  
\(^f\)RNN: recurrent neural network.  
\(^g\)CDAE: convolutional denoising autoencoder.  
\(^h\)MSE: mean squared error.  
\(^i\)BG: blood glucose.  
\(^j\)PH: prediction horizon.  
\(^k\)BLSTM: bidirectional long short-term memory.  
\(^l\)DRNN: dilated recurrent neural network.  
\(^m\)R-CNN: region-based convolutional neural network.  
\(^n\)R-FCN: region-based fully convolutional network.  
\(^o\)DNN: deep neural network.  
\(^p\)N/A: not applicable.

**Comparison With Classic ML Algorithms**

Herein, a presentation of how the DL algorithms used compare with classic ML algorithms, as reported in some of the included studies, is provided. This comparison primarily aims to show whether DL models could bring significant performance gains, which could be critical for their wide adoption by health care providers in routine clinical practice.

In the work by Ali et al [18], the feedforward network for the detection of heart disease based on medical record data and physiological measurements was compared with support vector machine (SVM), random forest, decision tree, and naïve Bayes. The feedforward network achieved 84% accuracy, which was substantially better than the accuracy of classic ML algorithms (72%-80%).

In the work by Dami et al [19], the combination of a deep belief network with LSTM was able to reach 88% accuracy in the prediction of cardiovascular events on data from 4 databases, whereas classic ML algorithms such as logistic regression, SVM, and random forest achieved 56% accuracy on average.

In the paper by Depertioglou et al [20], AEN was compared thoroughly with additional ML algorithms in other studies. For the PASCAL data set, AEN performed better than all other ML algorithms it was compared with, such as artificial neural networks (82.80-86.50 accuracy), CNN (97.9 accuracy), SVM (90.50 accuracy), naïve Bayes (93.33 accuracy), decision tree (72.76 accuracy), and others. For the PhysioNet data set, AEN performed better than all other ML algorithms, such as CNN (79.50-97.21 accuracy), SVM (83.00 accuracy), wavelet entropy (77.00 accuracy), deep-gated RNA (55.00 accuracy), and others.
DeepBeat in the work by Torres-Soto et al. [23] was compared with random forest. However, the sensitivity using random forest was 0.32, the specificity was 0.79, and the $F_1$ score was 0.39 versus 0.98 sensitivity, 0.99 specificity, and 0.96 $F_1$ score for the proposed DL methodology.

In the work by Faruqui et al. [27], the forecast of daily blood glucose levels through LSTM was achieved with a maximum accuracy of >86% in comparison with the 56% accuracy of k-nearest neighbor regression.

In the work by Goyal et al. [28], the localization of DFUs based on imaging data through Faster region-based CNN had a 91.8% average precision. The application of SVM was able to achieve only a 70.3% precision.

Joshi et al. [29] applied Levenberg–Marquardt Backpropagation for blood glucose monitoring and achieved an average error of 6.09% in the detection of serum glucose values through near-infrared spectroscopy. However, the use of multiple polynomial regression resulted in a significantly lower average error of 4.88%. This was the only study that showed that a classic ML approach was better than a DL approach.

In the work by Sevil et al. [31], the authors compared the performance of their recurrent neural network with k-nearest neighbor, regression SVMs, decision trees, naïve Bayes, Gaussian process regression, ensemble learning, and linear discrimination and regression, which achieved 75.7% to 93.1% accuracy, whereas the proposed approach achieved a classification accuracy of 94.8%.

**Explainability Aspects**

When developing models for decision support, there is a need to provide transparent and trustworthy models able to produce not only reliable but also explainable predictions [39]. However, a known problem with DL models is that they lack interpretability and explainability, which hinders their wide adoption in clinical practice.

Explainability deals with the implementation of transparency and traceability of statistical black box ML methods. Although attempts to tackle problems related to explanation and interpretability have existed for several years now, there has been an exceptional growth in research efforts in the last couple of years [40]. Approaches for explainability include keeping track of how algorithms are used, which features are the most important for predicting the target variable, and how the algorithm used can be improved, thereby providing hints and clues to guide further developments and enabling the detection of erroneous reasoning through techniques of advanced visualization and signal processing. The challenge is hard as explanations should be sound and complete in statistical and causal terms and yet comprehensible to users, subject to decisions.

This difficulty is also demonstrated in the presented works under review in several cases (e.g., in the study by Guo et al. [34]). The authors visually analyzed the error cases to better understand why the results were wrong. In only 5% (1/20) of the studies [24], the authors exploited Shapley Additive Explanations (ie, a newly developed approach to interpret DL model predictions [41]). Focusing on predicting glucose concentration in type 1 diabetes, the Shapley Additive Explanations identified that high values of continuous glucose measurements resulted in high predicted blood glucose levels and that high insulin negatively affected the model output.

**Discussion**

**Principal Findings**

This work presented a systematic literature review of the applications of DL in mHealth for three major chronic diseases that pose a significant international burden: CVD, diabetes, and cancer. To the authors’ knowledge, this is the first systematic review of DL in mHealth for these diseases. The principal outcome of this review is that DL approaches have been used effectively for a variety of diagnostic and predictive tasks in mHealth. More specifically, the most common DL outcomes were found to be (1) diagnosis of the patient’s condition for CVDs, (2) prediction of blood glucose levels for diabetes, and (3) early detection of cancer.

In comparison with classic ML approaches, DL was found to achieve better performance in almost all studies that reported such comparison outcomes. This finding shows the value and potential of DL in mHealth for realizing highly intelligent mHealth systems and interventions that could significantly improve clinical decision-making processes. Nevertheless, the authors of this paper acknowledge that DL models require more effort compared with ML models for the preprocessing part, especially when the architecture is based on transfer learning, a common method in most of the image-processing architectures.

The diversity of the identified DL models in the mHealth studies confirms that, for the selection of the most appropriate DL architecture, the one-size-fits-all approach does not apply, a finding that has also been indicated in DL reviews for other fields [42,43]. Another remark is that the architectures of the models in the mHealth studies, as well as the methodologies used for training, were not stated in a consistent manner. This renders the comparison of various approaches between works nontrivial for the interested researcher. None of the included studies used guidelines for reporting the development or outcomes of the models, which could have facilitated the assessment and interpretation of their findings [44].

Most of the included studies dealt with the retrospective technical validation of DL approaches. More thorough external validation is required to prove the generalizability of the DL findings considering that only a minority of the DL studies used an unseen external data set for evaluation purposes. Furthermore, no randomized controlled trials or other types of clinical validation studies with intelligent digital health interventions relying on DL approaches were found in this review [45].
this respect, further work by the research community is needed to develop DL-empowered systems and applications and prove their clinical effectiveness in health care settings within prospective clinical studies.

Although DL was found to be an effective approach in mHealth for chronic diseases, the explainability of DL outcomes has been scarce. It is apparent that future work is required on the explainability of the DL models developed for chronic diseases as only 5% (1/20) of the studies in this review considered this important dimension [24]. Leveraging explainable models would enhance trust in artificial intelligence and help clinicians make informed judgments [46,47], thereby promoting the real-life use of those models in daily clinical practice. Equally important for the developed models is to support their fairness by ensuring that they mitigate inequalities between individuals and groups of individuals, in particular differences in sex or gender, age, ethnicity, income, education, and geography. In the reviewed studies, mitigation of differences was missing in most cases, merely because of the lack of adequate data. However, if DL models are to be used in daily practice, they should also guarantee fairness and universality [48,49].

Limitations
This review should be interpreted within the context of its limitations. The authors used a limited set of terms for the search of the literature, including keywords such as DL and neural networks, combined with keywords related to mHealth. Keywords for specific DL algorithms were not used. This might have inadvertently omitted studies that could have contributed to the progress made in DL applications for mHealth. Articles were searched in a limited number of databases (ie, PubMed and Scopus); two of the most widely used databases internationally nonetheless. No hand search was conducted on any studies reported in other reviews or the included studies, and there was no assessment of the interrater reliability between the authors. A meta-analysis was not possible because of the heterogeneity of the included studies. On the basis of the selected inclusion and exclusion criteria, a small number of eligible studies were included and examined in this review, which limits the generalizability of the findings.

Conclusions
This review found that DL approaches for chronic diseases could be the vehicle for the translation of big mHealth data into useful knowledge about patient health. Nevertheless, to unlock the full potential of DL, the research community needs to move beyond the conduction of retrospective validation studies and provide robust evidence of the added clinical value of DL-based tools in real-life settings compared with standard care.
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Abstract

Background: Mobile health (mHealth) apps targeting health behaviors using behavior change techniques (BCTs) have been successful in promoting healthy behaviors; however, their efficacy with sleep is unclear. Some work has shown success in promoting sleep through mHealth, whereas there have been reports that sleep apps can be adverse and lead to unhealthy obsessions with achieving perfect sleep.

Objective: This study aims to report and describe the use of BCTs in mHealth apps for sleep with the following research questions: How many BCTs are used on average in sleep apps, and does this relate to their effectiveness on sleep outcomes? Are there specific BCTs used more or less often in sleep apps, and does this relate to their effectiveness on sleep outcomes? Does the effect of mHealth app interventions on sleep change when distinguishing between dimension and measurement of sleep?

Methods: We conducted a systematic review following PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines to review articles on mHealth app interventions for sleep published between 2010 and 2020.

Results: A total of 12 studies met the eligibility criteria. Most studies reported positive sleep outcomes, and there were no negative effects reported. Sleep quality was the most common dimension of sleep targeted. Subjective measures of sleep were used across all apps, whereas objective measures were often assessed but rarely reported as part of results. The average number of BCTs used was 7.67 (SD 2.32; range 3-11) of 16. Of the 12 studies, the most commonly used BCTs were feedback and monitoring (n=11, 92%), shaping knowledge (n=11, 92%), goals and planning (n=10, 83%), and antecedents (n=10, 83%), whereas the least common were scheduled consequences (n=0, 0%), self-belief (n=0, 0%), and covert learning (n=0, 0%). Most apps used a similar set of BCTs that unfortunately did not allow us to distinguish which BCTs were present when studies reported more positive outcomes.

Conclusions: Our study describes the peer-reviewed literature on sleep apps and provides a foundation for further examination and optimization of BCTs used in mHealth apps for sleep. We found strong evidence that mHealth apps are effective in improving sleep, and the potential reasons for the lack of adverse sleep outcome reporting are discussed. We found evidence that the type of BCTs used in mHealth apps for sleep differed from other health outcomes, although more research is needed to understand how BCTs can be implemented effectively to improve sleep using mHealth and the mechanisms of action through which they are effective (eg, self-efficacy, social norms, and attitudes).

(JMIR Mhealth Uhealth 2022;10(4):e33527) doi:10.2196/33527
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**Introduction**

**Background**

Mobile health (mHealth) is the use of mobile technology (eg, smartphones) to improve health practices. mHealth interventions have incredible potential to implement large-scale health interventions at low cost, and their efficacy to promote health behaviors such as physical activity and diet has been established [1-4]. Despite the increasing awareness that sleep has a critical association with the development and progression of the largest killers in the United States (eg, heart disease, cancer, stroke, Alzheimer disease, and diabetes) [5,6] sleep has not been studied to the same extent as other health behaviors [7]. Notably, the use of mHealth apps for sleep across peer-reviewed studies has not been systematically reviewed.

There is a growing concern that apps should not be used for sleep because they can cause orthosomnia: an individual’s unhealthy obsession with achieving perfect sleep [8]. However, there are other reports that technology has the potential to improve sleep outcomes [9-11]. Possibly, the lack of consensus for the viability of mHealth apps with sleep is because of the components making up the intervention. The contents of all interventions are known as behavior change techniques (BCTs), which are designed to change or redirect the determinants that regulate behavior [12]. This study aims to examine the use of BCTs across mHealth apps for sleep to identify best practices for future mHealth app intervention development.

**BCTs in mHealth Apps for Sleep**

**Overview**

BCTs are the irreducible active ingredients of all interventions used to facilitate behavior change [12]. The most common classification of BCTs is the BCT Taxonomy VI [12] and is widely considered the gold standard for behavior change research design and reporting [12-14]. The taxonomy defines 16 BCT clusters, with each representing a principal method of behavior change. Incorporating these evidence-based BCTs in interventions is recommended because they are known to successfully change health behaviors [15].

The efficacy of BCTs in mHealth apps for sleep has not been systematically examined despite some initial promise on their efficacy. One study did evaluate the number and type of BCTs used in commercially available sleep apps, reporting a greater number of BCTs used for physical activity compared with sleep, although sleep had a larger number of BCTs used than sedentary behavior [1]. However, they did not examine whether the number of BCTs was associated with better or worse treatment outcomes. The researchers also reported some of the BCTs used in mHealth apps for sleep were dissimilar to those seen in apps for physical activity (ie, social support and reward and threat), which may reflect a conscious or unconscious understanding by app developers that sleep is a unique construct. One particular feature that differentiates sleep from other health behaviors is that it is not always under an individual’s control. For example, an able-bodied individual can usually control how many steps they take in a day or how many calories they eat but cannot directly determine how many hours of sleep they get in a day or how many times they wake up in the middle of the night. As such, there may be some BCTs that are uniquely suited for mHealth apps for sleep. Although there is no overall framework for which BCTs might work best with sleep in mHealth apps, a brief overview is provided in the subsequent section to hypothesize possible associations.

**Hypothesizing Differences in BCTs for Sleep**

The implementation of BCTs that are aimed at changing aspects of behavior before sleep could be more appropriate for sleep than BCTs focused on future outcomes or consequences of sleep. This is because directing attention to the outcomes or consequences of sleep necessitates an anticipation of future events (ie, worry), which is often accompanied by anxiety. Anxiety is known to interfere with the successful initiation of sleep [16,17], as sleep often requires a quiet state of mind to be achieved and performed successfully [18]. Anxiety is also related to physiological arousal that disrupts the relaxation process needed for sleep [19-21]. Therefore, the BCTs that direct attention to the predictors of sleep may be optimal for sleep apps because they may bypass the arousal-related processes that could interfere with the initiation of sleep. BCTs focused on aspects of behavior before sleep are shaping knowledge, associations, repetition and substitution, antecedents, regulation, and self-belief. For example, antecedents can work to restructure or add objects to the physical environment to promote the behavior, such as creating a sleep sanctuary in one’s bedroom (eg, installing blackout curtains, white noise machine, or comfortable bedding). The BCT shaping knowledge can work to increase knowledge or skills to perform the behavior, such as providing information about antecedents that facilitate or harm sleep (eg, avoid caffeine within 6 hours of bed or avoid vigorous exercise within 2 hours of bed).

In opposition, the BCTs that direct an individual’s attention to the outcomes or consequences of sleep are natural consequences, comparison of outcomes, reward and threat, scheduled consequences, and covert learning. The use of these BCTs may be less appropriate for sleep. For example, natural consequences emphasizes the consequences of a behavior, such as highlighting the health consequences of inadequate sleep duration to discourage poor sleep practices, but could have the unintended effect of increasing anxiety surrounding sleep duration and inhibit one’s ability to relax enough to fall asleep. This may even be the case with positive consequences, such as the reward in the reward and threat BCT. For instance, if an individual is told they will receive a reward if they obtain 7 to 9 hours of sleep for an entire week, it may result in pressure or anxiety surrounding sleep and interfere with sleep onset or maintenance.

There are some BCTs that do not fit clearly into either category and therefore no hypotheses will be made for their frequency of use in mHealth apps for sleep. These BCTs include social support, comparison of behavior, goal setting, feedback and monitoring, and identity. More information on BCTs and examples of their implementation with sleep are provided in Multimedia Appendix 1.
Sleep Outcome Measures

When examining the use of BCTs in mHealth app interventions for sleep, it is important to consider how sleep is operationalized. It is possible that the way sleep outcomes have been measured in the previous research may partially explain why some sleep apps appear to be beneficial, whereas others appear to be harmful [22]. One common and well-supported approach to studying sleep health identifies five dimensions of sleep [23]: sleep quality (satisfaction with sleep), sleep duration (total amount of sleep acquired over a 24-hour period), sleep continuity (ease of falling asleep and staying asleep), sleep timing (placement of sleep in a 24-hour period), and sleepiness (ability to maintain wakefulness). Researchers have been advised to evaluate multiple dimensions of sleep concurrently to obtain a more accurate representation of an individual’s sleep health. For example, if an intervention increases sleep duration but sleep continuity decreases (i.e., efficiency of time in bed in relation to time asleep), then the intervention may not be considered successful. Indeed, there are cases of interventions improving some dimensions of sleep whereas others remain the same (e.g., sleep quality improves but sleep duration remains the same) [24]. The dimensions of sleep also have different associations with health [23], suggesting they are unique constructs and should be treated as such in reviews of the literature. It is therefore important to consider the dimension of sleep being targeted while examining mHealth app interventions for sleep.

In addition to sleep dimensions, the extent to which sleep health is subjectively or objectively measured may also be an important consideration. Subjective sleep is a self-reported appraisal of how one is sleeping and is assessed with retrospective questionnaires and sleep diaries [23]. Objective sleep is a measured observation of sleep parameters that is not directly controlled by the participant and is often assessed with remote behavioral and physiological technology [23]. There is a growing body of research suggesting that subjective and objective sleep measures may not be redundant. For example, multiple studies have reported that their subjective and objective measures of sleep continuity (specifically, the number of awakenings in a night) did not correlate with one another [25-27]. There have also been cases of individuals reporting subjectively defined insomnia but objectively normal sleep [28]. In addition, it has been noted that subjective and objective measures of sleep can differentially predict treatment efficacy in interventions for insomnia [29]. It is therefore recommended to use both subjective and objective methods of sleep measurement to obtain a comprehensive understanding of how an individual is sleeping [25,30]. This study will examine both sleep overall and also will distinguish between sleep dimension, and whether sleep outcomes were subjectively or objectively measured.

This Study

The aim of this study is to report and describe the use of BCTs in mHealth app interventions for sleep in the peer-reviewed literature. Despite several systematic reviews examining mHealth interventions for chronic disease management and other health behaviors [2], there has not been a systematic review dedicated to examining BCTs in fully automated mHealth apps for sleep. One systematic review [9] evaluated the design engineering and implementation of mHealth apps for sleep disturbances but included papers with no quantitative evaluations of sleep (e.g., apps that only measured and tracked sleep) and apps that required clinician input (i.e., did not function autonomously). There have also been promising reviews on the efficacy of internet-delivered interventions for insomnia [31] but they notably did not review mobile apps that offer unique features including portability, touchscreen interactivity, and notifications and alerts [32].

Given the rapidly expanding public health issue of inadequate sleep [33] and the vast number of commercially available sleep apps compared with the small number of peer-reviewed studies of sleep apps [9], conducting a systematic review of fully automated mHealth apps for sleep in the peer-reviewed literature is required. In this systematic review, we aim to identify when and how BCTs were used in mHealth apps for sleep, with the hope of informing future app development and providing areas to focus on in future meta-analyses. We had three research questions (RQs):

1. How many BCTs are used on average in sleep apps, and does this relate to their effectiveness with sleep?
2. Are there specific BCTs used more or less often in sleep apps, and does this relate to their effectiveness with sleep?
3. Does the effect of mHealth app interventions on sleep change when distinguishing between dimension and measurement of sleep?

Methods

Article Inclusion Procedure

Search Strategy

The search strategy and study selection methods were adopted from prior research reviewing the effectiveness of mobile phone apps in achieving behavior change for a broad range of health behaviors [34]. A search of the PubMed database included all articles published between January 1, 2010, and January 1, 2020. The 2010 start date was specified to acknowledge that the creation of smartphone apps was relatively recent [35,36]. The PubMed database was chosen because of its strong usability for systematic reviews [36] and given the substantial portion of sleep studies occurring in medical research. The search string was specified as Title [sleep* OR insomnia*] AND Title/Abstract [smartphone OR phone OR mHealth OR eHealth OR telehealth OR mobile OR digital OR iPhone OR Android] AND Title/Abstract [CBT OR cognitive behavioral OR health behavior OR behavior change OR behavior modification OR health promotion OR health education OR preventative health care OR preventative medicine OR behavioral medicine OR behavioral health OR health-related behavior OR lifestyle change OR intervention OR medical informatics OR mHealth]. An asterisk next to a term denotes truncation (search all terms that have this root). Different spellings of behavior (e.g., behaviour) were accounted for in the search settings.
Study Selection
The following inclusion criteria was used for study selection: (1) articles were sampled from an adult population (≥18 years) and published in English in a peer-reviewed journal. (2) Articles reported a comparison with the mHealth app for sleep (eg, within-person pretest vs posttest or between-group experimental group vs control group), and a null hypothesis test was conducted to see if there was a statistically significant difference between comparison groups. (3) Articles reported the effects of the mHealth app intervention on a measured sleep outcome. (4) The primary intervention tool was a fully automated mHealth app for sleep accessible from a smartphone. (5) The article reported using at least one BCT in its description of the mHealth app intervention for sleep.

Article Coding Procedure
Behavior Change Techniques
All articles were independently coded by author ACA. The presence or absence of each BCT was coded to understand the frequency and use of BCTs across digital interventions for sleep (RQ1 and RQ2). The BCT Taxonomy version 1 (BCTTv1) coding manual [12] and web-based training materials [37] were used to code for the presence or absence of BCTs. The coding manual contains labels, definitions, descriptions, and examples of each BCT category [12]. Before coding the articles, the coder ACA completed the web-based BCTTv1 training through the official website [38]. As is common practice [39], a BCT was only coded if it was explicitly stated, if it was applied to the target behavior (ie, sleep improvement through various behaviors), and if its purpose in the mHealth app intervention was to change behavior (ie, not solely for data collection such as prompts or reminders to fill in a survey). If an article stated an external source should be retrieved for more information about components of their mHealth app for sleep, the source was followed and coded for BCTs relevant to the mHealth app used in the original study—these external sources often included preregistered protocols or electronic appendices with screenshots of the app. Frequency of a BCT’s use in an intervention was not coded per coding instructions from the BCTTv1 starter pack manual [39] and also because tracking how often a user engages with features of an app would require a hands-on review study design.

Sleep Outcomes
Overview
Sleep outcomes were only coded if they were a target of the mHealth app intervention for sleep. For example, some articles included outcomes like sleep apnea to measure prevalence in the sample and generalize to a population but not as a target of the mHealth app intervention. In cases such as these, sleep apnea was not coded.

Sleep Outcome Effect Coding
To answer RQs 1-3, the total number of positive, negative, and null sleep outcomes reported for each intervention was coded. Positive referred to desirable or advantageous improvements in a sleep outcome, whereas negative referred to undesirable or harmful effects on sleep. For example, a significant decrease in wake after sleep onset, although inherently reported as a negative number, was coded as positive because reducing the cumulative time spent awake after initially falling asleep is an improvement for sleep health. Null was coded when an intervention had a nonsignificant effect on a sleep outcome (P > .05). Within-person change was assessed using baseline and postintervention scores of a sleep measure. If a study reported using 2 nights of objective data at baseline to account for first night effects [40], the second night was used as the baseline measure.

As an exploratory step to supplement interpretation of these effects, the size of the effect of the intervention on a sleep outcome was also coded as a Cohen’s d. This statistic is recommended for use when an outcome variable is measured in different ways (ie, different scales used to measure sleep outcomes) [41]. The mean, SD, and sample size at baseline and posttest for each sleep outcome was used to calculate the effect size Cohen’s d using standard formulas [42,43]. Although there were not enough articles to properly pool and test for moderators (as would be done in a meta-analysis), the addition of effect sizes was included to supplement understanding of the effect of digital interventions on sleep outcomes in this study. More on the extraction and calculation of effect size data is provided in Multimedia Appendix 2.

Sleep Outcome Operationalization Coding
To answer RQ3, 2 sets of codes were applied for all sleep outcomes. First, the dimensions of sleep—sleep quality, sleep duration, sleep continuity, sleep timing, and sleepiness—that the sleep outcome measure assessed. Second, the method of measurement—subjective or objective—that was used to capture the sleep outcome. A detailed overview of the reporting of sleep dimensions and methods of measurement across all studies is provided in Table 1.
Table 1. Dimensions of sleep, definitions, and measurement.

<table>
<thead>
<tr>
<th>Sleep dimension</th>
<th>Definition [23]</th>
<th>Measurement</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep quality</td>
<td>Satisfaction with sleep: subjective assessment of sleep as good or poor.</td>
<td>Insomnia Severity Index, Pittsburg Sleep Quality Index, Sleep Diary, Sleep Condition Indicator, and Jenkins Sleep Scale</td>
<td>—</td>
</tr>
<tr>
<td>Sleep duration</td>
<td>The total amount of sleep acquired in a 24-hour period.</td>
<td>Sleep Diary</td>
<td>Actigraphy, WatchPat</td>
</tr>
<tr>
<td>Sleep continuity</td>
<td>The ease of falling asleep and returning to sleep (sleep efficiency, wake after sleep onset, sleep onset latency, and number of awakenings).</td>
<td>Sleep Diary</td>
<td>Actigraphy, WatchPat</td>
</tr>
<tr>
<td>Sleep timing</td>
<td>The placement or positioning of sleep in a 24-hour period.</td>
<td>Sleep Timing Questionnaire and Sleep Hygiene Index</td>
<td>—</td>
</tr>
<tr>
<td>Sleepiness or alertness</td>
<td>The facility to maintain or sustain attentive wakefulness.</td>
<td>Epworth Sleepiness Scale, Work Productivity and Impairment, Functional Outcomes of Sleep, Glasgow Sleep Impact Index</td>
<td>—</td>
</tr>
</tbody>
</table>


aNot available.

Results

Literature Search

A total of 177 articles were identified from the PubMed database search conducted on January 9, 2020. Of the 177 articles, 141 (79.7%) were excluded in the title and abstract screening. Of the 36 articles that underwent full-text review, 24 (66.7%) were excluded, resulting in 12 eligible articles in this study. Figure 1 shows a detailed overview of article screening decisions in PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) format [44].

Characteristics of Included Studies

All study characteristics are reported in Tables 2 and 3. Studies were distributed evenly among those using a randomized controlled trial (RCT) design (6/12, 50%) and those using a within-person pretest–posttest design (6/12, 50%). All studies (12/12, 100%) were conducted in developed countries: 42% (5/12) in the United States; 17% (2/12) each in the Netherlands and Australia; and 8% (1/12) each in Korea, England, and Taiwan. Most participants were middle aged (mean 39; range 22-48 years), 67% female (8/12, 67%, studies had a majority female sample), and all studies that reported ethnicity had a majority of White participants in their samples (although the majority of studies did not report ethnicity). The range of intervention duration was 2 to 26 weeks, although most interventions had an average duration of 6 to 7 weeks. Of the 12 studies, 8 (67%) included a validated measure of insomnia and 4 (33%) included measures of sleep quality or sleep condition in general. Of the 8 studies with insomnia measures,
6 (75%) had samples with clinically significant levels of insomnia and 2 (25%) had samples with subthreshold insomnia.

In preliminary analyses, we examined the effects of mHealth app interventions on sleep outcomes. Across 67 coded effects, 39 (58%) sleep outcomes were positive, 28 (42%) were null, and none (0%) were negative. Across the 12 studies, 4 (33%) reported only positive findings, 7 (58%) reported mixed findings (both positive and null), and 1 (8%) reported only null findings. There were noticeable differences in the reporting of positive sleep outcomes between RCTs and pretest–posttest designs. Specifically, 47% (18/38) of sleep outcomes reported in RCTs were positive compared with 72% (21/29) of sleep outcomes reported in pretest–posttests being positive. Of the studies reporting multiple effects, a majority of pretest–posttest studies reported only positive results (4/6, 67% pretest–posttest studies reported only positive effects with no null), whereas none (0/6, 0%) of the RCT studies reported only positive results. The majority (5/6, 83%) of RCTs reported both positive and null effects.

Next, we examined if baseline insomnia of participants played a role in the outcomes reported by interventions. Of the 8 samples with baseline measures of insomnia for their participants, 6 (75%) had clinically significant insomnia and 2 (25%) had subthreshold insomnia levels. No noticeable difference in the effect of mHealth app interventions on sleep between participants with clinical insomnia and subclinical insomnia was found. Specifically, of the 6 samples, 4 (67%) samples with clinical insomnia reported more positive sleep outcomes than null for their intervention, 1 (17%) reported an even ratio of positive to null sleep outcomes, and 1 (17%) reported more null compared with positive sleep outcomes. Of the 2 samples with subthreshold insomnia, 1 (50%) reported only positive sleep outcomes whereas the other (1/2, 50%) reported a nearly even number of positive and null sleep outcomes (6 positive and 7 null). Thus, there was not clear evidence that samples with varying levels of insomnia experienced fewer positive effects of the mHealth app interventions on their sleep.

Table 2. Characteristics of included studies (N=12; part 1).

<table>
<thead>
<tr>
<th>Study</th>
<th>Design</th>
<th>Countrya</th>
<th>Sample sizeb</th>
<th>Age (years), mean (SD)b</th>
<th>Female participants, n (%)b</th>
<th>Ethnicity of participants, n (%)b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horsch et al [45]</td>
<td>RCTc</td>
<td>The Netherlands</td>
<td>151</td>
<td>40 (13)</td>
<td>94 (62)</td>
<td>Not reported</td>
</tr>
<tr>
<td>Pulantara et al [46]</td>
<td>Pre-post</td>
<td>United States</td>
<td>27</td>
<td>36 (10)</td>
<td>3 (11)</td>
<td>White: 146 (91) and Asian: 10 (6)</td>
</tr>
<tr>
<td>Murawski et al [24]</td>
<td>RCT</td>
<td>Australia</td>
<td>160</td>
<td>42 (10)</td>
<td>128 (80)</td>
<td>White: 1558 (91); mixed: 36 (2); other: 35 (2); Asian: 45 (3); and Black: 19 (1)</td>
</tr>
<tr>
<td>Kang et al [47]</td>
<td>Pre-post</td>
<td>Korea</td>
<td>19</td>
<td>45 (10)</td>
<td>12 (63)</td>
<td>Not reported</td>
</tr>
<tr>
<td>Espie et al [48]</td>
<td>RCT</td>
<td>English-speaking</td>
<td>1711</td>
<td>48 (14)</td>
<td>1329 (78)</td>
<td>White: 34 (90); Black: 2 (5); Puerto Rican: 2 (5); Filipino: 2 (5); American Indian: 1 (3); and other: 2 (5)</td>
</tr>
<tr>
<td>Reilly et al [49]</td>
<td>Pre-post</td>
<td>United States</td>
<td>38</td>
<td>44 (11)</td>
<td>6 (16)</td>
<td>White: 36 (90); Asian: 2 (5); Middle Eastern: 1 (2.5); and Aboriginal or Torres Straight or Pacific Islander: 1 (2.5)</td>
</tr>
<tr>
<td>Luik et al [50]</td>
<td>Pre-post</td>
<td>England</td>
<td>98</td>
<td>44 (15)</td>
<td>65 (66)</td>
<td>Not reported</td>
</tr>
<tr>
<td>Oftedal et al [51]</td>
<td>RCT</td>
<td>Australia</td>
<td>40</td>
<td>36 (10)</td>
<td>21 (53)</td>
<td>White: 36 (90); Asian: 2 (5); Middle Eastern: 1 (2.5); and Aboriginal or Torres Straight or Pacific Islander: 1 (2.5)</td>
</tr>
<tr>
<td>van Drongelen et al [52]</td>
<td>RCT</td>
<td>The Netherlands</td>
<td>502</td>
<td>41 (8)</td>
<td>34 (7)</td>
<td>Not reported</td>
</tr>
<tr>
<td>Bostock et al [53]</td>
<td>RCT</td>
<td>United States</td>
<td>270</td>
<td>34 (6)</td>
<td>90 (33)</td>
<td>Not reported</td>
</tr>
<tr>
<td>Horsch et al [54]</td>
<td>Pre-post</td>
<td>The Netherlands</td>
<td>45</td>
<td>35 (14)</td>
<td>30 (67)</td>
<td>Not reported</td>
</tr>
<tr>
<td>Chu et al [55]</td>
<td>Pre-post</td>
<td>Taiwan</td>
<td>18</td>
<td>22 (1)</td>
<td>15 (83)</td>
<td>Not reported</td>
</tr>
</tbody>
</table>

aIf country is not specified (ie, recruited via the web without a country requirement) then the language requirement is stated.
bSample size and sample characteristics are at baseline (or posttest, if unavailable). Unaccounted percentages are nonresponders. Percentages over 100% represent biracial or multiple categories selected or attributed to rounding.
cRCT: randomized controlled trial.
Table 3. Characteristics of included studies (N=12; part 2).

<table>
<thead>
<tr>
<th>Study</th>
<th>Duration in weeks</th>
<th>Baseline insomnia (ISI(^a) score)</th>
<th>Supplemental mode of delivery</th>
<th>Nonsleep intervention target</th>
<th>BCTs(^b) used in app</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horsch et al [45]</td>
<td>6-7</td>
<td>Insomnia (16.4)</td>
<td>None</td>
<td>None</td>
<td>1, 2, 3, 4, 7, 8, 9, 10, 11, 12, and 13</td>
</tr>
<tr>
<td>Pulantara et al [46]</td>
<td>4-6</td>
<td>Insomnia (15.6)</td>
<td>Human, in-person, phone call, SMS</td>
<td>None</td>
<td>1, 2, 3, 4, 7, 8, 9, and 11</td>
</tr>
<tr>
<td>Murawski et al [24]</td>
<td>12</td>
<td>No insomnia (12.4)</td>
<td>Email, mail, SMS</td>
<td>Physical activity</td>
<td>1, 2, 3, 4, 5, 7, 8, 9, and 12</td>
</tr>
<tr>
<td>Kang et al [47]</td>
<td>4</td>
<td>Insomnia (20.4)</td>
<td>Human, in-person, phone call</td>
<td>None</td>
<td>1, 2, 4, 6, 7, 8, 9, 11, and 12</td>
</tr>
<tr>
<td>Espie et al [48]</td>
<td>8</td>
<td>N/A(^c)</td>
<td>Website</td>
<td>None</td>
<td>1, 2, 3, 4, 7, 8, 9, 11, and 12, 13</td>
</tr>
<tr>
<td>Reilly et al [49]</td>
<td>6</td>
<td>Insomnia (16.0)</td>
<td>App</td>
<td>None</td>
<td>1, 2, 4, 7, 8, 11, 12, and 13</td>
</tr>
<tr>
<td>Luik et al [50]</td>
<td>6 20-min sessions</td>
<td>Insomnia (18.5)</td>
<td>Human, phone call, website</td>
<td>None</td>
<td>1, 2, 3, 4, 7, 8, 9, 11, 12, and 13</td>
</tr>
<tr>
<td>Oftedal et al [51]</td>
<td>4</td>
<td>N/A</td>
<td>Email</td>
<td>Physical activity, diet</td>
<td>1, 2, 3, 4, 5, 9, and 12</td>
</tr>
<tr>
<td>van Drongelen et al [52]</td>
<td>26</td>
<td>N/A</td>
<td>Website</td>
<td>Physical activity, nutrition</td>
<td>4, 11, and 12</td>
</tr>
<tr>
<td>Bostock et al [53]</td>
<td>8</td>
<td>N/A</td>
<td>Website</td>
<td>None</td>
<td>1, 2, 3, and 9</td>
</tr>
<tr>
<td>Horsch et al [54]</td>
<td>3</td>
<td>No insomnia (13.5)</td>
<td>None</td>
<td>None</td>
<td>2, 4, 7, 8, 11, and 12</td>
</tr>
<tr>
<td>Chu et al [55]</td>
<td>2</td>
<td>Insomnia (18.5)</td>
<td>None</td>
<td>None</td>
<td>1, 2, 4, 7, 8, 11, and 12</td>
</tr>
</tbody>
</table>

\(^{a}\text{ISI: Insomnia Severity Index. Insomnia was defined using the ISI (≥15 indicates clinical insomnia) because of its reliability and validity to detect clinical cases of insomnia [56]. Scale range 0-28. Range 0-7, no clinically significant insomnia; range 8-14, subthreshold insomnia; range 15-21, clinical insomnia (moderate); and range 22-28, clinical insomnia (severe).}\)

\(^{b}\text{BCT: behavior change technique. BCT numbers (column 5) are as follows: 1, goals and planning; 2, feedback and monitoring; 3, social support; 4, shaping knowledge; 5, natural consequences; 6, comparison of behavior; 7, associations; 8, repetition and substitution; 9, comparison of outcomes; 10, reward and threat; 11, regulation; 12, antecedents; 13, identity; 14, scheduled consequences; 15, self-belief; and 16, covert learning.}\)

\(^{c}\text{N/A: not applicable. Studies that did not report a validated measure of insomnia for their treatment group.}\)

Finally, when exploring effect sizes, the average sleep outcome effect size (Cohen's \(d\)) across digital interventions was 0.87 (range 0.04-2.88). However, of the 67 coded effects for sleep outcomes, only 39 (58%) had sufficient information to calculate a Cohen's \(d\) effect size (ie, mean, SD, and sample size at baseline and after the test). This severely limited our ability to provide an additional method of interpretation for the effect of digital interventions on sleep outcomes using effect sizes. Specifically, of the 12 studies, 2 (17%) were excluded because they did not report enough information to calculate an effect size for any of their sleep outcomes. Of the remaining 10 studies, we were still unable to calculate effect sizes for 42% of the reported sleep outcomes accounted for in the positive or null outcome coding. Therefore, this study uses the primary system of sleep outcome interpretation (positive or null outcome coding) for the Results section and provides further detail about the effect sizes in Multimedia Appendix 2.

RQ1: The Number of BCTs Used in mHealth Apps for Sleep

RQ1 examined how many BCTs were typically used in studies and how participants slept in those studies. The average number of different BCTs used across interventions (N=12) was 7.67 of 16 (SD 2.32; range 11-3). Most interventions implemented several different BCTs, with 75% (9/12) of studies reporting using ≥7 BCTs in their mHealth app intervention for sleep. Increasing or decreasing the number of BCTs did not seem to produce a discernible pattern in the proportion of positive sleep outcomes (Table 4). As one way to compare, we grouped studies that used ≥8 or ≤7 BCTs, creating the split point at the average number of BCTs used in all studies. The average percentage of positive outcomes for studies using ≥8 BCTs was 66.7% positive (SD 26.56%) and the average for studies using ≤7 BCTs was 60% positive (SD 45.41%), indicating a negligible difference between the 2 groups. Moreover, both the groups (≥8 and ≤7 BCTs) had very high SDs, indicating a large within-group variability. For example, the 2 studies using 7 BCTs had low congruence, where 1 study had 0% positive outcomes and the other had 100% positive outcomes. Thus, this suggests that simply increasing or decreasing the total number of BCTs is not automatically related to more positive sleep outcomes.
Table 4. Number of behavior change techniques (BCTs) used in an intervention and sleep outcomes reported in those interventions (N=12).

<table>
<thead>
<tr>
<th>Study</th>
<th>Number of BCTs</th>
<th>Sleep outcomes</th>
<th>Number of positive outcomes, n (%)(^a)</th>
<th>Number of null outcomes, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horsch et al [45]</td>
<td>11</td>
<td>5 (50)</td>
<td>5 (50)</td>
<td></td>
</tr>
<tr>
<td>Espie et al [48]</td>
<td>10</td>
<td>3 (60)</td>
<td>2 (40)</td>
<td></td>
</tr>
<tr>
<td>Luik et al [50]</td>
<td>10</td>
<td>1 (100)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Murawski et al [24]</td>
<td>9</td>
<td>6 (46)</td>
<td>7 (54)</td>
<td></td>
</tr>
<tr>
<td>Kang et al [47]</td>
<td>9</td>
<td>7 (78)</td>
<td>2 (22)</td>
<td></td>
</tr>
<tr>
<td>Pulantara et al [46]</td>
<td>8</td>
<td>4 (100)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Reilly et al [49]</td>
<td>8</td>
<td>3 (33)</td>
<td>6 (67)</td>
<td></td>
</tr>
<tr>
<td>Oftedal et al [51]</td>
<td>7</td>
<td>0 (0)</td>
<td>2 (100)</td>
<td></td>
</tr>
<tr>
<td>Chu et al [55]</td>
<td>7</td>
<td>5 (100)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Horsch et al [54]</td>
<td>6</td>
<td>1 (100)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Bostock et al [53]</td>
<td>4</td>
<td>3 (75)</td>
<td>1 (25)</td>
<td></td>
</tr>
<tr>
<td>van Drongelen et al [52]</td>
<td>3</td>
<td>1 (25)</td>
<td>3 (75)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)The percentage of positive outcomes for sleep was calculated using the number of outcomes that were positive divided by the total number of outcomes (sum of the number of positive results and number of null results) reported across studies using this number of BCTs.

RQ2: The Type of BCTs Used in mHealth Apps for Sleep

RQ2 examined the use of specific BCTs across interventions and whether their presence was important for sleep outcomes. As reported in Table 5, the BCTs that appeared most often across mHealth app interventions for sleep were feedback and monitoring, and shaping knowledge. Other BCTs that were frequently implemented by most (≥75%) of the interventions were goals and planning, antecedents, associations, repetition and substitution, and regulation. Conversely, some BCTs were rarely or never used: natural consequences, comparison of behavior, reward and threat, scheduled consequences, self-belief, and covert learning.

As a consequence of the frequent use of the same BCTs across studies, we were unable to examine unique effects of BCTs on sleep outcomes. This collinearity among interventions using the same BCTs made it impossible to discern a pattern of positive or null outcomes associated with the use of specific BCTs in interventions. Instead, we examined if there was a presence effect: if the presence of specific BCTs in an intervention was associated with a greater percentage of positive sleep outcomes reported (Table 5). The BCT comparison of behavior stood out because when it was included in interventions the rate of positive sleep outcomes was higher (78%) than the rate of positive sleep outcomes for other BCTs (that seemed to center around 50%-60%). Another BCT that stood out was natural consequences because when it was included in studies, the rate of positive sleep outcomes was low (40%) compared with the others. However, it is important to note that the BCT comparison of behavior only had 1 study that used it and the BCT natural consequences only had 2 studies, and thus, we would need more evidence to know if this is a reliable effect of the BCT or random chance.
Table 5. Frequency of behavior change techniques (BCTs) used in mobile health app interventions across all studies (N=12).

<table>
<thead>
<tr>
<th>BCT</th>
<th>Studies using BCT, n (%)</th>
<th>Positive outcomes, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Total number of outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feedback and monitoring</td>
<td>11 (92)</td>
<td>38 (60)</td>
<td>63</td>
</tr>
<tr>
<td>Shaping knowledge</td>
<td>11 (92)</td>
<td>36 (57)</td>
<td>63</td>
</tr>
<tr>
<td>Goals and planning</td>
<td>10 (83)</td>
<td>37 (60)</td>
<td>62</td>
</tr>
<tr>
<td>Antecedents</td>
<td>10 (83)</td>
<td>32 (54)</td>
<td>59</td>
</tr>
<tr>
<td>Associations</td>
<td>9 (75)</td>
<td>35 (61)</td>
<td>57</td>
</tr>
<tr>
<td>Repetition and substitution</td>
<td>9 (75)</td>
<td>35 (61)</td>
<td>57</td>
</tr>
<tr>
<td>Regulation</td>
<td>9 (75)</td>
<td>30 (63)</td>
<td>48</td>
</tr>
<tr>
<td>Comparison of outcomes</td>
<td>8 (67)</td>
<td>29 (60)</td>
<td>48</td>
</tr>
<tr>
<td>Social support</td>
<td>7 (58)</td>
<td>22 (56)</td>
<td>39</td>
</tr>
<tr>
<td>Identity</td>
<td>4 (33)</td>
<td>12 (48)</td>
<td>25</td>
</tr>
<tr>
<td>Natural consequences</td>
<td>2 (17)</td>
<td>6 (40)</td>
<td>15</td>
</tr>
<tr>
<td>Comparison of behavior</td>
<td>1 (8)</td>
<td>7 (78)</td>
<td>9</td>
</tr>
<tr>
<td>Reward and threat</td>
<td>1 (8)</td>
<td>5 (50)</td>
<td>5</td>
</tr>
<tr>
<td>Scheduled consequences</td>
<td>0 (0)</td>
<td>_&lt;sup&gt;b&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Self-belief</td>
<td>0 (0)</td>
<td>_&lt;sup&gt;b&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Covert learning</td>
<td>0 (0)</td>
<td>_&lt;sup&gt;b&lt;/sup&gt;</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>The percentage of positive outcomes was calculated using the total number of outcomes that were positive divided by the total number of outcomes reported across all studies using this specific BCT.

<sup>b</sup>None of the studies used this BCT.

RQ3: Results by Dimension and Measure of Sleep

To further our interpretation of how mHealth app interventions influence sleep, the effect that interventions had on sleep was further broken down by dimension. Sleep quality was by far the most frequently targeted dimension of sleep with all studies including a measure for this dimension. Sleep quality also had the most reliable improvement compared with other dimensions of sleep (n=24, 73% of the 33 sleep quality outcomes were positive). The remaining dimensions of sleep were infrequently targeted by interventions (less than half of the interventions reported them). The sleep dimension that was targeted least across studies was sleep timing (2/12, 17%, studies), followed by sleep duration (3/12, 25%, studies), sleep continuity (3/12, 25%, studies), and sleepiness (5/12, 42%, studies). These dimensions also had a lower rate of positivity compared with sleep quality. Specifically, 73% (24/33) of sleep quality outcomes were positive compared with 0% (0/3) of sleep duration, 50% (2/4) of sleep timing, 60% (6/10) of sleepiness, and 67% of sleep continuity. The disproportionate appearance of sleep quality (33/67, 49%, sleep outcomes) compared with the other sleep dimensions (range of 3-10 outcomes per dimension) render these differences speculative and, more studies with greater representation of dimensions would be needed to make fair comparisons between dimensions.

Beyond dimension, we examined whether the effect of mHealth app interventions on sleep differed based on whether sleep was subjectively or objectively measured. All the 12 studies used at least one subjective measure of sleep. Surprisingly, although 42% (5/12) of studies mentioned using objective measures of sleep within their intervention, only 17% (2/12) of studies reported results for objectively measured sleep. This brings into question why some studies did not report all the sleep outcomes they collected. Here, we provide a description of how sleep was measured across studies, but we are unable to make meaningful interpretations because of limited reporting of objective sleep measures. The 2 studies that reported objective measures of sleep had an average sleep outcome positivity rate of 78% and 33%. These 2 studies were above and below the study-wide average positivity rate of 58% and therefore do not give a clear indication of whether mHealth app interventions’ ability to improve sleep outcomes differs when distinguishing between subjectively and objectively measured sleep. Multimedia Appendix 3 [24,45-55] details the subjective and objective measures used for sleep outcomes across studies.

Discussion

Principal Findings

The purpose of this review was to examine the use of mHealth apps for sleep published in the peer-reviewed literature. Specifically, we aimed to report and describe the use of BCTs in mHealth apps for sleep and if their effects on sleep outcomes varied by dimension and method of measurement. We found that studies most often reported positive sleep outcomes from their interventions, with no adverse effects reported. This finding suggested that mHealth apps for sleep can have desirable effects on sleep outcomes, and results were in line with previous research supporting the efficacy of mHealth apps to improve other health outcomes such as physical activity [57], sedentary...
behavior [58], and chronic disease management [59]. We also found that the most commonly measured dimension of sleep was sleep quality and that objective measures of sleep were vastly underrepresented compared with subjective measures of sleep.

Regardless of sleep dimension or measurement, there were no negative effects of interventions on sleep reported across all studies. This was surprising considering research on orthosomnia indicating some adverse effects of sleep apps [8,60]. Our results could mean that reports of orthosomnia may not be attributed to mHealth apps rather individual characteristics in a subset of the population (eg, people with severe insomnia not included in this review) or attributed to short-term effects of sleep apps that dissolve after a few uses (and therefore were not captured in the studies we reviewed). Alternatively, they could be because of measurement bias in which measures to capture adverse effects such as orthosomnia were not included in the studies we reviewed. Despite several reports of orthosomnia caused by mHealth app interventions [8,60], to our knowledge, scientists are yet to develop a measure capturing this adverse effect—meaning adverse effects could be happening but are not being captured. The lack of negative findings could also be because of bias in reporting attributed to selective reporting of sleep outcomes only showing positive effects. As is discussed in detail in the Implications for Sleep Outcomes section, there was extreme variability in the reporting of sleep scales and subscales across studies, which impeded our ability to fully assess subcomponents of RQ1 and RQ2.

RQ1 examined if there was a pattern in the number of BCTs used in mHealth app interventions for sleep. We found that most interventions used several different BCTs in their apps instead of focusing on only a few. This follows from the previous work on mHealth targeting other health outcomes demonstrating a wide variety of BCTs implemented [59,61]. However, we were unable to determine if using a wide variety of BCTs in sleep apps was advantageous for sleep outcomes. Having several BCTs in an intervention could increase the likelihood of at least one BCT being able to help an individual improve their sleep, or could also lead to a disjointed and unpredictable experience with the app and potentially result in adverse associations with sleep. A meta-analysis on eHealth interventions for alcohol consumption did suggest it is better to focus on specific, rather than several, BCTs [62], and this could hold true for sleep apps. However, whether there is an ideal number of BCTs to implement or if it varies between dimensions of sleep is unknown and should be a major focus of future research.

Beyond examining the number of BCTs, RQ2 examined whether there were specific BCTs used more or less often across all mHealth apps for sleep. Although there was overlap in the BCTs deployed across studies, there were some BCTs that noticeably appeared more often than others across interventions. The BCTs feedback and monitoring and goal setting are some of the most commonly implemented BCTs, targeting physical activity and diet [63], and this held in our review of mHealth apps for sleep. Furthermore, the BCTs that appeared in almost all the interventions included: shaping knowledge, antecedents, associations, repetition and substitution, and regulation. The widespread use of these BCTs supports the hypotheses that techniques focused on aspects of behavior before sleep (eg, education about antecedents, habit formation, reducing negative emotion) may be more suitable in mHealth for sleep than BCTs focusing on future outcomes or consequences of sleep.

Indeed, we found most of the BCTs omitted or rarely used tended to focus on outcomes or consequences of sleep, and included scheduled consequences, reward and threat, natural consequences, and covert learning. This could reflect an understanding that sleep differs from other health outcomes in that it is not always under one’s control and that it may be better for sleep apps to focus on predictors of sleep rather than the outcomes or consequences of it. The omission of comparison of behavior suggests that despite being a major component in other mHealth app interventions [64], social components may not be as relevant in mHealth for sleep because of its innately solitary nature. The omission of self-belief was initially surprising considering it does not focus on social components or outcomes of sleep. However, social cognitive theory [65] suggests that self-efficacy, similar to self-belief, works in tandem with outcome expectancies (part of natural consequences), so it may not make sense to target one without the other [66]. It is therefore understandable why self-belief was not promoted because of its relationship with outcome expectancies (part of natural consequences). Although we were unable to assess if these BCTs were associated with worse outcomes, future research could conduct optimization trials [67] to understand which BCTs, or combinations of BCTs, are effective.

RQ2 also examined if the presence of specific BCTs was associated with a larger percentage of positive sleep outcomes reported. Although the conclusions we can draw are limited because of the small number of studies, there were 2 BCTs that stood out. The BCT comparison of behavior was used in studies with the highest proportion of positive results, whereas natural consequences was used in studies with the lowest proportion of positive results. Both findings would map on to hypotheses that focusing on aspects of behavior related to sleep may be more advantageous than focusing on consequences of sleep.

The first part of RQ3 examined the effect of mHealth app interventions by sleep dimension. Sleep quality was the most consistently targeted and improved dimension of sleep by mHealth apps. This finding is encouraging because previous research suggests improvements in sleep quality is the most important indicator of the restorative benefits of sleep [24,68]. This may partly explain why mHealth apps seem to be so good at improving sleep quality. Our results also bring into question why other dimensions of sleep such as sleep duration do not share the same reliable improvements as sleep quality, especially as sleep duration is the key indicator of sleep health used by medical professionals [69]. Our findings warrant future examination of whether all dimensions of sleep can be improved by mHealth apps or whether mHealth app efficacy varies by sleep dimension.

The second part of RQ3 examined whether the effect of mHealth app interventions was consistent across subjectively and objectively measured sleep outcomes. This was important to
assess because of differences in the long-term health outcomes associated with subjective and objective sleep [70,71], and their potential to differentially predict treatment efficacy in insomnia intervention research [29]. Unfortunately, we were unable to answer this question because of limited information provided from articles (ie, less than half of the interventions using objective measures reported them in their results). A similar issue was noted in a recent systematic review of smartphone-delivered interventions for health behaviors [72]. This problem highlights an overarching issue with the reporting of sleep outcomes that made it difficult to assess and compare sleep outcomes across interventions.

Implications for Sleep Outcomes

When testing our RQs, we came across issues related to sleep outcome reporting and interpretation. Many studies did not use thresholds that are significant based on clinical research and instead relied on statistical significance as an indication for whether a sleep outcome improved and the intervention worked. This is problematic because the statistical improvement of a sleep outcome does not equate to a clinically meaningful improvement. The former would not be considered effective if it were used by clinicians in a sleep practice. There are excellent thresholds for clinically meaningful change laid out by [22] (eg, cumulative time spent awake after initially falling asleep should be <30 minutes); however, they were not referenced in the interpretation of sleep data. Furthermore, there were sometimes misleading conclusions about sleep improvement because outcomes were assessed individually instead of in relation to other relevant outcomes. For example, a significant increase in total sleep time by itself appears desirable, but if sleep efficiency (total sleep time/time in bed) decreased or did not improve, this could be an adverse effect of the intervention as it could indicate individuals spent more time in bed restless.

There are models for how to use a more systematic and comprehensive approach to sleep measurement and reporting. For example, the work by Carney et al [73] was meant to facilitate comparison of sleep across studies by creating a standardized sleep diary, a popular measure in sleep research. Their work resulted in 9 items for the standard sleep diary that are used to calculate 8 critical sleep indices [73]. Despite this consensus in 2012, neither of the studies that used a sleep diary in this review reported all 8 indices. Unfortunately, this was not an isolated issue to sleep diaries, and selective reporting continued while examining other measures of sleep. There was extreme variability in reporting of scales’ global scores, subscales, and items both within and across studies using the same scales (Multimedia Appendix 3). For instance, 7 studies used the Pittsburg Sleep Quality Index, but 4 studies reported only the global score, 1 study reported the global and all subscales, 1 study reported the global and 1 of 7 subscales, and 1 study reported no global but just 3 of 7 subscales. Although most studies using the Insomnia Severity Index used the global score derived from its 7 items, 1 study derived a global score from just 5 of the 7 items and also reported 4 of the 5 collected items individually. This lack of consensus is problematic as it makes synthesizing findings across these studies while controlling for the type of outcome measure nearly impossible, thereby precluding approaches such as meta-analysis that are needed to inform medical decision-making.

The inconsistent reporting of sleep outcomes is concerning for many reasons, including that there was no explanation for why some metrics (subsamples or individual items) were highlighted, whereas others were omitted. The selective reporting also brought into question issues related to reporting bias (eg, if the omitted sleep metrics did not support hypotheses). The finding that none of the RCTs reported only positive results whereas most pretest–posttest studies reported only positive results could support this point given most RCTs have preregistration, which deets selective reporting of outcomes. Although RCTs provide the highest level of evidence to make causal inferences [74], pretest–posttest designs have a benefit of requiring fewer resources to execute, although they also have drawbacks including their inability to control for third variables because of a lack of randomization. The difference in positive sleep outcome reporting by study design could suggest that pretest-posttest studies are inflating the effect of digital interventions on sleep and that RCTs present a more accurate and variable picture of the potential for mHealth app interventions to improve sleep. It could also be because of random chance—our sample of studies was relatively small and it is possible that a larger sample would neutralize this pattern and find no difference in reporting by study design. To answer this question, it is important to address selective reporting of sleep outcomes as a field, potentially through an increased requirement for preregistration, even for pretest-posttest study designs.

The selective reporting of sleep outcomes presents challenges for the field when trying to determine the effect sizes of mHealth app interventions on different domains of sleep across studies. Whether there were valid reasons for their omission was not explained, but regardless of reasoning the field would benefit from reporting all collected sleep metrics to increase transparency and examination across studies (ie, all possible metrics of recorded sleep data are reported somewhere like appendices). Sleep researchers could use work by Buysse [23], Buysse et al [75], and Morin [22] to create an ontology and taxonomy for consensus on sleep measurement and reporting. This would create a shared language and expedite communication of information and results so researchers are not advancing in silos but rather the field is advancing together with increased speed and efficiency. It is also of critical importance that these conversations include clinicians and researchers to promote the collaboration across domains through similarly defined variables of sleep and the importance designated to them.

Limitations and Future Directions

Although this study had several strengths including being the first (to our knowledge) to systematically examine the use of BCTs in peer-reviewed studies of fully automated mHealth apps for sleep, there were notable limitations to our study. A limitation inherent to all systematic reviews is its equal treatment of studies regardless of sample and effect sizes. We tried to account for this by including the effect sizes of sleep outcomes when possible; however, limited data and overall consensus in...
reporting precluded a full understanding of the overall effect. A meta-analysis could provide a more complete picture because it weighs studies according to the effect and sample size and can detect heterogeneity in effect sizes to identify subgroups of people for whom the intervention is more or less effective (an approach that is critical to the increasingly employed precision medicine approach). In addition, we were unable to model the co-occurrence of BCTs used in interventions which could be hiding negative effects (eg, if one BCT is adverse and the other is beneficial, their effect would be null) or a potential synergistic effect where combinations of BCTs are more effective together than when used alone.

Similarly, it was not possible to test if co-occurring targets of the intervention (eg, promoting physical activity in conjunction with sleep) could moderate the efficacy of the intervention on sleep outcomes. It has been suggested that targeting multiple health behaviors together can lead to greater health improvements than targeting one alone [76] because of spillover effects (eg, transfer or gateway effects) in which success with one health behavior aids in the ability to succeed with a second health behavior [77]. This may be relevant for behaviors such as physical activity and sleep as they are known to have a reciprocal relationship with one another [78,79]. By contrast, targeting multiple health behaviors at once could fail to address either behavior in sufficient depth, thereby reducing the intervention’s potential to be effective [80-82]. This would be in line with theory that suggests addressing multiple health behaviors requires significant effort (cross-behavior regulation [83]) and that the effort put toward improving one health behavior could limit one’s ability to improve another (self-control strength model and ego depletion [84,85]).

Another potential confound we were unable to account for was the multi-model intervention delivery involving a human coach. Of the 12 studies, 3 (25%) had a live human component that may have enhanced overall effectiveness of the intervention on sleep outcomes. Indeed, there is some evidence to suggest that human guidance of internet-based interventions can improve intervention efficacy [86] and also promote engagement with the digital intervention [87]. Although there are benefits to adding human guidance, there are also potential drawbacks, including the addition of human support increasing cost of the intervention and burden on health care providers. Important factors to examine in regard to the addition of human support in digital interventions are whether the quantity of human support, quality of human support (ie, level of expertise), frequency, timing, or mode of delivery (in-person, via phone call, or video chat) matter for the overall efficacy of digital interventions on sleep.

Although it was not a focus of this study, an important next step is to examine the use of sleep hygiene in conjunction with BCTs. Sleep hygiene is a set of behavioral and environmental recommendations to promote sleep [88] and is often the first line of defense and treatment for sleep disorders [64,89,90]. Sleep hygiene is known to improve sleep in clinical and nonclinical populations [64], and it has been noted that popular commercial sleep apps are well-equipped to support sustainable sleep hygiene practices [10]. Improvements in sleep hygiene behaviors mediated sleep quality in a recent mHealth app intervention study [91] in which 30% of the changes in sleep quality were explained by changes in sleep hygiene. A natural extension and future direction of our study is adding a meta-analysis to examine efficacy while weighing according to sample sizes and identify the role of moderators of any observed effects (eg, sleep hygiene, co-occurring BCTs, or cotargeted health behaviors).

**Conclusions**

This study conducted a systematic review of published peer-reviewed articles from 2010 to 2020 on mHealth app interventions for sleep, their use of BCTs, and their effect on sleep outcomes. Overall, we found overwhelming evidence that sleep apps can be effective at improving sleep, and we did not come across any reports of adverse effects (orthosomnia). However, this does not mean that adverse effects did not occur, and we recommend future research work on revising standards of sleep outcome measurement and reporting. We found evidence that the type of BCTs used in mHealth apps for sleep differed from other health outcomes, which suggests mHealth app intervention components may not be a one-size-fits-all and that sleep apps may require different design from other health app interventions. Further research is needed with improved measures and reporting of sleep to identify the optimal design components and potential limitations of mHealth app interventions for sleep.
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The Effectiveness of Combining Nonmobile Interventions With the Use of Smartphone Apps With Various Features for Weight Loss: Systematic Review and Meta-analysis
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Abstract

Background: The effectiveness of smartphone apps for weight loss is limited by the diversity of interventions that accompany such apps. This research extends the scope of previous systematic reviews by including 2 subgroup analyses based on nonmobile interventions that accompanied smartphone use and human-based versus passive behavioral interventions.

Objective: The primary objective of this study is to systematically review and perform a meta-analysis of studies that evaluated the effectiveness of smartphone apps on weight loss in the context of other interventions combined with app use. The secondary objective is to measure the impact of different mobile app features on weight loss and mobile app adherence.

Methods: We conducted a systematic review and meta-analysis of relevant studies after an extensive search of the PubMed, MEDLINE, and EBSCO databases from inception to January 31, 2022. Gray literature, such as abstracts and conference proceedings, was included. Working independently, 2 investigators extracted the data from the articles, resolving disagreements by consensus. All randomized controlled trials that used smartphone apps in at least 1 arm for weight loss were included. The weight loss outcome was the change in weight from baseline to the 3- and 6-month periods for each arm. Net change estimates were pooled across the studies using random-effects models to compare the intervention group with the control group. The risk of bias was assessed independently by 2 authors using the Cochrane Collaboration tool for assessing the risk of bias in randomized trials.

Results: Overall, 34 studies were included that evaluated the use of a smartphone app in at least 1 arm. Compared with controls, the use of a smartphone app-based intervention showed a significant weight loss of –1.99 kg (95% CI –2.19 to –1.79 kg; I² = 81%) at 3 months and –2.80 kg (95% CI –3.03 to –2.56 kg; I² = 91%) at 6 months. In the subgroup analysis, based on the various intervention components that were added to the mobile app, the combination of the mobile app, tracker, and behavioral interventions showed a statistically significant weight loss of –2.09 kg (95% CI –2.32 to –1.86 kg; I² = 91%) and –3.77 kg (95% CI –4.05 to –3.49 kg; I² = 90%) at 3 and 6 months, respectively. When a behavioral intervention was present, only the combination of the mobile app with intensive behavior coaching or feedback by a human coach showed a statistically significant weight loss of –2.03 kg (95% CI –2.80 to –1.26 kg; I² = 83%) and –2.63 kg (95% CI –2.97 to –2.29 kg; I² = 91%) at 3 and 6 months, respectively. Neither the type nor the number of mobile app features was associated with weight loss.

Conclusions: Smartphone apps have a role in weight loss management. Nevertheless, the human-based behavioral component remained key to higher weight loss results.

(JMIR Mhealth Uhealth 2022;10(4):e35479) doi:10.2196/35479
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Introduction

Background

Obesity has become a major, rising health epidemic worldwide. As a complex multifactorial disease, the management of obesity is challenging because there is no single effective treatment. Of late, there has been great interest in using apps for weight loss. Mobile apps were effective for weight loss [1-6] by using different behavior change techniques to a certain extent [1-6]. These behavior change techniques include intention formation, goal setting, barrier identification, problem solving, planning, general encouragement, self-monitoring of behavior, feedback on performance, social support, and social comparison [4,7].

On the basis of recent research, mobile apps help users to adhere to self-monitoring and weight loss goals better than the traditional pen-and-paper methods and other mobile health interventions (web-based or PDA) [8-12]. In 2015, Mateo et al [13] conducted the first meta-analysis that focused on mobile apps and found a modest weight loss of −1.04 kg (95% CI −1.75 to −0.34 kg; I²=41%) among mobile app users. In 2014 and 2015, similar results were found by Khokhar et al [14], Hutchesson et al [15], and Liu et al [16] after they expanded the inclusion criteria to include email, SMS text messaging, monitoring devices, and smartphones. Cai et al [17] observed similar findings when they measured the effect of mobile apps in patients with diabetes mellitus. In 2020, Islam et al [18] updated the literature review and extended the scope of the previous meta-analysis performed by Mateo et al [13] by including more subgroup analyses.

Most of the interventions are smartphone apps combined with other behavioral nonmobile interventions; yet, it’s unclear whether the app’s effect on weight loss is due solely to its use or to the addition of the behavioral component. If the behavioral component relies on human coaches and personalized feedback by dietitians, this will affect the scalability of the mobile app used for weight loss. Personalized feedback provided by mobile apps has proven to be an essential feature of such apps because the feedback increases users’ logging-in frequency and engagement with the apps [19-23]. Personalized feedback from an interventionist or professional also affected the results positively [24-26]. Thus, the combination of mobile app use with in-person contacts such as coaching or counseling sessions, interventionist feedback, web-based chatting, or telephone calls with professionals was more effective than mobile app use alone [19,24,27-29].

Objectives

The aim of this meta-analysis is to evaluate the effectiveness of mobile app interventions alone or in combination with other behavioral interventions on weight loss. Although Lyzwinski [30] analyzed the intervention components of mobile devices in a narrative review, the author did not compare the effect of the various components on weight loss. This research extends the scope of the previous systematic reviews by including 2 subgroup analyses based on nonmobile interventions that accompanied smartphone use and human-based versus passive behavioral interventions. The results are organized according to duration because it is inaccurate to compare weight loss at 3 months with weight loss at 6 or 12 months. The secondary outcomes of the study include the impact of different mobile app features on weight loss and mobile app adherence.

Methods

This systematic review of the literature and quantitative meta-analysis was conducted following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [31] to measure the effectiveness of mobile app interventions alone or in combination with other behavioral interventions on weight loss. The secondary outcomes of the study include the impact of different mobile app features on weight loss and adherence.

Protocol and Registration

The protocol was not registered.

Search Strategy

The PubMed, MEDLINE, and EBSCO databases were searched for relevant studies published between the database inception date and January 31, 2022. The search strategy incorporated keywords. The terms used included weight loss, obesity, overweight, smartphone, mobile phone, cell phone, mHealth, eHealth, and adherence. The search was then filtered to studies involving randomized controlled trials. All previous systematic reviews and meta-analyses were researched to find further missing studies. EndNote X9 (Clarivate) was used to remove duplicate publications and for screening purposes (for further information on the search strategy, please see the example provided in Multimedia Appendix 1). Multimedia Appendix 2 includes a summary of the reasons for excluding articles.

Study Selection

To investigate the effectiveness of nonapp interventions combined with smartphone apps, studies were eligible if (1) the design included randomized controlled trials, (2) they included the use of a smartphone app in at least 1 arm, (3) weight loss was an outcome, and (4) the population consisted of adults. There was no restriction on the population regarding overweight versus obesity or being diagnosed with chronic diseases, the language or year of publication, length of interventions, or follow-up duration. Gray literature, such as abstracts and conference proceedings, was included. We also searched the lists of references of the articles that we included.

On the basis of the eligibility criteria, 2 research team members (JA and HI) independently screened all the articles by study title and abstract. If the information listed in the title or abstract was insufficient to determine the study’s relevance, the full text of the study was selected to be reassessed later. Next, each member further screened the selected studies at the full-text level. Any disagreements were resolved by consensus.

Data Collection Process and Data Items

Working independently, 2 investigators (JA and HI) extracted the data from the articles, resolving disagreements by consensus. A form developed by using the KoBo toolbox (Kobo Inc) was used to extract data from eligible research papers, including...
digital object identifier, the title of the study, year of publication, type of article, country of study, population, sample size, trial name, trial period, number of arms, and details of each arm. Mean body weight changes were recorded from baseline to the end of the trial with SDs and adherence-related outcomes. SD or 95% CI was recorded if available. Neither authorship nor publication journal nor study results were blinded for data extraction.

Risk of Bias in Individual Studies
The risk of bias was assessed independently by 2 authors (NA and AE) using the Cochrane Collaboration tool for assessing the risk of bias in randomized trials [31]. The tool covers the following bias domains: selection bias, performance bias, detection bias, attrition bias, and reporting bias. Each author independently judged each domain as having a low, unclear, or high risk of bias. When differences of opinion arose between the 2 evaluators, the item was discussed until a consensus was reached. JA randomly selected a few articles to assess the risk of bias and compared the results with those of the 2 primary evaluators to consolidate the assessments further.

Measured Outcomes
The study’s primary outcome is the mean weight change (measured in kilograms) from baseline to 3, 6, and 12 months. All outcomes were recorded if the study measured the outcome at multiple points. Adherence measures were examined, and a systematic review of the literature was performed.

Data Analysis and Synthesis of Results
The meta-analysis evaluated whether smartphone app interventions were effective on their own or whether other behavior interventions were necessary for weight loss. A fixed effect model was used to obtain the overall effect size across included studies and its associated 95% CI. On the basis of the studies chosen, the outcome of weight loss was measured as the weight change from baseline to the 3-, 6-, or 12-month periods. When SD was not mentioned, the variance was calculated from the 95% CI. We examined heterogeneity using the $I^2$ test, which describes the percentage of variability in effect size estimates because of heterogeneity rather than sampling error. The statistical analyses were performed using Review Manager software (version 5.4; Cochrane Training).

In studies with more than one arm that included an app, inverse variance meta-analysis was used to produce an overall effect size across all treatment arms, creating a single intervention-versus-control comparison for each study. The exact process was performed when there was more than one control arm.

All the interventions used were reviewed by 2 authors (JA and HI), who then grouped them into the following categories: smartphone apps, trackers (weighing scale, step tracker, or bite counter), behavioral therapy or advice (podcasts, telephone calls, booklets, SMS text messages, and in-person meetings), feedback (SMS text messages, email, oral, or written by a coach), self-monitoring, social support (social media or web-based forum), meal replacement, and financial incentives. Human-based active behavioral coaching or feedback included in-person meetings, interaction with the interventionist through Twitter or chat feature of the app, and tailored feedback from a coach or interventionist using telephone calls, SMS text messages, or group sessions. The passive behavioral component included passive standardized behavioral messages as part of the app, Facebook, or podcasts. The apps were also classified according to the following features: self-monitoring, education, feedback, social support, rewards, and gamification. On the basis of these features, 2 associations were later analyzed. Using an independent 2-tailed $t$ test, the first analysis examined the association between weight loss and each app feature. The second analysis, using 1-way analysis of variance, studied the association between weight loss and the number of features. We aim to measure the association between adherence percentage and app features. Nevertheless, the definition of adherence was not homogeneous, and we ultimately conducted a systematic review of the adherence outcome.

Results

Study Selection and Characteristics
The search strategy enabled us to compile 1081 articles from different resources, of which 34 (3.14%) were included in this meta-analysis (Figure 1). The studies selected were published between 2011 and January 31, 2022; however, 68% (23/34) of the articles were published in the last 5 years (2017-2021). The studies were conducted in the United States (22/34, 65%), Australia and New Zealand (3/34, 9%), Europe (4/34, 12%; Germany: 1/4, 25%; Spain: 1/4, 25%; and the United Kingdom: 2/4, 50%), and Asia (5/34, 15%; Japan: 1/5, 20%; Singapore 1/5, 20%; and South Korea: 3/5, 60%). The sample size ranged from 16 to 440, with a mean of 113.09 (SD 94.1). The population in the studies ranged from men and women from the general population to adults at risk for diabetes as well as adults with diseases such as cardiology issues, diabetes, or metabolic syndrome. Of the 34 studies, 7 (20%) used a theoretical framework: social cognitive theory (3/7, 43%), social cognitive theory and transtheoretical model (2/7, 29%), and social cognitive theory and self-efficacy theory (2/7, 29%). Tables 1 and 2 present a summary of the characteristics of the included studies.
Figure 1. Flowchart of selection of the articles based on PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. RCT: randomized controlled trial.
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Full-text articles assessed (n=153)

Excluded records (n=119)
- No mobile app intervention (n=67)
- No weight as outcome (n=36)
- Not RCT (n=16)

Included

Studies included in quantitative synthesis (meta-analysis) (n=34)
<table>
<thead>
<tr>
<th>Study</th>
<th>Country</th>
<th>Population of study</th>
<th>Sample size, n</th>
<th>Trial period (weeks)</th>
<th>Age (years), mean (SD) or mean (95% CI)</th>
<th>Baseline BMI (kg/m²), mean (SD) or mean (95% CI)</th>
<th>Baseline weight (kg), mean (SD) or mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bender and Cooper, 2017 [32]</td>
<td>United States</td>
<td>Adults with diabetes</td>
<td>45</td>
<td>24</td>
<td>57.6 (9.8)</td>
<td>30.1 (4.6)</td>
<td>75.8 (15.4)</td>
</tr>
<tr>
<td>Fukuoka et al, 2015 [33]</td>
<td>United States</td>
<td>Adults with prediabetes</td>
<td>61</td>
<td>20</td>
<td>55.2 (9.0)</td>
<td>33.3 (6.0)</td>
<td>86.2 (18.5)</td>
</tr>
<tr>
<td>Whitelock et al, 2019 [34]</td>
<td>United Kingdom</td>
<td>Adults</td>
<td>107</td>
<td>8</td>
<td>42.8 (10.5)</td>
<td>35.9 (6.8)</td>
<td>100.5 (20.4)</td>
</tr>
<tr>
<td>Vaz et al, 2018 [35]</td>
<td>United States</td>
<td>Adults</td>
<td>28</td>
<td>24</td>
<td>39.5 (3.7)</td>
<td>34.5 (1.3)</td>
<td>94.3 (3.42)</td>
</tr>
<tr>
<td>Thompson-Felty and Johnston, 2017 [26]</td>
<td>United States</td>
<td>Adults</td>
<td>30</td>
<td>8</td>
<td>___</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Rogers et al, 2016 [36]</td>
<td>United States</td>
<td>Adults</td>
<td>39</td>
<td>24</td>
<td>39.9 (11.5)</td>
<td>39.5 (2.8)</td>
<td>111.5 (11.5)</td>
</tr>
<tr>
<td>Svetkey et al, 2015 [29]</td>
<td>United States</td>
<td>Adults</td>
<td>365</td>
<td>96</td>
<td>29.4 (4.3)</td>
<td>35.2 (7.8)</td>
<td>101 (23.7)</td>
</tr>
<tr>
<td>Thomas et al, 2019 [37]</td>
<td>United States</td>
<td>Adults</td>
<td>276</td>
<td>72</td>
<td>55.1 (9.9)</td>
<td>35.2 (5)</td>
<td>95.9 (17.0)</td>
</tr>
<tr>
<td>Brindal et al, 2013 [38]</td>
<td>Australia</td>
<td>Adult women</td>
<td>58</td>
<td>8</td>
<td>42 (—)</td>
<td>34 (—)</td>
<td>92.4 (14.7)</td>
</tr>
<tr>
<td>Laing et al, 2014 [39]</td>
<td>United States</td>
<td>Adult primary care patients</td>
<td>212</td>
<td>24</td>
<td>43.3 (14.3)</td>
<td>33.4 (7.09)</td>
<td>—</td>
</tr>
<tr>
<td>Spring et al, 2017 [28]</td>
<td>United States</td>
<td>Adults</td>
<td>96</td>
<td>48</td>
<td>39.3 (11.7)</td>
<td>34.6 (3.0)</td>
<td>94.8 (12.4)</td>
</tr>
<tr>
<td>Shin et al, 2017 [40]</td>
<td>South Korea</td>
<td>Adult men</td>
<td>105</td>
<td>12</td>
<td>27.8 (—)</td>
<td>29.8 (—)</td>
<td>91.4 (10.6)</td>
</tr>
<tr>
<td>Ross and Wing, 2016 [27]</td>
<td>United States</td>
<td>Adults</td>
<td>80</td>
<td>24</td>
<td>51.1 (11.7)</td>
<td>33.0 (3.4)</td>
<td>—</td>
</tr>
<tr>
<td>Gilmore et al, 2017 [41]</td>
<td>United States</td>
<td>Postpartum women</td>
<td>40</td>
<td>16</td>
<td>26.0 (5.2)</td>
<td>31.3 (3.2)</td>
<td>83.8 (13.5)</td>
</tr>
<tr>
<td>Tanaka et al, 2018 [42]</td>
<td>Japan</td>
<td>Adults</td>
<td>112</td>
<td>12</td>
<td>45.6 (10.2)</td>
<td>28.0 (3.3)</td>
<td>83.1 (11.1)</td>
</tr>
<tr>
<td>Allen et al, 2013 [43]</td>
<td>United States</td>
<td>Adults</td>
<td>68</td>
<td>24</td>
<td>44.9 (11.1)</td>
<td>34.3 (3.9)</td>
<td>97.3 (16.2)</td>
</tr>
<tr>
<td>Stephens et al, 2017 [44]</td>
<td>United States</td>
<td>Adults</td>
<td>62</td>
<td>12</td>
<td>20.0 (18.0-25.0)</td>
<td>28.5 (25.0-40.4)</td>
<td>82.8 (61-117.5)</td>
</tr>
<tr>
<td>Hales et al, 2016 [45]</td>
<td>United States</td>
<td>Adults</td>
<td>51</td>
<td>12</td>
<td>46.2 (12.4)</td>
<td>34.7 (6.0)</td>
<td>102.1 (91.9-112.2)</td>
</tr>
<tr>
<td>Hartman et al, 2016 [46]</td>
<td>United States</td>
<td>Adult women with elevated risk for breast cancer</td>
<td>54</td>
<td>24</td>
<td>59.5 (5.6)</td>
<td>31.9 (3.5)</td>
<td>86.3 (10.2)</td>
</tr>
<tr>
<td>Haufe et al, 2019 [47]</td>
<td>Germany</td>
<td>Adults with metabolic syndrome</td>
<td>314</td>
<td>24</td>
<td>48.1 (8.1)</td>
<td>33.3 (5.4)</td>
<td>106.7 (19.1)</td>
</tr>
<tr>
<td>Turner-McGrievy et al, 2017 [48]</td>
<td>United States</td>
<td>Adults who were overweight</td>
<td>81</td>
<td>24</td>
<td>48.6 (11.7)</td>
<td>33.4 (4.8)</td>
<td>—</td>
</tr>
<tr>
<td>Jospe et al, 2017 [49]</td>
<td>New Zealand</td>
<td>Adults with overweight or obesity</td>
<td>250</td>
<td>48</td>
<td>44.4 (10.2)</td>
<td>33.5 (4.5)</td>
<td>99.1 (17.3)</td>
</tr>
<tr>
<td>Burke et al, 2017 [50]</td>
<td>United States</td>
<td>Adults</td>
<td>39</td>
<td>12</td>
<td>44.85 (12.75)</td>
<td>33.76 (4.28)</td>
<td>93.15 (15.89)</td>
</tr>
<tr>
<td>Lee et al, 2019 [51]</td>
<td>South Korea</td>
<td>Adults with metabolic syndrome</td>
<td>129</td>
<td>24</td>
<td>30.59 (—)</td>
<td>—</td>
<td>71.6 (12.2)</td>
</tr>
<tr>
<td>Turner-McGrievy and Tate, 2011 [52]</td>
<td>United States</td>
<td>Adults</td>
<td>96</td>
<td>24</td>
<td>42.6 (10.7)</td>
<td>32.9 (4.8)</td>
<td>—</td>
</tr>
<tr>
<td>Monroe et al, 2019 [53]</td>
<td>United States</td>
<td>Adults</td>
<td>36</td>
<td>48</td>
<td>44.67 (8.96)</td>
<td>36.22 (7.53)</td>
<td>97.78 (21.04)</td>
</tr>
<tr>
<td>Choi et al, 2019 [54]</td>
<td>United States</td>
<td>Adult patients with cardiology issues</td>
<td>100</td>
<td>24</td>
<td>57.2 (1.8)</td>
<td>29.5 (0.6)</td>
<td>84.8</td>
</tr>
<tr>
<td>Evangelista et al, 2018 [55]</td>
<td>United States</td>
<td>Adults with heart failure</td>
<td>16</td>
<td>12</td>
<td>52.3 (8.5)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Study</td>
<td>Country</td>
<td>Population of study</td>
<td>Sample size, n</td>
<td>Trial period (weeks)</td>
<td>Age (years), mean (SD) or mean (95% CI)</td>
<td>Baseline BMI (kg/m²), mean (SD) or mean (95% CI)</td>
<td>Baseline weight (kg), mean (SD) or mean (95% CI)</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>----------------</td>
<td>---------------------</td>
<td>----------------</td>
<td>---------------------</td>
<td>------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Kurtzman et al, 2018 [56]</td>
<td>United States</td>
<td>Adults</td>
<td>196</td>
<td>36</td>
<td>42.3 (11.5)</td>
<td>36.0 (5.2)</td>
<td>102.0 (18.8)</td>
</tr>
<tr>
<td>Carter et al, 2013 [12]</td>
<td>United Kingdom</td>
<td>Adults</td>
<td>128</td>
<td>24</td>
<td>41.2 (8.5)</td>
<td>33.7 (4.2)</td>
<td>96.4 (16)</td>
</tr>
<tr>
<td>Duncan et al, 2020 [57]</td>
<td>Australia</td>
<td>Adults</td>
<td>116</td>
<td>48</td>
<td>44.5 (10.4)</td>
<td>31.7 (3.9)</td>
<td>90.7 (14.3)</td>
</tr>
<tr>
<td>Lim et al, 2021 [58]</td>
<td>Singapore</td>
<td>Adults with diabetes</td>
<td>204</td>
<td>24</td>
<td>51.2 (9.7)</td>
<td>84.0 (12.6)</td>
<td>30.6 (4.3)</td>
</tr>
<tr>
<td>Ahn et al, 2020 [59]</td>
<td>South Korea</td>
<td>Adults</td>
<td>50</td>
<td>6</td>
<td>26.0 (4.8)</td>
<td>77.1 (11.5)</td>
<td>26.7 (2.7)</td>
</tr>
<tr>
<td>Lugones-Sanchez et al, 2020 [60]</td>
<td>Spain</td>
<td>Adults</td>
<td>440</td>
<td>12</td>
<td>47.4 (10.0)</td>
<td>89.7 (13.1)</td>
<td>32.8 (3.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Not available.
<table>
<thead>
<tr>
<th>Study</th>
<th>Number of arms</th>
<th>Intervention description</th>
<th>Control description</th>
<th>App features</th>
<th>Commercial app</th>
<th>Theoretical framework of the app</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bender and Cooper, 2017 [32]</td>
<td>2</td>
<td>App+tracker+social support (Facebook)+behavior or advice (in-person meetings)</td>
<td>Tracker+waitlist</td>
<td>Self-monitoring</td>
<td><em>a</em></td>
<td>Social cognitive theory and transtheoretical model for health behavior change</td>
</tr>
<tr>
<td>Fukuoka et al, 2015 [33]</td>
<td>2</td>
<td>App+tracker+behavior or advice (in-person meetings)</td>
<td>Tracker+behavior or advice (booklet)</td>
<td>Self-monitoring+education+feedback+gamification</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Whitelock et al, 2019 [34]</td>
<td>2</td>
<td>App+behavior or advice (booklet+SMS text messages)</td>
<td>Behavior or advice (booklet+SMS text messages)</td>
<td>Self-monitoring+education+feedback+rewards</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Vaz et al, 2018 [35]</td>
<td>2</td>
<td>App+tracker</td>
<td>Behavior or advice (in-person meetings)</td>
<td>Self-monitoring+education+social support+rewards</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Thompson-Felty and Johnston, 2017 [26]</td>
<td>3</td>
<td>All 3 arms included an app: arm 1: app; arm 2: app+feedback; arm 3: app</td>
<td>No control</td>
<td>Arm 1: track pictures of foods; Arm 2: track picture of foods+education</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Rogers et al, 2016 [36]</td>
<td>3</td>
<td>App+tracker+behavior or advice (telephone call+booklet)</td>
<td>One arm: tracker+behavior or advice (telephone call+booklet)+web-based self-monitoring; second arm: behavior or advice (in-person meetings+booklet)+feedback (oral by coach)+paper-based self-monitoring</td>
<td>Self-monitoring</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Svetkey et al, 2015 [29]</td>
<td>3</td>
<td>Arm 1: app+tracker; arm 2: app+tracker+social support (social buddy)+behavior or advice (in-person meetings)</td>
<td>Behavior or advice (booklet)</td>
<td>Arm 1: self-monitoring+feedback+social support+gamification; arm 2: self-monitoring</td>
<td>—</td>
<td>Social cognitive theory and transtheoretical model</td>
</tr>
<tr>
<td>Thomas et al, 2019 [37]</td>
<td>3</td>
<td>App+behavior or advice (in-person meetings)+feedback (oral and written by coach)</td>
<td>Arm 1: behavior or advice (in-person meetings)+feedback (oral and written by coach)+self-monitoring (paper diaries); arm 2: behavior or advice (dietary advice)+feedback (oral or written by coach)+self-monitoring (paper diaries)</td>
<td>Self-monitoring+education+social support</td>
<td>MyFitness-Pal</td>
<td>—</td>
</tr>
<tr>
<td>Brindal et al, 2013 [38]</td>
<td>2</td>
<td>App+meal replacement</td>
<td>Meal replacement</td>
<td>Self-monitoring+education+feedback+rewards</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Spring et al, 2017 [28]</td>
<td>3</td>
<td>App+tracker+behavior or advice (in-person meetings)+feedback (telephone call by coach)</td>
<td>Arm 1: behavior or advice (in-person meetings)+feedback (telephone call by coach)+self-monitoring (paper diaries); arm 2: behavior or advice (DVDs)+self-monitoring (paper diaries)</td>
<td>Self-monitoring+social support</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Study</td>
<td>Number of arms</td>
<td>Intervention description</td>
<td>Control description</td>
<td>App features</td>
<td>Commercial app</td>
<td>Theoretical framework of the app</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>-------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Shin et al, 2017 [40]</td>
<td>3</td>
<td>Arm 1: app+tracker+behavior or advice (in-person meetings); arm 2: app+tracker+behavior or advice (in-person meeting)</td>
<td>Behavior or advice (in-person meetings)</td>
<td>Arm 1: self-monitoring+feedback+rewards; arm 2: self-monitoring</td>
<td>FitLife</td>
<td>—</td>
</tr>
<tr>
<td>Ross and Wing, 2016</td>
<td>3</td>
<td>Arm 1: app+tracker+behavior or advice (in-person meetings); arm 2: app+tracker+behavior or advice (in-person meetings and telephone calls)</td>
<td>Behavior or advice (in-person meetings)+tracker+self-monitoring (paper diaries)</td>
<td>Arms 1 and 2: self-monitoring+monitoring feedback</td>
<td>Fitbit</td>
<td>—</td>
</tr>
<tr>
<td>Gilmore et al, 2017</td>
<td>2</td>
<td>App+tracker</td>
<td>Usual care</td>
<td>Self-monitoring+education+feedback</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Tanaka et al, 2018</td>
<td>2</td>
<td>App</td>
<td>Usual care</td>
<td>Self-monitoring+education+feedback</td>
<td>FiNC</td>
<td>—</td>
</tr>
<tr>
<td>Allen et al, 2013</td>
<td>4</td>
<td>Arm 1: app; arm 2: app+behavior or advice (intensive in-person meetings); arm 3: app+behavior or advice (less intensive in-person meetings)</td>
<td>Behavior or advice (in-person meetings)</td>
<td>Arms 1, 2, and 3: self-monitoring+feedback+social support</td>
<td>Lose it!</td>
<td>Social cognitive theory</td>
</tr>
<tr>
<td>Stephens et al, 2017</td>
<td>2</td>
<td>App+behavior or advice (in-person meetings)+feedback (SMS text messages by health coach)</td>
<td>Behavior or advice (in-person session)</td>
<td>Self-monitoring+social support</td>
<td>Lose It!</td>
<td>Social cognitive theory and self-efficacy theory</td>
</tr>
<tr>
<td>Hales et al, 2016</td>
<td>2</td>
<td>Arm 1: app+behavior or advice (podcasts); arm 2: app+behavior or advice</td>
<td>No control</td>
<td>Arm 1: self-monitoring+feedback+social support+rewards; arm 2: self-monitoring</td>
<td>FatSecret</td>
<td>Social cognitive theory</td>
</tr>
<tr>
<td>Hartman et al, 2016</td>
<td>2</td>
<td>App+tracker+behavior or advice (telephone calls with coach)</td>
<td>Behavior or advice (telephone calls)</td>
<td>Self-monitoring</td>
<td>MyFitness-Pal</td>
<td>—</td>
</tr>
<tr>
<td>Haufe et al, 2019</td>
<td>2</td>
<td>App+tracker+behavior or advice (in-person meetings)</td>
<td>Waitlist</td>
<td>Self-monitoring+education+feedback</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Turner-McGrievy et al</td>
<td>2</td>
<td>App+tracker+behavior or advice (podcasts)</td>
<td>Tracker (bite counter)+behavior or advice (podcasts)</td>
<td>Self-monitoring</td>
<td>FatSecret</td>
<td>—</td>
</tr>
<tr>
<td>Jospe et al, 2017</td>
<td>5</td>
<td>App</td>
<td>Arm 1: behavior or advice (in-person meetings)+feedback (email); arm 2: behavior or advice (in-person meetings)+self-monitoring (hunger using capillary glucose monitor); arm 3: behavior or advice (monthly in-person meetings); arm 4: behavior or advice (in-person session at baseline)</td>
<td>Self-monitoring</td>
<td>MyFitness-Pal</td>
<td>—</td>
</tr>
<tr>
<td>Burke et al, 2017</td>
<td>3</td>
<td>Arm 1: app; arm 2: app+(in-person meetings)+social support (Facebook); arm 3: app+social support (Facebook)</td>
<td>No control</td>
<td>Self-monitoring+feedback</td>
<td>Lose It!</td>
<td>—</td>
</tr>
<tr>
<td>Study</td>
<td>Number of arms</td>
<td>Intervention description</td>
<td>Control description</td>
<td>App features</td>
<td>Commercial app</td>
<td>Theoretical framework of the app</td>
</tr>
<tr>
<td>-------</td>
<td>----------------</td>
<td>--------------------------</td>
<td>---------------------</td>
<td>--------------</td>
<td>----------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Lee et al, 2019 [51]</td>
<td>3</td>
<td>Arm 1: app; arm 2: app+behavior or advice (in-person meetings)</td>
<td>Usual care</td>
<td>Self-monitoring</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Turner-McGrievy and Tate, 2011 [52]</td>
<td>2</td>
<td>App+behavior or advice (podcasts)+social support (Twitter)</td>
<td>Podcasts</td>
<td>Self-monitoring</td>
<td>FatSecret</td>
<td>Social cognitive theory</td>
</tr>
<tr>
<td>Monroe et al, 2019 [53]</td>
<td>2</td>
<td>Arm 1: app+tracker+behavior or advice (in-person meetings)+social support (support partners)+feedback (written by coach through website); arm 2: app+tracker+behavior or advice (in-person meetings)+feedback (written by coach through website)</td>
<td>No control</td>
<td>Self-monitoring+social support</td>
<td>MyFitnessPal</td>
<td>—</td>
</tr>
<tr>
<td>Choi et al, 2019 [54]</td>
<td>2</td>
<td>App+behavior or advice booklet (1-hour in-person meeting)</td>
<td>Behavior or advice (in-person meetings+telephone calls+booklets)</td>
<td>Self-monitoring+education+feedback+gamification</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Evangelista et al, 2018 [55]</td>
<td>2</td>
<td>Arm 1: app+tracker+behavior or advice (in-person meetings)+feedback (SMS text messages by coach); arm 2: app+tracker+behavior or advice (in-person meetings)</td>
<td>No control</td>
<td>Self-monitoring</td>
<td>GetFit</td>
<td>—</td>
</tr>
<tr>
<td>Kurtzman et al, 2018 [56]</td>
<td>3</td>
<td>Arm 1: app+tracker+social support (support partners)+feedback (SMS text messages or email or both by primary care practitioner)+financial incentives; arm 2: app+tracker+social support (support partners)+financial incentives; arm 3: app+tracker+social support</td>
<td>No control</td>
<td>Self-monitoring</td>
<td>Withings Health Mate</td>
<td>—</td>
</tr>
<tr>
<td>Carter et al, 2013 [12]</td>
<td>3</td>
<td>App+social support (web-based forum)</td>
<td>Arm 1: social support (web-based forum)+self-monitoring (web-based); arm 2: social support (social forum)+self-monitoring (paper diaries)</td>
<td>Self-monitoring+feedback</td>
<td>My Meal Mate study mobile app</td>
<td>—</td>
</tr>
<tr>
<td>Duncan et al, 2020 [57]</td>
<td>3</td>
<td>Arm 1: app+tracker+advice or behavior (in-person counseling sessions); arm 2: same as arm 1+sleep goals</td>
<td>Waitlist</td>
<td>Self-monitoring+education+feedback</td>
<td>—</td>
<td>Social cognitive theory and self-efficacy theory</td>
</tr>
<tr>
<td>Lim et al, 2021 [58]</td>
<td>2</td>
<td>App+behavior or advice (dietitian contact through the app)</td>
<td>Not explained</td>
<td>Self-monitoring+education+feedback</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Lugones-Sanchez et al, 2020 [60]</td>
<td>2</td>
<td>App+tracker+behavior or advice (5-minute baseline session)</td>
<td>Standard counseling session (5-minute baseline session)</td>
<td>Self-monitoring</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Not available.*
Assessment of the Risk

The studies selected for the meta-analysis used the following two types of analyses for the intervention results: intention-to-treat and per-protocol analyses. The intention-to-treat studies (n=21) were assessed for risk, and the per-protocol studies (n=13) were similarly evaluated. Among the 21 intention-to-treat studies, 28% (6/21) were determined to be low risk, 33% (7/21) had some concerns, and 38% (8/21) were determined to be high risk. The highest risk was related to outcome measurement because of the nature of the app and the consequent lack of blinding. Similarly, among the 13 per-protocol studies, 23% (3/13) were determined to be low risk, 38% (5/13) had some concerns, and 38% (5/13) were determined to be high risk. In the per-protocol studies, high risk was due to deviation from the intended interventions. Figure 2 [12,26-29,32-60] shows a summary of the risk of bias assessment of the included studies.

Figure 2. Summary of the risk of bias assessment of the included studies performed by using the Cochrane Collaboration tool [12,26-29,32-60].
Smartphone App Intervention and Weight Loss

Of the 34 included studies, 24 (71%) examined the effectiveness of smartphone apps on weight loss at 3 and 6 months, whereas 5 (15%) measured the outcomes at 12 months; of these, 2 (40%) did not include SD or 95% CI [49,56] and 1 (20%) included an app in all arms [53]. Consequently, the meta-analysis and subgroup analysis were performed for the 3- and 6-month outcomes. Compared with the control group, smartphone apps resulted in a pooled net estimate weight loss of –1.99 kg (95% CI –2.19 to –1.79 kg; I²=81%) and –2.80 kg (95% CI –3.03 to –2.56 kg; I²=90%) at 3 and 6 months, respectively (Figure 3 [27,28,33,36,39,42,44,48,52,58,60] and Figure 4 [12,27-29,35-37,39,43,46,48,51,52,54,57,58]). Subgroup analysis was performed based on the different interventions that accompanied the use of the mobile app. When compared with control, the combination of the mobile app, tracker, and behavioral interventions showed a statistically significant weight loss of –2.09 kg (95% CI –2.32 to –1.86 kg; I²=87%) and –3.77 kg (95% CI –4.05 to –3.49 kg; I²=90%) at 3 and 6 months, respectively (Figures 3 and 4). Another subgroup analysis was performed based on the type of behavioral interventions, human-based versus passive. When compared with control, only the combination of the mobile app with intensive behavior coaching or feedback by a human coach showed a statistically significant weight loss of –2.03 kg (95% CI –2.80 to –1.26 kg; I²=83%) and –2.63 kg (95% CI –2.97 to –2.29 kg; I²=91%) at 3 and 6 months, respectively (Figure 5 [27,28,33,36,42,44,48,50,52,55] and Figure 6 [27,29,35,36,43,46,47,51,52,54,57]). The funnel plots (Multimedia Appendix 3) were symmetrical, suggesting that there was no publication bias.
Figure 3. Forest plot of the effectiveness of mobile phone apps and the additional interventions on weight loss at 3 months [27,28,32,33,36,39-42,44,48,52,58,60]. IV: inverse variance method.
Figure 4. Forest plot of the effectiveness of mobile phone apps and the additional interventions on weight loss at 6 months [12,27-29,35-37,39,43,46-48,51,52,54,57,58]. IV: inverse variance method.
Figure 5. Subgroup analysis based on human-based versus passive behavioral interventions in combination with mobile app at 3 months [27,28,32,33,36,42,44,48,50,52,55]. IV: inverse variance method.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Control</th>
<th>Mean</th>
<th>SD</th>
<th>Total</th>
<th>Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference IV, Random, 95% CI</th>
<th>Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>App with additional intensive behavior coaching</td>
<td>2.1</td>
<td>1.5789</td>
<td>23</td>
<td>-0.12</td>
<td>1.6419</td>
<td>23</td>
<td>6.2%</td>
<td>-1.98 [-2.92, -1.04]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Burke 2017</td>
<td>-3.37</td>
<td>3.9054</td>
<td>13</td>
<td>-2.9956</td>
<td>3.8131</td>
<td>26</td>
<td>3.5%</td>
<td>-6.38 [-7.95, 2.28]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evangelista 2018</td>
<td>-8.32</td>
<td>7.59</td>
<td>8</td>
<td>-1.92</td>
<td>1.12</td>
<td>8</td>
<td>4.4%</td>
<td>-6.40 [-8.36, -4.44]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fukutsuka 2016</td>
<td>-5.2</td>
<td>4.4</td>
<td>30</td>
<td>0.4</td>
<td>1.8</td>
<td>31</td>
<td>4.9%</td>
<td>-5.60 [-7.30, -3.90]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rogers 2016</td>
<td>-4.76</td>
<td>1.25</td>
<td>13</td>
<td>-4.1081</td>
<td>3.4603</td>
<td>25</td>
<td>8.4%</td>
<td>-5.68 [-7.45, -2.85]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Res 2016</td>
<td>-5.5</td>
<td>1</td>
<td>27</td>
<td>-3.2706</td>
<td>1.804</td>
<td>53</td>
<td>8.7%</td>
<td>-2.23 [-2.80, -1.66]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spring 2017</td>
<td>-4.1</td>
<td>4.4378</td>
<td>32</td>
<td>-3.85</td>
<td>4.8587</td>
<td>64</td>
<td>4.5%</td>
<td>-0.25 [-1.19, 0.69]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stephens 2017</td>
<td>-1.8</td>
<td>2.0798</td>
<td>31</td>
<td>0.3</td>
<td>0.7131</td>
<td>31</td>
<td>5.2%</td>
<td>-2.09 [-3.63, -0.57]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tanaka 2018</td>
<td>-1.4</td>
<td>3.5619</td>
<td>75</td>
<td>0.1</td>
<td>1.4566</td>
<td>37</td>
<td>4.0%</td>
<td>-1.56 [-3.52, 0.37]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turner-McGreevy 2017</td>
<td>-4.7</td>
<td>0.7</td>
<td>42</td>
<td>-2.9</td>
<td>0.8</td>
<td>39</td>
<td>7.0%</td>
<td>-1.95 [-2.22, -1.17]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>342</td>
<td>385</td>
<td>58.1%</td>
<td>-2.01 [-2.80, -1.26]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 6. Subgroup analysis based on human-based versus passive behavioral interventions in combination with mobile app at 6 months [27-29,35,36,43,46,47,51,52,54,57]. IV: inverse variance method.

Characteristics of the Components of Both the Intervention and Control Arms

The studies included a total of 50 arms with an app and 35 control arms. Table 3 presents the characteristics of the various components of both the intervention and control arms. The app alone was used in 18% (9/50) of the intervention arms, whereas social and feedback interventions were not common, and financial incentives were the least used. The two most common combinations of interventions included the app, behavior component, and tracker (10/50, 20%) and app and behavior component (8/50, 16%). Among the 35 control arms, the behavior component was present in 21 (60%) and self-monitoring in 10 (29%), whereas no action was present in only 4 (11%). Multimedia Appendix 4 shows the details of the various components by study.

Table 3. Characteristics of the various components of both the intervention and control arms.

<table>
<thead>
<tr>
<th>Components</th>
<th>Intervention arms (N=50), n (%)a</th>
<th>Control arms (N=35), n (%)a</th>
</tr>
</thead>
<tbody>
<tr>
<td>App</td>
<td>50 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>Behavior</td>
<td>32 (64)</td>
<td>21 (60)</td>
</tr>
<tr>
<td>Tracker</td>
<td>24 (50)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Social</td>
<td>10 (20)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Feedback</td>
<td>8 (16)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Financial incentives</td>
<td>2 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Meal replacement</td>
<td>1 (2)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Self-monitoring</td>
<td>50 (100)</td>
<td>10 (29)</td>
</tr>
<tr>
<td>Usual care or waitlist</td>
<td>N/A</td>
<td>7 (20)</td>
</tr>
</tbody>
</table>

aSum is more than 100% because arms could have more than 1 component.

bN/A: not applicable.
Features of the Mobile App and Weight Loss

Commercial mobile apps were used in 56% (28/50) of the study arms. Key features of the mobile apps included self-monitoring (50/50, 100%), feedback (20/50, 40%), education (15/50, 30%), social support (12/50, 24%), rewards (7/50, 14%), and gamification (3/50, 6%; Table 4). Two-thirds of the mobile apps included 1-2 features. There was no association between weight loss and any specific feature; neither was there an association between weight loss and the number of app features (data not shown).

Table 4. Frequency of app features (N=50).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-monitoring</td>
<td>50 (100)</td>
</tr>
<tr>
<td>Education</td>
<td>15 (30)</td>
</tr>
<tr>
<td>Feedback</td>
<td>20 (40)</td>
</tr>
<tr>
<td>Social support</td>
<td>12 (24)</td>
</tr>
<tr>
<td>Rewards</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Gamification</td>
<td>3 (6)</td>
</tr>
</tbody>
</table>

Number of features per app

<table>
<thead>
<tr>
<th>Number of features per app</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22 (44)</td>
</tr>
<tr>
<td>2</td>
<td>9 (18)</td>
</tr>
<tr>
<td>3</td>
<td>12 (24)</td>
</tr>
<tr>
<td>4</td>
<td>7 (14)</td>
</tr>
</tbody>
</table>

Adherence to Smartphone Apps

In this meta-analysis, of the 34 included articles, 22 (65%) studied adherence to smartphone apps with diverse approaches to assessing adherence (Multimedia Appendix 5), leading to limitations in a direct comparison of their findings; thus, the results are described in a systematic review rather than a meta-analysis. Adherence data were extracted from each study, and a member of the research team (NA) coded the assessments based on the following four themes: (1) self-monitoring of weight, (2) self-monitoring of dietary intake, (3) self-monitoring of physical activity, and (4) interaction with the app. Each of these themes was defined differently in terms of measurement of adherence. Of the 22 articles that studied adherence to smartphone apps, 12 (55%) studies used more than one theme of adherence to weight loss apps; therefore, the total number of studies under each theme is not equal to the combined total number of studies included in this review.

Although dietary self-monitoring was the most commonly used adherence method among the studies (16/22, 73%), its measurement and analysis varied considerably. Studies defined adherence to dietary self-monitoring with a smartphone app either as recording any food or calorie intake [26,27,32,36,48,49,52,61] or a specific amount of calories [12,28,50] or a particular number of meals or entries [34,54] or both [37]. The frequency of dietary intake was based on the total number of days reported in percentages, ratios, or discrete numbers. Of the 22 studies, only 1 (5%) measured adherence as the percentage of participants logging food or calorie intake at least once per week [32]. The adherence rate to dietary intake ranged from 48% to 79% of the days when using self-monitoring.

App adherence for self-monitoring of weight and exercise was recorded in 36% (8/22) [27-29,32,37,38,49,54] and 27% (6/22) [27,28,36,44,52,54] of the studies, respectively. Common calculations included mean or percentage of daily recordings, recording at least once per week, or an average of days that participants recorded per week.

Of the 22 studies, 9 (41%) reported adherence as the frequency of the interaction with the app. Adherence was defined as wearing the wearable [32,33] or logging in [43,45] or opening the app, irrespective of the participant’s use [39]. The frequency of wearing the wearable ranged from at least 4-5 days per week [32,33] to at least 8 hours per day [33]. In contrast, a group of studies considered counting the daily interaction with specific app components or features as a sign of adherence [29,34,38,61]. For example, some considered completing entries immediately after taking photographs of the meal a sign of adherence [34]. Some studies reported positive associations between adherence and weight change by using combined adherence measurements [28], tracking adherence with dietary intake app recording [12,26,27,48], and measuring adherence with physical activity app recording [44]. In some of the studies [29,33,34,50,52], the adherence percentage showed evident decline throughout the study period.

Discussion

Principal Findings

This meta-analysis aims to measure the effectiveness of smartphone app–based interventions on weight loss, considering the additional components available in the mobile app. Similar to previous meta-analyses [13,18], the use of mobile apps resulted in a small significant weight loss of –2.03 kg (95% CI
−2.57 to −1.5 kg; $I^2=83\%$) at 3 months. Although the mobile apps included different behavioral strategies, all relied on self-monitoring and only one-third included more than two features. It is important to note that there was no association between weight loss and mobile app features. A review of mobile app features revealed that self-monitoring was most commonly used, whereas social support and personalized feedback were less commonly used [62]. Subgroup analysis integrating additional nonapp intervention components with the mobile app showed that use of the tracker and behavioral components resulted in the most significant weight loss of −3.77 kg (95% CI −4.05 to −3.49 kg) at 6 months. Human-based behavioral interventions were associated with weight loss of −2.63 kg (95% CI −2.97 to −2.29 kg) at 6 months.

The various app features were not associated with weight loss. The meta-analysis has shown significant heterogeneity among the different apps used and the additional nonapp intervention components, reaching 90% in some forest plots. It is difficult to determine the role of a mobile app in weight loss management beyond self-monitoring. Only a few studies (7/36, 19%) based their work on theoretical frameworks such as social cognitive theory, transtheoretical models for health behavior change, and self-efficacy theory. Both the transtheoretical framework and self-efficacy theories rely on the individual, supporting the importance of self-monitoring as the main feature of mobile apps. Only social cognitive theory addresses the importance of support; the study results highlighted the importance of support by human coaches. The behavioral components of the included studies in this subgroup analysis were mainly in-person meetings [28,32,33,40], with additional feedback or telephone calls by a coach [28,36]. There were numerous smartphone app features such as self-monitoring with additional feedback [32,36,48], gamification and awards [33,40], and social support [28]. In the form of an in-person meeting or telephone call, the human component, in combination with the user app interactions through self-monitoring and feedback, is crucial for weight loss. The need for the human component raises the question of whether artificial intelligence would raise the mobile apps to a new level in the management of weight loss [63], such as the use of chatbots [64,65], and whether users would accept such a mode of coaching [66].

Weight maintenance is defined as losing 5%–10% of body weight and maintaining this loss for at least 1 year. In this meta-analysis, the studies analyzed were mainly short term and lasted for a maximum of 1 year. Of the 36 studies included in this systematic review, 2 (6%) had a longer intervention duration, and neither showed any difference in weight from baseline between the app-based intervention and the control at 18 months [37] and 24 months [29]. In a systematic review, Varkevisser et al [67] have provided strong evidence that behavioral determinants such as self-monitoring of weight and eating predict weight loss maintenance. Moreover, web-based interventions were effective for weight maintenance [68]. It would be helpful to examine further how mobile apps can be a form of self-regulation and adherence that can help users maintain weight loss. As obesity is a long-term relapsing disease and mobile apps are cost-effective, further research should address whether mobile apps could play a role in weight loss maintenance.

Some studies in this review and the literature [69-72] suggest that greater adherence to self-monitoring has been associated with greater weight loss. However, many articles do not provide detailed measurements of adherence to self-monitoring in weight loss apps. Furthermore, the results across studies could not be accurately compared because of the numerous variations in measurement methods and the definitions of themes used to assess adherence. Irrespective of the measurement method used, adherence to self-monitoring decreased with time, emphasizing the importance of studying different app features and associated interventions that could have affected the participants’ adherence. Of note, the variation in adherence measurements made it challenging to compare data across various studies. Hence, it is necessary to formulate a well-structured standard definition of adherence measures that can be used across future studies.

Strengths and Limitations

To our knowledge, this is the only meta-analysis that has performed a subgroup analysis based on the add-on interventions to mobile apps. This meta-analysis also included gray literature such as conference abstracts, and the funnel plots showed good symmetry, excluding the possibility of publication bias. In contrast, the findings of this meta-analysis should be treated with caution because of the vast heterogeneity in the studies that would limit real-life applicability. Moreover, one-third of the articles had a high risk of bias; however, this bias could not have been avoided because of the nature of the app and its effect on blinding. Although some of the studies used commercial apps, the study team developed most of them. Another limitation is the heterogeneous behavioral component that ranged from simple booklets to in-person meetings and telephone calls. Finally, it is essential to note that the weight loss outcome was measured in kilograms rather than as a percentage of weight loss from baseline.

Conclusions

Mobile phone apps have a role in weight loss management and result in modest weight loss compared with active control. Combining a mobile app, tracker, and human-delivered behavioral component led to the highest degree of weight loss at 6 months. Further research should use artificial intelligence to replace the human-delivered behavioral component for better mobile app use scalability.
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The Effectiveness of Wearable Devices as Physical Activity Interventions for Preventing and Treating Obesity in Children and Adolescents: Systematic Review and Meta-analysis
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Abstract

Background: The prevalence of obesity in children and adolescents remains a global public health issue. Wearable devices may offer new opportunities for prevention and intervention in obesity. Previous systematic reviews have only examined the effect of the wearable device interventions on preventing and treating obesity in adults. However, no systematic review has provided an evaluation of wearable devices as physical activity interventions for preventing and treating obesity in children and adolescents.

Objective: The purpose of this review and meta-analysis was to evaluate the effectiveness of wearable devices as physical activity interventions on obesity-related anthropometric outcomes in children and adolescents.

Methods: Research articles retrieved from PubMed, EMBASE, Cochrane Library, Scopus, and EBSCO from inception to February 1, 2021, were reviewed. The search was designed to identify studies utilizing wearable devices for preventing and treating obesity in children and adolescents. The included studies were evaluated for risk of bias following the Cochrane recommendation. Meta-analyses were conducted to evaluate the effectiveness of wearable devices as physical activity interventions on body weight, body fat, BMI z-score (BMI-Z), BMI, and waist circumference. Subgroup analyses were performed to determine whether the characteristics of the interventions had an impact on the effect size.

Results: A total of 12 randomized controlled trials (3227 participants) were selected for meta-analysis. Compared with the control group, wearable device interventions had statistically significant beneficial effects on BMI (mean difference [MD] –0.23; 95% CI –0.43 to –0.03; \( P = .03; I^2 = 2\% \)), BMI-Z (MD –0.07; 95% CI –0.13 to –0.01; \( P = .01; I^2 = 81\% \)), body weight (MD –1.08; 95% CI –2.16 to –0.00; \( P = .05; I^2 = 58\% \)), and body fat (MD –0.72; 95% CI –1.19 to –0.25; \( P = .003; I^2 = 5\% \)). However, no statistically significant effect was found on waist circumference (MD 0.55; 95% CI –0.21 to 1.32; \( P = .16; I^2 = 0\% \)). The subgroup analysis showed that for participants with overweight or obesity (MD –0.75; 95% CI –1.18 to –0.31; \( P < .01; I^2 = 0\% \)), in the short-term (MD –0.62; 95% CI –1.03 to –0.21; \( P < .01; I^2 = 0\% \)), wearable-based interventions (MD –0.56; 95% CI –0.95 to –0.18; \( P < .01; I^2 = 0\% \)) generally resulted in greater intervention effect size on BMI.

Conclusions: Evidence from this meta-analysis shows that wearable devices as physical activity interventions may be useful for preventing and treating obesity in children and adolescents. Future research is needed to identify the most effective physical activity indicators of wearable devices to prevent and treat obesity in children and adolescents.

(JMIR Mhealth Uhealth 2022;10(4):e32435) doi:10.2196/32435
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Introduction

With the development of society and technology, human lifestyles have undergone tremendous changes. The worldwide prevalence of obesity has risen rapidly since 1975. In 2016, more than 340 million children and adolescents aged 5-19 were overweight or obese [1]. As a global public health issue, obesity might cause a number of serious health conditions, such as high blood pressure, nonalcoholic fatty liver disease, abnormal lipid metabolism, and psychosocial problems [2-5]. Therefore, effective interventions for preventing and treating obesity in children and adolescents are urgently needed.

At present, regular physical activity seems to be one of the effective means for the prevention of and intervention in obesity among children and adolescents and has been discussed in many studies [6-8]. Traditional physical activity intervention methods (such as school group physical activity interventions [9] and face-to-face interventions with health professionals [10]) require significant effort and costs. However, wearable devices may provide an alternative means of addressing obesity in children and adolescents. Wearable devices, such as pedometers, sports bracelets, sports watches, and accelerometers, can offer easy and effective ways to collect physical activity data (steps, heart rate, energy expenditure, physical activity, and physical activity time of different intensity) and allow users to monitor their data [11,12]. These quantitative data can stimulate the user's motivation for physical activity, increase physical activity time, and increase energy expenditure, thus enabling weight loss [13-18].

A considerable body of work related to the use of wearable devices to prevent and treat obesity has been already published [19-23]. Most previous reviews have focused on adults, in which it was demonstrated that wearable devices can achieve a significant effect size in reducing the BMI of adults with obesity ($\beta=-1.57; P<.001$) or adults with chronic diseases ($\beta=-1.30; P<.001$). However, evidence on the effectiveness of wearable device interventions remains inconclusive. Furthermore, wearable devices have no significant effect size on adults with normal weight ($\beta=-0.49; P=0.07$) [17,24-26]. The characteristics and cognitive abilities of children and adolescents are different from those of adults, and emerging technologies have great appeal to children and adolescents [27,28]. Children and adolescents are in a sensitive period of growth and development. Compared with diet control, children and adolescents are more suited to perform increased physical activity for preventing and treating obesity [29,30]. Wearable devices have been proven to be valid and accurate [31-35], providing consistent feedback and inducing behavior changes in individuals, which result in increased physical activity [36-41]. Therefore, there is a need to explore the effectiveness of wearable devices as physical activity interventions for preventing and treating obesity in this population.

To the best of our knowledge, there are no reviews evaluating wearable devices as physical activity interventions for preventing and treating obesity in children and adolescents. It is thus necessary to explore the effectiveness of wearable devices as physical activity interventions to prevent and treat obesity specifically in these populations. The results may contribute to public health guidance on the use of wearable devices for addressing obesity in children and adolescents. Therefore, the objectives of this review and meta-analysis are to (1) evaluate the effectiveness of wearable devices as physical activity interventions on obesity-related anthropometric outcomes in children and adolescents and (2) determine whether the characteristics of the interventions had an impact on the effect size through subgroup analyses.

Methods

Study Design

This systematic review and meta-analysis is reported in accordance with the Preferred Reporting Items for Systematic Review and Meta-Analyses (PRISMA) guidelines (Multimedia Appendix 1) [42].

Search Strategy

The following 5 international electronic databases were searched to discover studies on the use of wearable devices for preventing and treating obesity in children and adolescents: PubMed, EMBASE, Cochrane Library, Scopus, and EBSCO. The time span was set from the inception of each database to February 1, 2021. Search strategies were adapted according to the requirements of each database (see Multimedia Appendix 2 for the complete PubMed search strategy). At the same time, relevant articles were also found by checking the references of the included articles and previous systematic reviews.

Inclusion and Exclusion Criteria

The inclusion criteria included studies with the following characteristics:

1. Population: The participants were children and adolescents aged 6-18 years.
2. Interventions: The intervention groups involved the use of wearable devices to promote physical activity. Wearable devices need to be worn on the user's body, and use accelerometers or sensors to track the wearer's physical activity or physiological data, such as wristbands, pedometers, smartwatches.
3. Outcomes: The outcome featured obesity-related anthropometric indicators, such as BMI, BMI z-score (BMI-Z), body weight, or body fat.
4. The experimental design was a randomized controlled trial (RCT).

The exclusion criteria were as follows:

1. The participants were aged <6 or >18 years.
2. The intervention did not involve wearable devices (eg, smartphones, video games, and social media) or their use was not related to promoting physical activity (eg, monitor food consumption and strengthen communication and guidance).
3. The primary outcomes were not obesity-related anthropometric indicators (eg, quality of life, food consumption, and psychological state).
4. The experimental design was not an RCT.
5. The articles were meta-analyses or systematic reviews.
The literature screening was first conducted independently by 2 authors (WS and YS), according to the inclusion and exclusion criteria described above. Then the 2 researchers cross-checked the included literature. Following this, documents for which eligibility was unclear were selected according to consensus of a third author (WW).

**Data Extraction and Risk of Bias Assessment**

Two reviewers (WS and YS) extracted data independently from each included study. The extracted content included author, region, year of publication, clinical research design, research object, sample size, population characteristics, intervention method, intervention period, and outcome indicators.

Two reviewers (JC and YS) independently evaluated each study for risk of bias following the Cochrane recommendations. Each criterion was scored as having a low, unclear, or high level of risk. The evaluation content included (1) allocation concealment, (2) random sequence generation, (3) blinding of the outcome, (4) blinding of participants and personnel, (5) selective reporting, (6) incomplete outcome data, and (7) other bias [43].

**Statistical Analysis**

RevMan5.3 software (International Cochrane Collaboration) was used for the meta-analysis. The mean difference (MD) and 95% CI were used to represent continuous variables. First, the included studies were tested for heterogeneity at a level of OR of 0.05. When $I^2 \leq 50\%$, there is no statistically significant heterogeneity and the fixed effects model should be used; when $I^2 > 50\%$, there is a statistical heterogeneity between the studies and the random effects model should be used. For studies with heterogeneity, a sensitivity or subgroup analysis could be carried out; for studies with clinical heterogeneity and methodological heterogeneity, a meta-analysis of outcome indicators was abandoned, and a general statistical description was used.

**Results**

**Study Selection**

The flowchart in Figure 1 outlines the process for selecting articles for inclusion. A total of 4294 related articles were identified from 5 databases. A total of 1188 articles were eliminated as duplicates, and a further 2950 records were eliminated after screening of titles and abstracts. The remaining 156 articles were reviewed in detail and evaluated based on their full text. A further 26 articles were eliminated because the outcomes did not include obesity indicators, 35 owing to their irrelevance to children or adolescents, 47 for not featuring wearable devices, and 15 because their experimental design was not an RCT. Finally, 12 articles were selected for this meta-analysis.

**Figure 1.** The selection process for the systematic review and meta-analysis. RCT: randomized controlled trial.
Risk-of-Bias Assessment

The risk-of-bias assessment results are presented in Multimedia Appendix 3. All studies were assessed as having a low risk of bias in terms of binding of the outcome and selective reporting. In terms of random sequence generation, 11 studies had a low risk of bias, and only 1 study had a high risk of bias [44]. In the allocation concealment, 10 studies had a high risk of bias or were unclear, and 2 studies had a low risk of bias [45,46]. In terms of blinding of participants and personnel, all studies had a high risk of bias, due to the nature of the intervention. In the incomplete outcome data, 4 studies had a high risk of bias [46-49], all of which had a high rate of attrition (>25%). As many as 2 studies had a high risk of other bias [47,49], because the baseline of the intervention group and the control group was significantly different (P=.02).

Characteristics of Included Studies

The characteristics of the included studies are presented in Multimedia Appendix 4. A many as 4 studies were carried out in the United States [48-51], 4 in Australia [44,46,52,53], 1 in Finland [23], 1 in Italy [47], 1 in Germany [54], and 1 in Singapore [45]. These included studies were published between 2011 and 2021 and involved 3227 participants. The average age of participants was 13.2 years and ranged from 6 to 18 years. The dropout rate was studied for each intervention and ranged from 3.9% (4/102) to 52.0% (25/48), with the average being 19.27% (622/3227). Intervention duration ranged from 2.5 to 18 months, with the average being 6.2 months. Among these 12 studies, 8 intervention targets were people of normal weight [23,44-46,50,52-54] and 4 were those with overweight or obesity [47-49,51]. A total of 7 studies used pedometers [44-46,49,52-54] and the other 5 used wristband activity trackers [23,47,48,50,51]. The most common outcome index was BMI [23,44-46,48-53], followed by BMI-Z [46,47,49,51-53], body fat [23,44,50,52-54], body weight [23,47-49,52], and waist circumference [23,44,46,48,52]. There were 2 wearable device intervention groups in the same studies [49,50]. The data from each intervention group were included in the meta-analysis as independent samples.

Effects of Intervention

BMI

A total of 10 studies explored the effects of wearable devices as physical activity interventions on the BMI of children and adolescents [23,44,46-53]. There were statistically significant decreases in BMI between the group with wearable device interventions and the control group (MD = –0.23; 95% CI –0.43 to –0.03; P=.03); heterogeneity was low and insignificant (I^2 = 0%; P=.43; Figure 2). In this analysis, the study conducted by Smith et al [44] had the greatest proportion (59.6%).

A subgroup analysis found that, compared with participants with normal weight (MD = –0.09; 95% CI –0.32 to 0.14; P=.46; I^2 = 0%; Figure 3), participants who were overweight or obese had a significantly greater intervention effect size on BMI (MD = –0.75; 95% CI –1.18 to –0.31; P<.01; I^2 = 0%). Another subgroup analysis showed that interventions with an estimated duration of ≤4 months (MD = –0.62; 95% CI –1.03 to –0.21; P<.01; I^2 = 0%) had a significantly greater intervention effect size on BMI than those with an estimated duration of >4 months (MD = –0.10; 95% CI –0.34 to 0.13; P=.39; I^2 = 0%). Further subgroup analysis demonstrated that, compared with the multifaceted intervention program (MD = –0.10; 95% CI –0.34 to 0.13; P=.40; I^2 = 0%); the wearable-based intervention programs caused a significantly greater decrease in BMI (MD = –0.56; 95% CI –0.95 to –0.18; P<.01; I^2 = 0%).

Figure 2. Forest plot of the effect of the wearable device interventions on BMI.
Figure 3. Forest plot of the participant characteristics subgroup analysis.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference IV, Fixed</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.4.1 participants with normal weight</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finkelstein et al (2013) [46]</td>
<td>-0.04</td>
<td>0.21</td>
<td>136</td>
<td>0.11</td>
<td>4.59</td>
<td>113</td>
<td>2.9%</td>
<td>-0.16 [-1.39, 1.06]</td>
<td></td>
</tr>
<tr>
<td>Jako et al (2015) [23]</td>
<td>0.6</td>
<td>4.45</td>
<td>102</td>
<td>-0.1</td>
<td>4.35</td>
<td>107</td>
<td>2.8%</td>
<td>0.1 [0.09, 1.2]</td>
<td></td>
</tr>
<tr>
<td>Lubans et al (2011) [52]</td>
<td>0.8</td>
<td>4.71</td>
<td>141</td>
<td>0.79</td>
<td>4.59</td>
<td>153</td>
<td>3.6%</td>
<td>-0.18 [-1.24, 0.88]</td>
<td></td>
</tr>
<tr>
<td>Lubans et al (2011) [53]</td>
<td>-0.7</td>
<td>2.46</td>
<td>50</td>
<td>0.15</td>
<td>5.12</td>
<td>50</td>
<td>7.5%</td>
<td>-0.7 [-1.44, 0.04]</td>
<td></td>
</tr>
<tr>
<td>Lubans et al (2011) [59]</td>
<td>1.6</td>
<td>5.68</td>
<td>121</td>
<td>1.6</td>
<td>6.07</td>
<td>143</td>
<td>1.5%</td>
<td>-1.1 [-2.12, 0.1]</td>
<td></td>
</tr>
<tr>
<td>Pittman (2010) [50]</td>
<td>0.82</td>
<td>5.06</td>
<td>33</td>
<td>0.39</td>
<td>5.12</td>
<td>15</td>
<td>0.3%</td>
<td>0.23 [0.23, 3.5]</td>
<td></td>
</tr>
<tr>
<td>Smith et al (2014) [44]</td>
<td>0.13</td>
<td>4.09</td>
<td>34</td>
<td>0.39</td>
<td>5.12</td>
<td>16</td>
<td>0.5%</td>
<td>-0.26 [-3.12, 2.56]</td>
<td></td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>0.75</td>
<td>751</td>
<td>75</td>
<td>70.2%</td>
<td>-0.09 [-0.32, 0.11]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: CH² = 3.13, df = 7 (P = 0.87), I² = 0%
Test for overall effect Z = 2.74 (P = 0.04)

Figure 4. Forest plot of the intervention duration subgroup analysis.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference IV, Fixed</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.4.2 participants with overweight or obesity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bowles-Jallaway et al (2010) [49]</td>
<td>-0.25</td>
<td>5.52</td>
<td>16</td>
<td>-2.77</td>
<td>9.22</td>
<td>12</td>
<td>0.1%</td>
<td>2.52 [4.49, 9.44]</td>
<td></td>
</tr>
<tr>
<td>Chen et al (2017) [51]</td>
<td>-0.44</td>
<td>3.34</td>
<td>23</td>
<td>0.83</td>
<td>4.14</td>
<td>17</td>
<td>0.7%</td>
<td>-1.27 [-3.67, 0.17]</td>
<td></td>
</tr>
<tr>
<td>Stalman et al (2017) [49]</td>
<td>-0.24</td>
<td>0.72</td>
<td>25</td>
<td>0.43</td>
<td>0.82</td>
<td>2</td>
<td>9.5%</td>
<td>0.57 [-1.33, 0.09]</td>
<td></td>
</tr>
<tr>
<td>Stalman et al (2017) [48]</td>
<td>-0.37</td>
<td>0.92</td>
<td>45</td>
<td>0.43</td>
<td>0.82</td>
<td>2</td>
<td>11.4%</td>
<td>0.09 [-1.40, 0.09]</td>
<td></td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>0.28</td>
<td>110</td>
<td>46</td>
<td>21.8%</td>
<td>-0.75 [-1.16, 0.31]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: CH² = 1.12, df = 3 (P = 0.77), I² = 0%
Test for overall effect Z = 3.37 (P = 0.000)

Total (95% CI) | 958 | 797 | 100.0% | -0.23 [-0.43, -0.03] | | |

Heterogeneity: CH² = 11.18, df = 11 (P = 0.02), I² = 2%
Test for overall effect Z = 2.23 (P = 0.03)

Test for subgroup differences: CH² = 0.92, df = 1 (P = 0.39), P = 68.6%

Figure 3. Forest plot of the participant characteristics subgroup analysis.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference IV, Fixed</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.3.1 length of the intervention: 6-4 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jako (2015) [25]</td>
<td>0.44</td>
<td>1.02</td>
<td>107</td>
<td>-0.1</td>
<td>3.35</td>
<td>127</td>
<td>2.9%</td>
<td>0.1 [0.09, 1.2]</td>
<td></td>
</tr>
<tr>
<td>Pittman (2010) [50]</td>
<td>0.62</td>
<td>0.56</td>
<td>33</td>
<td>0.38</td>
<td>5.12</td>
<td>15</td>
<td>0.3%</td>
<td>0.23 [1.22, 3.56]</td>
<td></td>
</tr>
<tr>
<td>Pittman (2010) [59]</td>
<td>0.13</td>
<td>0.09</td>
<td>22</td>
<td>0.43</td>
<td>0.82</td>
<td>16</td>
<td>0.5%</td>
<td>-0.26 [-1.32, 1.8]</td>
<td></td>
</tr>
<tr>
<td>Stalman et al (2017) [48]</td>
<td>-0.24</td>
<td>0.72</td>
<td>22</td>
<td>0.43</td>
<td>0.82</td>
<td>8</td>
<td>9.5%</td>
<td>0.67 [-1.31, -0.01]</td>
<td></td>
</tr>
<tr>
<td>Stalman et al (2017) [49]</td>
<td>-0.37</td>
<td>0.92</td>
<td>45</td>
<td>0.43</td>
<td>0.82</td>
<td>2</td>
<td>11.4%</td>
<td>0.09 [-1.40, 0.09]</td>
<td></td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>236</td>
<td>455</td>
<td>22</td>
<td>24.8%</td>
<td>-0.62 [-1.03, -0.2]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: CH² = 2.06, df = 4 (P = 0.73), I² = 0%
Test for overall effect Z = 2.93 (P = 0.00)

Total (95% CI) | 858 | 797 | 100.0% | -0.23 [-0.43, -0.03] | | |

Heterogeneity: CH² = 11.18, df = 11 (P = 0.02), I² = 2%
Test for overall effect Z = 2.23 (P = 0.03)

Test for subgroup differences: CH² = 4.88, df = 1 (P = 0.03), P = 68.6%
BMI-Z

A total of 6 studies explored the effects of wearable devices as physical activity interventions on the BMI-Z of children and adolescents [46,47,49,51-53]. There were statistically significant decreases in BMI-Z between the groups with wearable device interventions and the control group (MD = -0.07; 95% CI -0.13 to -0.01; $P=0.01$); heterogeneity was high and significant ($I^2=81\%$; $P<0.01$; Figure 6). Further sensitivity analysis was carried out. When the study of Lubans et al [53] was excluded, the effects of the intervention study on the BMI-Z showed a significant change (MD = 0.01; 95% CI 0.07 to 0.01; $P=0.03$; $I^2=57\%$). Here, the Staiano et al [49] study had the greatest proportion (49.2%).

Body Weight

A total of 5 studies explored the effects of wearable devices as physical activity interventions on the body weight of children and adolescents [23,47,49,52]. Statistically significant decreases in body weight between the group with wearable device interventions and the control group were found (MD = -1.08; 95% CI -2.16 to 0.00; $P=0.05$); heterogeneity was high and significant ($I^2=58\%$; $P=0.04$; Figure 7). According to the results of further sensitivity analysis, after excluding the study performed by Mameli et al [47], the heterogeneity of the intervention study showed a significant change (MD = -1.69; 95% CI -2.45 to -0.93; $P<0.01$; $I^2=0\%$). Among the studies, that by the Mameli et al [47] had the greatest proportion (27.0%).

---

**Figure 6.** Forest plot of the effect of the wearable device interventions on BMI-Z (BMI z-score).
Waist Circumference
A total of 5 studies explored the effects of wearable devices as physical activity interventions on the waist circumference of children and adolescents [23,44,46,48,52]. Compared with the control group, the groups with wearable device interventions did not present statistically significant decreases in waist circumference (MD 0.55; 95% CI –0.21 to 1.32; \(P=0.16\); \(I^2=0\%\); \(P=0.57\); Figure 8). The study by Smith et al [44] had the greatest proportion in this analysis (60.0%).

Body Fat Percentage
A total of 6 studies examined the effects of wearable devices as physical activity interventions on the body fat of children and adolescents [23,44,50,52-54]. There were statistically significant decreases in body fat between the group with wearable device interventions and the control group (MD –0.72; 95% CI –1.19 to –0.25; \(P=0.003\); \(I^2=5\%\); \(P=0.39\); Figure 9). The study by Isensee et al [54] had the greatest proportion (53.9%).

Discussion
Principal Findings
This review and meta-analysis synthesized the existing evidence on the effectiveness of wearable devices as physical activity interventions on obesity-related outcomes in children and adolescents. The results indicated that, compared with the control group, wearable device interventions have statistically significant effects on BMI, BMI-Z, body weight, and body fat. However, no statistically significant effects on waist circumference were found. The subgroup analysis showed that for participants with overweight or obesity, in the short term, wearable-based interventions had a significantly greater intervention effect size on BMI.

This review demonstrates that the use of wearable devices as physical activity interventions can statistically significantly improve the BMI, BMI-Z, body weight, and body fat of children and adolescents. This is consistent with the results of other systematic reviews. Two previous reviews that examined the effectiveness of wearable devices as physical activity interventions for adults found that after using wearable devices, there were statistically significant improvements in obesity-related outcomes such as BMI and body weight [17,25]. These conclusions further confirmed the effect of physical activity on preventing and treating obesity. These conclusions
also demonstrate that physical activity plays an important role in the effectiveness of wearable devices for preventing and treating obesity. According to the behavior intervention technology model, wearable devices can promote physical activity through self-monitoring, goal setting, feedback, and motivation enhancement [55]. Assuming no drastic changes in dietary behavior, increasing physical activity, especially of moderate and vigorous intensity, will contribute to a negative caloric balance, leading to weight loss and BMI reduction [13,15,25]. Future research is needed to further explore what are the most effective physical activity indicators (eg, step count, total physical activity, and moderate-to-vigorous intensity physical activity) of wearable devices to prevent and treat obesity.

Four previous reviews examined the effectiveness of mobile health technology interventions in preventing and treating obesity in children and adolescents [56-59], finding that mobile health technology interventions yielded no significant improvements in obesity-related anthropometric outcomes such as BMI and body weight. These 4 reviews mixed different intervention strategies (promoting physical activity, monitoring food consumption, and strengthening communication and guidance) to explore the effects of mobile health technologies on prevention and treatment in obesity. By contrast, our review only concentrated on a single intervention strategy (promoting physical activity). These results may aid in the formulation of the most suitable intervention strategies on the use of mobile health technologies for addressing obesity among children and adolescents.

Waist circumference is a common indicator of abdominal obesity. This meta-analysis indicated that the wearable devices as physical activity interventions had no significant effect on waist circumference. This result is different to that of another meta-analysis in adults [17]. The reason may be that children and adolescents are in a sensitive period of growth and development, and waist circumference tends to increase, which will counteract part of the intervention effect [60]. It is worth noting that neither of these 2 systematic reviews included more than 5 RCTs. Thus, these conclusions must be treated cautiously.

A subgroup analysis found that, compared with participants with normal weight, those who were overweight or obese had a significantly greater intervention effect size on BMI. This result is consistent with other meta-analyses [17,25,26]. The reason may be that, compared with people with normal weight, the lifestyle of people with obesity is normally accompanied by more sedentary behaviors and less physical activity, and the level of physical activity is lower than that recommended by the World Health Organization [61,62]. Wearable devices can quantify the gap between the current activity level and the recommended amount [12,34]. Such a quantitative gap can motivate individuals to improve their physical activity level, and users can utilize self-regulation to change their physical activity habits as well as sedentary behaviors to manage their weight [13,63-67]. Wearable devices have achieved weight controlling effects by prompting a change in the lifestyle of people with obesity. For people of normal weight, the quantified physical activity level is not much different from the recommended amount. It cannot stimulate awareness of any deficiencies in their own activity, so the intervention effect is not obvious [68]. These facts suggest that the same intervention program may have different effects on different populations. Therefore, we need to analyze the baseline physical activity levels of different populations and formulate targeted intervention programs to achieve better intervention effects.

Another subgroup analysis found that interventions with a duration of ≤4 months had a significantly greater effect on BMI than those with a duration of >4 months. This is supported by other systematic literature reviews [57,69], which showed that it is difficult for people to maintain focus on technology over time. Beyond 4 months, the freshness and interest in wearable devices disappear, resulting in the gradual disappearance of the intervention’s effect [70]. However, 2 meta-analyses previously reported that wearable device interventions with the duration exceeding 4 months can achieve better BMI reduction [17,66]. It was preliminarily evidenced that children and adolescents were prone to losing interest and had poor compliance [71]. When using wearable devices for long-term interventions, targeted strategies should be applied at different periods of the intervention (such as self-monitoring in the first 3 months, peer competition at 3-6 months, family incentives at 6-9 months, and cash rewards at 9-12 months) so that children and adolescents can effectively maintain long-term interest and compliance.

The subgroup analysis clarified that, compared with the multifaceted intervention program, the wearable-based intervention program had a significantly greater impact on BMI. Wearable-based interventions focused on improving the user’s physical activity levels to achieve weight loss. However, multifaceted interventions are based on multiple components. On the one hand, the intervention strategies did not focus on improving the physical activity level through wearable devices. On the other hand, the primary goal of intervention was not to prevent or treat obesity [37,57]. Therefore, the multifaceted intervention had a limited ability to reduce BMI. This suggests the need to focus on improving physical activity levels through wearable devices to prevent and treat obesity in children and adolescents.

**Strengths and Limitations**

Our systematic review has some strengths. First, to the best of our knowledge, this study may be the first meta-analysis to summarize the evidence on the effects of wearable devices as physical activity interventions on preventing and treating obesity in children and adolescents. Second, we chose the intervention tool focused on wearable devices, which are the latest mobile health technology products with advantages in functionality and convenience. Third, our review concentrated on a single intervention strategy (promoting physical activity through wearable devices). Fourth, the included studies were all RCTs with high-level evidence. Finally, this systematic review performed subgroup analyses to determine whether the characteristics of the interventions had an impact on the effect size.

The limitations of our review results must be clarified. First, relatively few studies met our inclusion criteria. This made it difficult to draw any definite conclusions. Second, 4 studies...
were found to have a high risk of bias of incomplete outcome data, for which the dropout rates were >25%. Third, the high heterogeneity of the BMI-Z and body weight indicators in this meta-analysis cannot be ignored. Accordingly, the results of the meta-analysis may be affected by a single study.

Conclusions
This meta-analysis indicated that the use of wearable devices as physical activity interventions can significantly reduce BMI, BMI-Z, body weight, and body fat in children and adolescents, but failed to significantly improve waist circumference. The subgroup analysis showed that for participants with overweight or obesity, in short term, wearable-based interventions generally resulted in greater improvements in BMI. Therefore, wearable devices as physical activity interventions may be useful for preventing and treating obesity in children and adolescents. Future research is needed to identify the most effective physical activity indicators of wearable devices to prevent and treat obesity in children and adolescents.
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Abstract

Background: Loneliness and social isolation are associated with multiple health problems, including depression, functional impairment, and death. Mobile sensing using smartphones and wearable devices, such as fitness trackers or smartwatches, as well as ambient sensors, can be used to acquire data remotely on individuals and their daily routines and behaviors in real time. This has opened new possibilities for the early detection of health and social problems, including loneliness and social isolation.

Objective: This scoping review aimed to identify and synthesize recent scientific studies that used passive sensing techniques, such as the use of in-home ambient sensors, smartphones, and wearable device sensors, to collect data on device users’ daily routines and behaviors to detect loneliness or social isolation. This review also aimed to examine various aspects of these studies, especially target populations, privacy, and validation issues.

Methods: A scoping review was undertaken, following the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews). Studies on the topic under investigation were identified through 6 databases (IEEE Xplore, Scopus, ACM, PubMed, Web of Science, and Embase). The identified studies were screened for the type of passive sensing detection methods for loneliness and social isolation, targeted population, reliability of the detection systems, challenges, and limitations of these detection systems.

Results: After conducting the initial search, a total of 40,071 papers were identified. After screening for inclusion and exclusion criteria, 29 (0.07%) studies were included in this scoping review. Most studies (20/29, 69%) used smartphone and wearable technology to detect loneliness or social isolation, and 72% (21/29) of the studies used a validated reference standard to assess the accuracy of passively collected data for detecting loneliness or social isolation.

Conclusions: Despite the growing use of passive sensing technologies for detecting loneliness and social isolation, some substantial gaps still remain in this domain. A population heterogeneity issue exists among several studies, indicating that different demographic characteristics, such as age and differences in participants’ behaviors, can affect loneliness and social isolation. In addition, despite extensive personal data collection, relatively few studies have addressed privacy and ethical issues. This review provides uncertain evidence regarding the use of passive sensing to detect loneliness and social isolation. Future research is needed using robust study designs, measures, and examinations of privacy and ethical concerns.
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Introduction

Background

Humans are social creatures; thus, maintaining a healthy and positive social interaction is a necessary component of human existence [1]. Over the past few decades, loneliness has emerged as a global issue, and people rate it as a primary source of unhappiness in their lives [2]. Perlman defined loneliness as when an individual thinks that the quality or quantity of their social relationships is inadequate [3]. Loneliness or social isolation is a common problem that most people experience at some stage in their lives; however, it can be very distressing, especially when it becomes chronic [4]. In other words, loneliness is a distressing emotional state in which a person is dissatisfied with the proximity and pattern of their social interactions and relationships. Thus, loneliness is a fully subjective state of mind; a person can live completely alone and not experience loneliness, whereas another person may experience loneliness despite having a wide social network. Adult loneliness is a growing concern; according to a survey from the United Kingdom, 1 in every 20 adults reports feeling completely alone [5].

Social isolation refers to a person’s lack of social interaction with others at the individual or group level [6]. Social isolation can occur voluntarily or involuntarily and can have a positive or negative effect on an individual based on their mental and physical health [7]. Social isolation and loneliness are overlapping concepts often used interchangeably. Unlike social isolation, loneliness is always involuntary and involves negative emotions [8]. Although these two ideas are closely related, they do not have the same meaning. An individual can feel alone in a crowd, whereas another person can benefit from social isolation while experiencing solitude. Loneliness may occur when an individual is socially isolated for a prolonged period [9]. Loneliness is also a complex phenomenon that varies in intensity and is influenced by a variety of factors and conditions. To explain the multifaceted aspects of loneliness, Sadler and Weiss [10] distinguished between emotional loneliness and social loneliness. Emotional loneliness refers to the absence of close or intimate connections, whereas social loneliness refers to the absence of social networks. For instance, a child who has lost their mother experiences loneliness differently from a child who lacks playmates [11].

Loneliness is influenced by a variety of factors, including age, poor health, physical disability, relationship status, living alone, infertility, low wages, low levels of education, and socioeconomic status [12]. Certain personality traits, such as lower levels of extraversion and higher levels of neuroticism, may also increase the risk of loneliness [13]. According to a study on loneliness over the life span, it peaks in late adolescence, gradually declines during middle age, and then returns in later life [14]. As people age, they often lose social contact because of illness and cognitive decline, leading to a loss of social relationships. Gradually, their social networks decline as they grow older, resulting in very few people from whom they receive support [15]. A report published by the Survey of Health, Ageing, and Retirement in Europe found that older adults living alone can experience higher levels of loneliness [16].

Loneliness has a detrimental effect on physical and mental health, increasing an individual’s risk of morbidity and mortality [17]. The effects of loneliness on cardiovascular health have been widely studied [18]. Poor social bonds have been linked to a 29% increase in incident coronary heart disease and a 32% increase in stroke according to a meta-analysis of longitudinal data on 35,925 people [19]. Loneliness can also result in various neuroendocrine problems and a weakened immune system [20]. In addition, loneliness can disrupt normal blood pressure, sleep patterns, and cortisol levels, resulting in serious health problems or even death [21]. Loneliness has been linked to various detrimental mental health outcomes [22], including depression [23], suicidality, less positive mood, poor sleep quality, poor overall physical health, and physiological abnormalities [13].

In addition to their primary function as communication devices, modern smartphones provide a plethora of capabilities [24]. A smartphone can be used as a handheld camera, a navigator, a fitness tracker, and a personal assistant [24]. As smartphones are equipped with a variety of powerful sensors, they have evolved into pervasive tracking systems [25]. Similarly, sensors in new wearable devices, such as smart watches and fitness trackers, have created the possibility of transforming them into a robust health tracking system [26]. Among the many fields that make use of the several capabilities of smartphones and wearables, one is passive sensing, the process of collecting data in the background using the ubiquitous nature of smartphones and wearables without the user’s active engagement. This concept of passive sensing or self-monitoring emerged from studies in the field of ubiquitous computing, where it has been called context-aware computing [27]. Smartphones can collect a vast amount of data regarding a user’s behavioral patterns, which can be modeled into bioindicators of the user’s well-being [28]. Using sensors, such as an accelerometer, a heart rate sensor, or a microphone as well as the GPS or Bluetooth connectivity as a proximity sensor, researchers collect high volumes of data about a user’s everyday life and behavioral patterns, such as social activities, time spent at certain places, daily health data, and a user’s activity log. All these capabilities of smartphones and wearables have made them a promising tool for tracking users’ health and well-being on a ubiquitous and passive level. In addition to smartphones and wearables, various environmental or ambient sensor-based devices have been used to passively gather information about users’ in-home behavioral habits, such as passive and active infrared sensors, pressure mats and tiles, and camera and microphone sensors, particularly for older adults [29].

In contrast to systematic reviews and other review-based approaches, scoping reviews are a relatively new tool for searching and summarizing the literature. Systematic reviews address specific questions using predefined methods to assess study quality. Scoping reviews can be used to map new or emerging fields of research and are useful when investigating a broader set of review questions that require the inclusion of studies from a wider range of study methodologies [30-32]. Researchers can conduct a scoping analysis in a recent or neglected research area for four primary reasons: to determine
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the design and purpose of the study, to determine the necessity of conducting a systematic review, to summarize the research results, and to locate research gaps within the existing literature [33]. This study investigated the broader field of loneliness and social isolation detection through passive sensing as a recent and less explored research area. This review aims to explore the types of passive sensing detection methods available in the literature for loneliness and social isolation, to investigate the target populations of these detection methods, to review how the developed systems were validated, and to find challenges and limitations of these detection systems.

**Loneliness Detection Approaches: An Overview**

**Assessing Loneliness in Research and Clinical Settings**

There are several tools that assess loneliness. These assessments or scales are well established and have shown promising results in inferring loneliness. The University of California, Los Angeles (UCLA) loneliness measurement scale (version 3) is one of the most widely used in the general population and health care settings for assessing the frequency and severity of subjective loneliness in an individual [34-37]. Several other measures are available that may be used as a validated reference measure to determine an individual’s level of loneliness [38-41]. These scales include questions regarding marital status, social involvement in religious activities and clubs, social contact, social support, and social networks [28,42-46]. Most loneliness measures appear reliable. However, the evidence for validity is relatively limited, consisting mostly of comparisons between at-risk and normal populations or correlations with questions generating explicit self-identification as being lonely [47]. Moreover, we could not find any study that has used passive sensing methods to detect loneliness or social isolation in a larger, nonclinical population.

**Technology-Based Detection Through Passive Sensing**

Over the last decade, there has been increasing interest among researchers and clinicians in the opportunities presented by technology-based approaches for detecting loneliness and social isolation. Innovative technology-based approaches are extremely effective in terms of ubiquity and passive sensing [48] because they do not require the participant’s active participation. In the existing literature, most studies have used the following two methods to detect loneliness and social isolation: smart home–based methods (ambient sensors–based) and smartphone and wearable-based mobile sensing methods.

A smart home comprises a variety of in-home environmental or ambient sensors, along with more specialized audio, video, and biometric systems that can be used by family and caregivers to track older individuals’ actions and well-being while being physically away. A smart home can include a variety of sensors depending on the application. For instance, numerous studies have used in-home surveillance through video cameras [49,50], whereas others have used body-worn tags [51,52]. On the other hand, inexpensive ambient sensors allow a more unobtrusive method of monitoring behaviors in the home without user involvement. Ambient in-home sensors have been used for human behavior learning over the last few years, in which emotions, daily life patterns, or personality could be related to loneliness levels [53-55]. It incorporates an assessment of both physical and emotional well-being. These ambient in-home sensors are cost-effective, energy efficient, and easy to mount and maintain. They include motion sensors, which emit a signal whenever a motion is detected within the sensor’s coverage range; touch sensors, which generate a signal whenever a door is opened or closed; and pressure sensors, which emit a signal whenever a pressure threshold is crossed at the location of the sensor, which is usually in beds. Consequently, these sensors collect data on a user’s various behaviors, such as time spent in various areas of the home, sleep habits, time spent inside and outside the home, and in-home mobility patterns. These activity patterns can ultimately serve as measures or biomarkers of loneliness or social isolation.

Researchers have also used mobile and wearable devices for health monitoring over the last few years. The rapid proliferation of smartphones and wearables, such as fitness trackers, which are equipped with powerful sensors, may provide another pathway for detecting loneliness and social isolation. The data passively acquired from mobile sensors can be modeled into various behavioral habits that can be used to identify lonely individuals. Behavioral patterns included a participant’s social experiences, mobility patterns, and frequently visited places.

**Methods**

**Search Strategy and Data Sources**

The protocol for this scoping review was developed as per the guidelines of the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) [56] and PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) [57]. The databases IEEE Xplore, Scopus, ACM, PubMed, Web of Science, and Embase were searched. Articles published between January 2011 and December 2021 were extracted independently by the authors MMQ and EZ. The search terms and results for each database are presented in Table 1. The search criteria were based on loneliness, social isolation, and detection-related keywords.
Table 1. Search keywords and result statistics for computer science and social science databases.

<table>
<thead>
<tr>
<th>Database and keywords combination</th>
<th>Search results, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>IEEE Xplore</strong></td>
<td></td>
</tr>
<tr>
<td>Loneliness AND Detection</td>
<td>13</td>
</tr>
<tr>
<td>Loneliness AND Sensing</td>
<td>27</td>
</tr>
<tr>
<td>Loneliness AND Passive Sensing</td>
<td>1</td>
</tr>
<tr>
<td>Loneliness AND Monitoring</td>
<td>15</td>
</tr>
<tr>
<td>Social Isolation AND Detection</td>
<td>56</td>
</tr>
<tr>
<td>Social Isolation AND Sensing</td>
<td>41</td>
</tr>
<tr>
<td>Social Isolation AND Passive Sensing</td>
<td>1</td>
</tr>
<tr>
<td>Social Isolation AND Monitoring</td>
<td>65</td>
</tr>
<tr>
<td><strong>Scopus</strong></td>
<td></td>
</tr>
<tr>
<td>Loneliness AND Detection</td>
<td>4373</td>
</tr>
<tr>
<td>Loneliness AND Sensing</td>
<td>725</td>
</tr>
<tr>
<td>Loneliness AND Passive Sensing</td>
<td>61</td>
</tr>
<tr>
<td>Loneliness AND Monitoring</td>
<td>6443</td>
</tr>
<tr>
<td>Social Isolation AND Detection</td>
<td>5501</td>
</tr>
<tr>
<td>Social Isolation AND Sensing</td>
<td>834</td>
</tr>
<tr>
<td>Social Isolation AND Passive Sensing</td>
<td>51</td>
</tr>
<tr>
<td>Social Isolation AND Monitoring</td>
<td>5901</td>
</tr>
<tr>
<td><strong>ACM</strong></td>
<td></td>
</tr>
<tr>
<td>Loneliness AND Detection</td>
<td>703</td>
</tr>
<tr>
<td>Loneliness AND Sensing</td>
<td>1339</td>
</tr>
<tr>
<td>Loneliness AND Passive Sensing</td>
<td>27</td>
</tr>
<tr>
<td>Loneliness AND Monitoring</td>
<td>603</td>
</tr>
<tr>
<td>Social Isolation AND Detection</td>
<td>313</td>
</tr>
<tr>
<td>Social Isolation AND Sensing</td>
<td>631</td>
</tr>
<tr>
<td>Social Isolation AND Passive Sensing</td>
<td>10</td>
</tr>
<tr>
<td>Social Isolation AND Monitoring</td>
<td>357</td>
</tr>
<tr>
<td><strong>PubMed</strong></td>
<td></td>
</tr>
<tr>
<td>Loneliness AND Detection</td>
<td>220</td>
</tr>
<tr>
<td>Loneliness AND Sensing</td>
<td>770</td>
</tr>
<tr>
<td>Loneliness AND Passive Sensing</td>
<td>8</td>
</tr>
<tr>
<td>Loneliness AND Monitoring</td>
<td>200</td>
</tr>
<tr>
<td>Social Isolation AND Detection</td>
<td>2238</td>
</tr>
<tr>
<td>Social Isolation AND Sensing</td>
<td>1981</td>
</tr>
<tr>
<td>Social Isolation AND Passive Sensing</td>
<td>24</td>
</tr>
<tr>
<td>Social Isolation AND Monitoring</td>
<td>1202</td>
</tr>
<tr>
<td><strong>Web of Science</strong></td>
<td></td>
</tr>
<tr>
<td>Loneliness AND Detection</td>
<td>109</td>
</tr>
<tr>
<td>Loneliness AND Sensing</td>
<td>1130</td>
</tr>
<tr>
<td>Loneliness AND Passive Sensing</td>
<td>16</td>
</tr>
<tr>
<td>Loneliness AND Monitoring</td>
<td>299</td>
</tr>
<tr>
<td>Social Isolation AND Detection</td>
<td>350</td>
</tr>
</tbody>
</table>
### Inclusion and Exclusion Criteria

Studies were included if they were published in the English language and presented results on identifying loneliness and social isolation using passive sensing technology, such as smartphone apps, fitness trackers, and home sensors. Studies were excluded if they were written in a non-English language, if loneliness or social isolation was not one of the assessed outcomes, or if the detection method was other than passive sensing.

### Data Extraction

The selection process is illustrated in Figure 1. A total of 40,071 studies were identified using the search terms. After title and abstract screening, 862 full texts were reviewed, of which 29 (3.4%) studies were selected for inclusion in the review, as follows:

- General description of the study: authors, year, and country
- Study design: population type and age, participant sample selection process, duration of the study, ground truth data collection methods, and privacy handling
- Study technology insights: technology used for sensing, data collection streams, and algorithm.
- Study outcome characteristics: indicators or identification markers and sensed outcomes.
Results

Multimedia Appendix 1 [58-85] summarizes the main information from each study to address the questions under investigation.

Population

Most studies targeted young adults (10/29, 34%), most frequently college students [58-67], or older adults (12/29, 41%) [68-78,86], whereas 17% (5/29) of the studies included a mixed age group [79-84]. The studies sampled between 5 and 364 participants and lasted anywhere from 1 week to 5 years. In all, 3% (1/29) of studies was not longitudinal [61], and 7% (2/29) of other studies did not report the duration [75,81].

In all, 37% (11/29) of studies explicitly stated the participants’ ages [61,62,64,67,68,70,75,76,78,83,84], whereas the other studies (18/29, 62%) mentioned only the age group without providing their age: younger adults [58-60,63,65,66], older adults [69,71-74,77,86], or mixed age groups [79-82]. Of the 11 studies, a total of 4 (36%) of studies focusing on a younger population reported an age range of 18 to 28 years [60-62,64], whereas 6 (55%) studies with a target sample of older adults reported an age range of 53 to 91 years [68,70,75,76,78,83]. Participants in 9% (1/11) of studies ranged in age from 18 to...
78 years, representing a mixed group of younger and older adults [84].

With respect to the participants’ gender, a total of 3 studies focusing on a younger population included both male and female participants [60,63,83]. Female participants dominated 3 studies [59,61,67], male participants dominated 2 others [64,66], and 1 study had exclusively female participants [62]. Female dominance has been clearly observed in older population studies. A total of 7 studies concerning older adults reported their gender, and all (7/29, 24%) these studies showed a female predominance, except one. The female ratios in these studies were 60% [70], 81% [72], 74% [68], 54% [74], 89% [75], 44% [78], and 88% [76].

A total of 11 studies mentioned participants’ educational level [59,63-68,72,76,78,83]. The younger population mostly comprised college students [59,63-67]. In all, 2 studies recruited first-year college students [59,63], whereas 4 others targeting a younger population recruited a mix of university students at the graduate and undergraduate levels [61,65-67]. Only 4 studies reported the education levels of the older adults [68,72,76,78], of which 2 (50%) studies included participants who had completed their graduate studies [72,78], and the remaining 2 (50%) studies included participants with varying levels of education, with 46% (12/26) completing a college education in a study [76], 39% (19/50) completing primary level education, and 39% (19/50) having had no formal education in another study [68].

Participants’ ethnic status varied. A total of 8 studies clearly reported the origin of their participants [59,60,63,65,66,68,75,78], 5 (63%) of which targeted a younger population from diverse ethnic groups [59,60,63,65,66], and 3 (37%) of which targeted older adults [68,75,78]. In the younger population, most participants had an Asian cultural background, whereas 2 studies were from the United States with participants from different backgrounds [59,66], 1 study was from China [65], and 1 was from Singapore [63]. The remainder were White, Hispanic, African American, or Caucasian [60,65]. A study from Singapore examining an older population had 87% Chinese participants [68], whereas another US-based study included 75% White participants [75].

Sensing Streams

Given that smartphones and wearable fitness trackers are equipped with a variety of physical sensors, they are highly effective instruments for monitoring users’ movements and passively collecting data on their daily life patterns. Of the 29 studies, 18 (62%) used smartphones or wearable devices as a sensing modality to passively capture data [58-67,71,74,79,80,82-84,87]. Among the various physical sensors used in smartphones or wearable devices, the accelerometer and GPS are the most frequently used sensors for passive data collection. Indeed, 72% (13/18) of the studies that used a smartphone or smart watch as a sensing instrument made use of accelerometer and GPS sensors to gather data on a user’s physical activities [59-63,65-67,74,80-83]. The accelerometer is used because of its low power use and low privacy concerns, whereas GPS is used to monitor the users’ regularly visited locations and the time spent at those locations, which aids in determining their social habits. Another explanation for using GPS in several studies is that it is typically available with all smartphones.

Following this, Bluetooth and microphones are the second most widely used sensors in the identified studies, accounting for 39% (7/18) of studies that used passive sensing via smartphones or wearable devices to acquire user data [59,62,65-67,80]. Bluetooth is typically used as a form of proximity sensor to gather information about a user’s sociability and physical encounters with other users who also have Bluetooth enabled in their devices, whereas a microphone is used to infer sleep and social experiences. In addition, 7% (2/29) of studies used Wi-Fi MAC addresses to collect information about users’ sociability. Moreover, a study collected data from a smartphone light sensor to detect the screen lock or unlock status [82].

Apart from the sensors in smartphones, the studies included data on phone activity, which could also be used as an indicator of loneliness or social isolation. SMS text messages and call logs are the most frequently used; 56% (10/18) of the studies have used these logs to derive user communication activities [59,60,62-65,71,74,76,82]. In addition, 2 experiments integrated the number of times that each smartphone was locked and unlocked [59,82], and 2 studies gathered data on the types of apps that were used more often to ascertain users’ mood and sociability levels [65,82]. To maximize learning opportunities regarding user habits, a study collected contact information, browsing history, and email-related data [64].

Of the 29 studies included here, 9 (31%) solely used ambient and other physical sensors installed at different locations in the home to learn about participants’ in-home mobility patterns and behavior [68-70,72,73,75,77,81,86]. Different types of sensors were used, including passive infrared motion sensors installed on walls to collect motion data, pressure sensors to detect the presence of the participant on a bed or chair, sound sensors to detect social interactions and activities in the household, and door sensors to detect walking patterns and people movements.

Loneliness and Social Isolation Assessment

Different assessment methods have been used in experiments to validate the passively collected data. Most studies (21/29, 72%) relied on self-reports and questionnaires, which can be administered directly in a clinical setting or remotely using a mobile app. Self-reports or questionnaires were used to gather data on participants’ physical and mental health in some of the included studies (8/29, 27%) that assessed social interactions and well-being [60,67,68,71,80,82-84], depression or anxiety [60,62,65,66,70,77,78], and daily activities [63,67,68,79,80,82]. Numerous scales have been used specifically for the detection of loneliness, including the UCLA loneliness scale [88], the De Jong Gierveld Loneliness Scale [41], and the ESTE-R Loneliness Scale [74]. The Social Interaction Anxiety Scale [89], Depression Anxiety Stress Scale [90], and Positive Affect Negative Affect Schedule [91] have been used to measure depression and anxiety symptoms in individuals. Some studies used self-developed questionnaires, such as the ecological momentary assessment, which were specifically related to the application domain and target populations.
Efficacy and Reliability

Detection Methods

Numerous markers were used in the included studies to identify changes in behavior, which may infer loneliness or social isolation. Of the various markers, the number of incoming and outgoing calls and SMS text messages is the most widely studied, with 24% (7/29) of studies using this metric for detecting loneliness [60,63,64,72,74,76,82]. Similarly, time spent outside the home is also the most explored marker; 24% (7/29) of studies presented the relationship between time spent outside the home and its effect on loneliness levels in individuals [68,72-75,83,86]. Additional markers include sleep cycles that have been examined in 4 studies [59,66,68,70], voice activity and verbal communication explored by 4 studies [62,63,66,83], activity, mobility, and walking speed investigated in 6 studies [59,61,62,70,72,80], the average time spent in different areas of the household [68,71], and app types that have been studied by 2 studies [65,82]. Interaction with others detected through Bluetooth proximity sensing was examined in 5 studies [59,62,63,65,67], and 3 studies investigated the effect of speech activity on loneliness [62,63,83].

Phone Calls or SMS Text Messages

A total of 8 studies examined the relationship between incoming and outgoing phone calls and loneliness [64,65,71,72,74,76,82,84]. According to a study, individuals who received fewer incoming calls rated themselves as being more lonely on loneliness measurement scales compared with those who received more calls [82]. Another study found that loneliness was associated with fewer incoming calls but not with increased outgoing calls. The most lonely individual received only 40% of the number of calls received by the least lonely individual [76]. Another study explored the relationship between loneliness and calls from family members and friends. Outgoing and incoming family calls are significant characteristics of family and spousal loneliness, which is about feeling lonely within intimate relations. Similarly, for social loneliness, calls from friends were not considered a relevant attribute; rather, calls from acquaintances were considered a relevant attribute while developing predictive models for loneliness detection [74]. A total of 8 studies investigated the relationships between call frequency and call duration with loneliness. Individuals with greater loneliness received fewer calls on average according to a study [76]. There is a weak negative correlation between loneliness and call length, indicating that people who make longer calls have lower feelings of loneliness. In comparison, loneliness showed no significant relationship with the frequency of phone calls [65]. Another study found a similar negative correlation between phone conversation duration and social well-being [84]. In addition, 2 other studies found a similar negative correlation between the length of calls and loneliness on the UCLA loneliness scale [64,71]. Similarly, the frequency of phone calls was significantly linked to the length of time spent on the phone [72]. Another study found that students who received more phone calls, particularly on weekdays, reported reduced feelings of loneliness, better transition to college life, and a stronger sense of class community [63]. Regarding SMS text messages, individuals with a high score for social anxiety or loneliness rarely receive messages [82]. Another study discovered a weak negative correlation between loneliness and SMS text messages, particularly at night [65]. Although another study found no significant relationship between instant messenger and SMS text message frequency and loneliness or social well-being, phone call use was shown to be favorably associated with social well-being [84]. Another study discovered a significant correlation between the quantity of messages and UCLA loneliness scale [64].

Web Social Activity and Communication Apps

A total of 3 studies examined the relationship between web social engagement and loneliness [65,82,84]. According to a study conducted with a younger population, loneliness is positively linked to app use frequency, which implies that younger individuals who spend more time on social apps experience more loneliness [65]. However, a study targeting older adults found the opposite: older adults who spent more time on social media had substantially reduced feelings of loneliness [84]. The authors found that older adults’ social media networks led to reduced feelings of loneliness and increased levels of general well-being compared with younger adults’ social media networks [84]. Another study found that smartphone behaviors indicative of web social activity (eg, the frequency of using social or communication apps) were unrelated to social anxiety or loneliness [82].

Number of Computer Sessions or Hours on the Computer

In addition, 2 studies evaluated computer use in terms of the number of sessions and overall time spent on the computer daily [72,78]. They discovered that an increasing number of computer sessions was associated with higher levels of loneliness. Previous research on the relationship between computer use and loneliness has produced contradictory results. Although some argue that computer use helps combat loneliness [92], others argue that increasing computer use (particularly among young people) is associated with increased loneliness [93-96]. According to a study, telephone use and computer use were not shown to be substantially related to loneliness [72]. The authors stated that the lack of significance for these social factors may be explained in part by the strong correlation between them. That is, the number of phone calls was significantly associated with the amount of time spent on the phone, whereas the number of computer sessions was significantly associated with the amount of time spent on the computer [72].

Bluetooth Proximity Sensing

A total of 4 studies examined the association between Bluetooth proximity-sensing social interactions and feelings of loneliness [58,59,65,67]. According to a study, when a number of different Bluetooth devices are identified in the vicinity, people tend to report feelings of loneliness. This tendency may represent situations in which a person feels lonely in public places with a high concentration of Bluetooth devices [67]. Another study discovered a significant association between Bluetooth device encounters and the Patient Health Questionnaire-9 depression scale [58]. However, a study found no relationship between
Bluetooth proximity and loneliness [65]. A study used Bluetooth together with other sensor data, such as GPS, Wi-Fi, SMS text messages, and call logs, which showed better accuracy in predicting loneliness levels in individuals [59].

**Daily Phone Use or Time on Mobile Phone**

A total of 3 studies have explored the relationship between general smartphone use and loneliness [59,65,76]. According to a study, loneliness in older adults is associated with reduced daily phone use, to the point where the most lonely individual uses the phone almost two-thirds less than the least lonely one [76]. Another study found that decreased phone use during certain weekends and morning hours was associated with increased loneliness among the younger population [59]. Similarly, another study on students discovered that those at risk of loneliness spend more time on their smartphone each day and that loneliness was positively associated with app use, irrespective of the time of day [65].

**Demographic Characteristics Affecting Loneliness**

Of the 29 studies, 4 (14%) assessed gender differences in loneliness [76,82,84,87]. According to Petersen et al [76], gender had a substantial effect on the daily number of calls, with women making or receiving twice as many calls as men. Another study compared the gender of participants in high- and low-loneliness groups; the result of the chi-square test on the gender-based difference revealed no significance [82]. Another study found that women with a greater sense of well-being use reading apps and browsers more often than men do [87]. Similarly, 4 studies examined passive sensing and participants’ behaviors in terms of age. A study assessed the ages of participants in high- and low-loneliness groups; the chi-square test indicated no statistical significance for the age difference [82]. According to another study, age was not a significant predictor of the daily number of calls [76]. In a study by Wetzel et al [84], the authors discovered a substantial relationship between participants’ age and social media use time, suggesting that the association between social media use and perceived loneliness varies by age. This indicates that older adults who spend more time on social media experience substantially reduced feelings of loneliness. At younger ages, more time spent on social media was associated with increased levels of perceived loneliness. Another study found that the activity and frequency of messages and calls increased with the age of participants born before the year 2000 [79]. Cognitive ability was included as a demographic variable in 2 studies. According to a study, people with a chronic illness report significantly higher feelings of loneliness and poorer levels of social well-being than those without a chronic condition [84]. Another study discovered a relationship between better cognitive performance and higher daily call frequency [76]. In addition, this research examined whether an individual’s pain level might serve as a predictor of phone calls but discovered no significant relationship between pain level and call frequency [76]. A total of 2 studies examined the relationship between an individual’s personality traits and activity patterns inferred from passively collected smartphone data [64,79]. Moreover, a study discovered a significant correlation between emotional stability and extroverted personality characteristics and most smartphone-sensed features.

In comparison, agreeableness, conscientiousness, and intellect personality traits are slightly associated with most of the features sensed by the smartphone, such as the number of messages, number of browser searches, number of calls, number of long incoming or outgoing calls, and number of contacts [64]. According to another study, gratitude is associated with participants’ message and call patterns, with the most grateful participants communicating mostly through their smartphones [79]. Regarding occupational status, participants who are retired, are homemakers, or are unemployed are typically the least active and more prone to loneliness, whereas those enrolled in college or working full-time or self-employed are typically the most active with lower levels of loneliness. This analysis was performed using smartphone sensor data collected from an accelerometer, GPS, microphone, SMS text messages, and call logs [79]. Another study that used smartphone app communication data as an indicator of loneliness across the adult life span during the COVID-19 pandemic found that individuals who did not have a partner reported greater feelings of loneliness and poorer social well-being than those who had a partner [84]. The reason for this might be that during the COVID-19 pandemic, everyone was required to stay at home, and those without a partner were more prone to experiencing loneliness than those in a relationship.

**Time Outside of Home and Time Spent at Home**

A total of 7 studies examined the effect of time spent outdoors or at home on an individual’s loneliness levels [68,72,73,75,77,83,86]. A study with older adults found that spending more time away from home was associated with decreased levels of loneliness [75]. Similarly, other research with both young and older participants discovered that people who spent more time outside the home reported fewer feelings of loneliness [83]. Other research has analyzed older adults’ outdoor trips using two measures: average daily outdoor time and number of outdoor visits. They discovered that spending more time outdoors resulted in decreased levels of loneliness and higher social networking scores. In addition, 2 other studies discovered a strong association between the daily time spent outside the house and loneliness [72,77]. Similarly, another study discovered that individuals who spend more time at home are lonely. The physical activity score is positively associated with the average amount of time spent outside the house, suggesting that outings are also an important indicator of physical activity [86]. A preliminary analysis found no relationship between the time spent outside the home and loneliness [73]. They stated that their participants were more technology literate and may have engaged in social activities such as computer or mobile use that do not require leaving the home.

**Daily Activity and Movement**

A total of 5 studies investigated the effects of daily activities and movements and their duration on loneliness levels [59,65,66,68,83]. A study discovered that individuals performing more physical activities experience less loneliness [66]. Similarly, greater dispositional loneliness (UCLA loneliness scale) was associated with a substantially shorter mean movement duration in another study [83]; dispositional...
loneliness is defined by a sense of disconnection from others and distressing emotions of isolation [97]. In addition, loneliness increased with the number of significant places visited [83]. Loneliness is also negatively correlated with movement duration [83]. Other research conducted with students discovered a strong negative correlation between loneliness and indoor mobility; for example, the amount of time a student moves indoors throughout the day. Research indicates that inactive students are more likely to experience loneliness. Another study found that people who spend more time engaging in activities are less lonely regardless of the time of day or night [65]. Another study found a similar pattern: a higher total amount of movement and steps throughout the day and night time hours results in less feelings of loneliness [59]. Deviation from one's regular geospatial activity was associated with a substantial reduction in daily stress and loneliness [68].

Conversation Activity
A total of 3 studies investigated the effect of conversation and its duration on loneliness levels [58,66,83]. In addition, 2 studies found no significant correlation between speech duration and loneliness [66,83]. However, another study found that students who engage in less conversational contacts are more likely to experience depression [58].

Sleep
A total of 3 studies investigated the relationship between sleep duration and feelings of loneliness and stress [58,66,68]. According to a study, sleep duration was not correlated with loneliness but was negatively related to daily stress, meaning that people who get enough sleep experience less stress [66]. Another study with students discovered that those who sleep fewer hours are more prone to depression [58]. A study focusing on older adults found that those who perceived themselves as socially isolated had more midday naps [68].

Privacy Issues and Ethical Concerns
Overall, 69% (20/29) of the studies did not address privacy or ethical issues and did not explicitly mention privacy concerns [59,64-69,71-83]. A total of 5 studies provided details of ethical approval from the relevant committees and participant consent [60-62,70,84]. In addition, 2 studies stated that they maintained user data on a secure data server and anonymized user identifiers to protect users’ privacy [58,85]. Moreover, a study collected statistical data on smartphone use only to preserve participants’ privacy [63]. Another study, which uses a video camera placed in a smart home to monitor users’ activities, reported that they captured footage for only 5 seconds whenever a motion was detected at the door [86].

Discussion
Comparison With Previous Work
Numerous review studies have examined the use of passive sensing to monitor a variety of mental and physical health and well-being outcomes. Many aspects of passive sensing have been covered in previous review studies, providing researchers with current challenges and suggestions for potential future research. These reviews have focused on different mental and physical health conditions, such as stress [98], mood disorders [99], sleep problems [100], cardiac issues [101], chronic health conditions in older adults [102] and schizophrenia [103]. Compared with previous reviews, this review is the first to focus on the use of passive sensing for loneliness and social isolation detection and to explore the limitations of the passive sensing systems used.

Findings From Reviewed Studies
The targeted population is one of the key dimensions to be considered when designing and developing loneliness detection systems. Most studies (17/29, 58%) included in this scoping review targeted younger populations. It may be relatively easier to generate a sample group of younger people from colleges or universities, as opposed to older adults, who are dispersed across community settings and may not be readily accessible through services, education, or workplaces. Evidence in the literature suggests that isolation is typically higher in late adolescence and after retirement than in the middle age range [14]. Moreover, unemployed individuals in the middle age group are more susceptible to loneliness [104]. An age-related association was observed in the detection methods; loneliness in younger adults was assessed mostly through smartphones [58-60,62,63,65-67], whereas ambient sensors were used more frequently by older adults [68-78,86]. Ambient sensing may be used by older people because they are less likely to use wearables and have higher privacy concerns [105]. Some older adults may not be able to use smartphones because of lack of technological literacy and complex user interfaces [106]. In addition, people with dementia can forget to carry or wear such devices or charge their smartphones in a timely manner, resulting in intermittent or no data collection. Furthermore, there is a strong possibility that some wearable sensors create an unpleasant feeling during prolonged skin connection (e.g., electrodes on the skin). As a result, older adults may reject such wearables, particularly at home [107].

Before they are widely available to the public, these loneliness detection systems must undergo extensive validation to ensure that users feel comfortable using and trusting them. The validation of such detection systems is important because it provides relevant input and knowledge about the performance and reliability of the systems to researchers and developers. Two facets of validation of these loneliness detection systems should be discussed: participant selection and technology’s efficacy in assessing social outcomes. With regard to population selection, most of the included studies (17/29, 58%) recruited younger adults and college students via advertisements on student mailing lists or Facebook groups. Moreover, most of the studies recruited first-year college students or undergraduate students from the same college or university, with a random ratio of male and female participants. A study recruited students from a specific class only [58], resulting in a population with very similar sociodemographic backgrounds, daily routines, and study challenges. There is a lack of detail on randomization in student population selection, either in terms of sample collection from more than one college or from younger populations other than college students. A study recruited international students because they were considered at a higher risk of loneliness [64]. In addition, many studies (9/29, 31%)
did not include sufficient information on the participants’ socioeconomic status. In the case of older adults, studies recruited participants who resided in sensor-enabled homes created by specific senior citizen welfare organizations. Some studies (6/29, 20%) omitted older adults with physical, sensory, or cognitive impairment, which may have resulted in demographic selection bias because people with disabilities may experience greater loneliness [108,109]. Most studies (9/12, 75%) have focused on older adults who were already living alone to assess their loneliness, which may result in biased findings. Few studies (3/29, 10%) used the Mini-Mental State Examination [110] to screen and exclude older adults with cognitive impairment. In addition, some studies (7/29, 24%) have not mentioned their sample selection or recruitment process for both the younger and older populations; instead, they simply reported the number of individuals from a specific age group.

Most studies (24/29, 82%) have used supervised machine learning techniques to infer loneliness levels from passively acquired data. In supervised machine learning, labeled data are required to train a model, where the gathered ground truth data are used to label the raw sensor data. Ground truth data have been used to compare and validate passively acquired data through smartphones and other passive devices. Inaccuracies in the ground truth evidence result in incorrect model training and an inefficient detection system. Thus, ground truth data were critical in these studies. Ground truth data from assessments, such as loneliness assessment questionnaires, are used to label the data collected through passive sensing streams with the corresponding ground truth state. Most studies (21/29, 72%) have used self-reports and questionnaires, which can then be used for validation purposes with passively collected data. This method has some drawbacks, such as users may not always respond to such questionnaires, or there could be accuracy issues depending on the participants’ current mental and physical state.

Participants’ motives, preferences, and expectations regarding surveillance systems can influence their willingness to use available solutions. Some of those interests could be physiological, such as improving behaviors in daily life, and some could be more technical, such as system scalability and acceptability. Most studies (18/29, 62%) that use smartphone apps to passively acquire user data have used Android-based mobile apps because of their lower privacy restrictions compared with the iPhone iOS operating system when collecting data through various sensors available on smartphones. Another reason might be cost, as Android devices are more affordable and are the most widely used operating system, encouraging more users to use the proposed systems.

Another technological consideration of smartphone-based detection systems is their power use. Owing to continuous data collection and constant use of energy by various sensors, the battery life of smartphones degrades more quickly, which is a major concern for users. Only a few studies (6/29, 20%) have addressed this topic or plan to do so in the future. The approach used to reduce power use is to reduce the sampling rate of sensors when the battery level falls below a certain threshold or to use less beneficial sensors only once a day [48].

Apart from energy use, the participants’ primary concern is privacy [48]. Although most of the reports did not mention privacy concerns, few studies (8/29, 28%) indicated that this is one of the key concerns of participants. These studies indicated that they obtained approval from participants for passive data collection or that they obtained privacy and ethical clearance from an organization. Several (6/8, 75%) of these studies used anonymous participant identifiers to store data and transmitted them securely to the server. However, a sizable portion of the studies did not address privacy concerns, which raises questions about their acceptability to participants and the wider public and about the potential harms for this detection method in the case of data and privacy breaches.

Implications for Future Research

This review demonstrates that previous research has not drawn strong distinctions between social isolation and loneliness, with many researchers using both terms interchangeably. According to previous research, loneliness and isolation overlap relatively little, with most lonely times occurring when not alone, for example, when an individual is in a crowd of strangers [67]. Across all self-reports, loneliness seems to be greatest when participants also report being alone at the time and lowest when participants additionally report being with a significant other (partner or friend) [67]. In addition, some experiments have intertwined loneliness with other related concepts. For instance, in a study [111], the authors recorded the number of visits to older adults living alone and did not attempt to explicitly detect loneliness. Thus, it is necessary to distinguish loneliness from other similar terms, most notably, social isolation.

Another significant gap pertains to privacy concerns. Most research has not focused on privacy issues. A few studies (9/29, 31%) discussed their strategies for maintaining device and data privacy, which included anonymization and safe data transmission to data collection servers; however, most of the studies (18/29, 62%) plainly stated that they gathered data with the consent of the users but did not discuss data privacy and security. Most studies (12/18, 66%) collecting participant data passively through smartphones and wearables were based in the United States, China, and Asia, with very few studies conducted in European countries. This may be because the European Union’s General Data Protection Regulations place stringent restrictions on data collection and transfer. It is important to engage potential study participants in the design, development, and validation phases of such systems to ensure that the system satisfies their expectations [112]. This is crucial if the system is to be adopted extensively and sustainably by the target population.

Many smartphone or wearable users prefer tracking systems to provide them with valuable knowledge and feedback about their activities and well-being status [113]. When people receive well-being-based feedback, they are more likely to make positive changes in their lifestyle and behaviors related to physical activity, including well-being, sociability, and mental health [114,115]. However, little is known about the impact of user feedback on behavioral changes related to loneliness. As demonstrated in this scoping review, existing systems are deficient in delivering real-time feedback to participants, which...
can help participants develop interest and trust in such tracking systems and help them to make attempts to change their lifestyle in response to system recommendations. Experts are examining ways to develop these tracking systems to provide valuable feedback, alerts, and advice to users to improve their current mental health [116].

Most of the studies (25/29, 86%) in this scoping review were pilot or feasibility studies with very small or limited sample sizes. The validation of these detection systems is a crucial component, and the systems should be validated with a subset of the target population that is highly representative over an adequate period to obtain appropriate data to deliver as reliable results as possible. Many studies are of short duration, which may provide an insufficient window for detection and build participants’ trust and acceptability in detection systems. In addition, some of the proposed systems selected population samples from a very specific population type or at a specific period, such as a lockdown during a pandemic crisis [84], which may result in misleading outcomes when applied to other populations or at different periods. Similarly, the population selection methods used were not rigorous, resulting in potential self-selection bias and limited generalizability, particularly with low representations of at-risk groups, such as unemployed people or older adults not in supported housing.

Limitations
Although we conducted a thorough search of computer science, health, and social science databases using multiple search terms related to loneliness and social isolation detection, some articles could have been overlooked. For example, studies that focused on general mental health or emotion recognition, with loneliness or social isolation serving as a subset of larger research, were not included. Furthermore, because we included only studies conducted in English, there might be several studies on loneliness detection published in other languages that were not included in this scoping analysis.

Conclusions
It is evident that the use of smartphones, wearable smart devices, and ambient sensors to detect loneliness and social isolation in different age groups has increased in the last few years. Compared with more conventional tracking systems, smartphones are simple to use, unobtrusive, familiar, and inexpensive. They also have a variety of sensors that allow the collection of users’ data in real time, without interfering with users’ daily activities. This comprehensive scoping review reveals that smartphones and mobile and ambient sensing systems have the potential to monitor users’ behaviors and daily activities to infer loneliness and social isolation, and it is likely that research interest in this field will grow in the future. However, most existing methods have shortcomings, particularly in privacy preservation and validation across diverse populations, which need to be rigorously addressed in future research. Finally, it is worth noting that researchers need to investigate what motivates people to use such tracking mechanisms and what inspires their trust and long-term adherence if they are to be adopted and implemented within wider populations.
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Abstract

Background: Although it is widely recognized that physical activity is an important determinant of health, assessing this complex behavior is a considerable challenge.

Objective: The purpose of this systematic review and meta-analysis is to examine, quantify, and report the current state of evidence for the validity of energy expenditure, heart rate, and steps measured by recent combined-sensing Fitbits.

Methods: We conducted a systematic review and Bland-Altman meta-analysis of validation studies of combined-sensing Fitbits against reference measures of energy expenditure, heart rate, and steps.

Results: A total of 52 studies were included in the systematic review. Among the 52 studies, 41 (79%) were included in the meta-analysis, representing 203 individual comparisons between Fitbit devices and a criterion measure (ie, n=117, 57.6% for heart rate; n=49, 24.1% for energy expenditure; and n=37, 18.2% for steps). Overall, most authors of the included studies concluded that recent Fitbit models underestimate heart rate, energy expenditure, and steps, and steps compared with criterion measures. These independent conclusions aligned with the results of the pooled meta-analyses showing an average underestimation of −2.99 beats per minute (k comparison=74), −2.77 kcal per minute (k comparison=29), and −3.11 steps per minute (k comparison=19), respectively, of the Fitbit compared with the criterion measure (results obtained after removing the high risk of bias studies; population limit of agreements for heart rate, energy expenditure, and steps: −23.99 to 18.01, −12.75 to 7.41, and −13.07 to 6.86, respectively).

Conclusions: Fitbit devices are likely to underestimate heart rate, energy expenditure, and steps. The estimation of these measurements varied by the quality of the study, age of the participants, type of activities, and the model of Fitbit. The qualitative conclusions of most studies aligned with the results of the meta-analysis. Although the expected level of accuracy might vary from one context to another, this underestimation can be acceptable, on average, for steps and heart rate. However, the measurement of energy expenditure may be inaccurate for some research purposes.
Introduction

Background

Although it is widely recognized that physical activity is an important determinant of health [1,2], assessing this complex behavior is a considerable challenge [3-5]. Tools for objective assessment of the frequency, intensity, and duration of physical activity in adults and children have largely been developed for short-term use within research or public health surveillance environments [6,7]. However, recent advances in microtechnology, data processing, wireless communication, and battery capacity have resulted in the proliferation of low-cost, noninvasive, wrist-worn devices with attractive designs that can be easily used by consumers to track their physical activity over long periods [8].

The latest generation of consumer-level activity monitors is typically multi-sensor devices that use triaxial accelerometry to measure movement and photoplethysmography to measure heart rate (ie, number of beats per minute [bpm]). Importantly, a combined-sensing approach to measuring physical activity may address many of the limitations of using either accelerometry or photoplethysmography alone [9,10]. The combination of these data streams through branched equation modeling or machine learned algorithms might result in a more accurate assessment of physical activity [11,12].

The expanding use of consumer-level activity monitors in population and clinical health research has led to an array of independent studies aimed at evaluating the validity of various metrics. No devices have received more attention than those manufactured by Fitbit (Fitbit Inc). From community-based health interventions that aim to motivate individuals to increase their physical activity level to interventions that aim to improve patient–health professional interactions, Fitbits are likely the most widely used [13,14]. Hence, a major concern for consumers and researchers alike is understanding the extent to which Fitbits provide accurate estimates of physical activity.

Several studies have evaluated the validity of different versions of Fitbits in estimating energy expenditure, intensity, heart rate, or steps, mostly in controlled laboratory settings [15] and a limited amount in free-living conditions [16]. Moreover, there have been 4 systematic reviews have been conducted to examine the accuracy of measures derived from consumer-level activity monitors in general [17-19] and from Fitbits specifically [20]. Taken together, these reviews conclude that Fitbit devices accurately measure steps and heart rate, whereas estimates of energy expenditure are less than optimal and tend to be underestimated. These reviews also spotted large variations around the estimates, highlighting potential sources of undetermined heterogeneity.

Although previous systematic reviews have been informative, several limitations exist within these reviews. First, 3 of the 4 systematic reviews [18-20] have compared Fitbits with questionable criterion measures, such as other wearable devices (ie, accelerometers), instead of ground truth or reference measures of energy expenditure [21], heart rate [22], or steps [23]. Second, all previous reviews have included older versions of the Fitbit that do not use photoplethysmography combined with accelerometry, which are (1) less likely to be used in future studies and (2) likely to result in more bias than the more recent Fitbits [11]. Third, there is yet to be a quantitative synthesis of the validity of recent Fitbits through a meta-analysis. Such meta-analytical work could notably help identify sources of heterogeneity in the validity of these devices for different outcomes and contexts of use.

Objective

The purpose of this systematic review and meta-analysis is to examine, quantify, and report on the current state of evidence for the analytical validity of energy expenditure, heart rate, and steps measured by recent combined-sensing Fitbits. On the basis of the existing literature, we expected some form of accuracy for the estimation of steps and heart rate and a lack of precision for energy expenditure. No hypotheses were formulated for the quantitative part of this study (ie, meta-analysis).

Methods

The protocol was registered with PROSPERO (International Prospective Register of Systematic Reviews; CRD42020161937) and is reported according to the PRISMA-P (Preferred Reporting Items for Systematic Review and Meta-Analyses Protocols) [24] guidelines (Multimedia Appendix 1). All study materials, including not only code and data but also the supplemental materials, are available on the Open Science Framework [25].

Search Strategy

A systematic review of the literature was conducted in 3 iterations to retrieve both published and unpublished studies [26]. The search was conducted using the PubMed and Embase databases from January 2015 (ie, commercialization of the first Fitbit device that included a heart rate monitor) to July 2021. The gray literature was also inspected through Open Grey (Multimedia Appendix 2). In the second iteration, studies were also sourced from previously published systematic reviews [17-20]. In the third iteration, reference lists within the studies included in the previous iterations were examined. Published conference abstracts were also included if sufficient detail was reported to assess study quality. In cases where information was missing, attempts were made to contact the authors. Study selection was performed by one coder (GC) and checked by an independent second coder (NMG). Any discrepancies were identified and resolved. No language restrictions were applied.

Criteria for Study Inclusion

Studies that simultaneously reported outcome data from a Fitbit device (energy expenditure, heart rate, or steps) and a valid criterion measure were considered. Only studies that evaluated...
Fitbit devices that include a heart rate monitor (ie, Charge HR 2015, Surge 2015, Blaze 2016, Charge 2 2016, Alta HR 2017, Ionic 2017, Versa 2018, Charge 3 2018, Inspire HR 2019, Versa 2 2019, Versa Lite Edition 2019, Charge 4 2020, Versa 3 2020, Sense 2020, and Inspire 2 2020) were included. Valid criterion measures of energy expenditure included doubly labeled water or direct and indirect calorimetry; for heart rate, they included electrocardiograms, pulse oximeters, and specific chest-worn systems (eg, Polar), and for steps, direct observation was the only criterion (video recorded or not).

Data Extraction and Management

Information about the study characteristics (authors, year of publication, design, sample size, and number of observations for each outcome), population characteristics (age, health conditions, and BMI), descriptive statistics, type of Fitbit, and features of the criterion measures were extracted. Finally, given (1) the heterogeneity of the protocols to test the validity of the Fitbit, (2) the multiple statistical strategies used to perform the analyses (eg, Bland-Altman analyses vs analysis of variance), and (3) the lack of consensus in the interpretation of these statistical outcomes (ie, to infer whether a device is valid), we also decided to retrieve the explicit conclusion of the authors when judging the particular validity or a device.

For the meta-analysis, the effect sizes extracted were the mean bias (ie, accuracy) and variance or SD (ie, precision) in kilocalories per minute (kcal per minute), bpm, and difference of steps per minute (steps per minute) between the Fitbit and criterion measures of energy expenditure, heart rate, and steps, respectively. It is important to note that kcal and steps are not always reported as a function of time (ie, per minute). Some authors prefer the total amount of kcal or steps recorded during a specific task or an entire protocol. To make the comparisons between studies and interpretation of the results possible, we retrieved the time spent during each protocol task. We then converted the absolute number of kcal and steps to kcal and steps per minute by dividing the mean bias and SD reported by the duration of each specific task in minutes. For example, a mean bias of 20 (SD 10) kcal recorded over a 3-minute task was converted to 6 (SD 3) kcal per minute.

These outcomes were extracted directly from eligible studies when available or computed using other reported statistics (ie, means, SDs, and correlations). If needed, the authors were contacted and asked to provide the necessary information. Data were extracted and coded by one coder (GC) and checked by a second coder (NMG). Discrepancies were identified and resolved by rereferencing the articles and reaching a consensus with a third author (JGG).

Data Synthesis and Analyses

A specific meta-analytic framework was used for the analyses of agreement between the measures [27]. The main outcome of the Bland-Altman meta-analysis was the population limits of agreement between Fitbit devices and criterion measures of energy expenditure, heart rate, and steps. The population limits of agreement combine the bias of a test (ie, the average difference between the tested measure and a criterion measure) and the SD of these differences. The results from the individual studies were first converted into a standard format to conduct the meta-analysis, with bias captured as Fitbit–criterion measure. Outcomes were expressed in kcal per minute, bpm, and steps per minute for energy expenditure, heart rate, and steps, respectively.

The population limits of agreement were then computed to account for two sources of variation: the average within-study variation and the between-study variation. The computed population limits of agreement were typically wider (ie, more conservative) than those reported in other meta-analyses of Bland-Altman studies (for further explanations, refer to the study by Tipton and Shuster [27]). In this study, the pooled limits of agreement were calculated using $\delta \pm 2\sqrt{(\sigma^2 + \tau^2)}$, where $\delta$ is the average bias across studies, $\sigma^2$ is the average within-study variation in differences, and $\tau$ is the SD of bias across studies (a larger $\tau$ indicates higher variations in bias between studies). Both $\delta$ and $\sigma^2$ were estimated using a weighted least squares model (similar to a random effects approach), and their SEs were estimated using robust variance estimation (RVE). RVE was used instead of model-based SEs as most of the studies included in our review used repeated measures designs without accounting for the correlation between measurements (ie, multilevel approach). The method of moments estimator was used for the $\tau$ parameter [28]. Measures of uncertainty were also included when interpreting the limits of agreement estimates by calculating the outer 95% CIs for pooled limits of agreement and adjusted repeated measurements, which were not properly adjusted for in individual studies [27]. Multiple effect sizes from the same study were also handled using the RVE method [29,30].

Planned Sensitivity and Subgroup Analyses

Subgroup meta-analyses were performed for the following variables: (1) characteristics of the participants, including the presence of health conditions and age (<65 years and >65 years); (2) type of Fitbit device; (3) type of activity (eg, resting and sedentary activities, ambulation, and cycling); (4) intensity (ie, differences in light and moderate to vigorous intensity activities); and (5) study quality (ie, see the following sections). The limits between light- and moderate-intensity physical activity for the intensity variable were defined according to the Compendium of Physical Activities. For example, walking >3 mph or 5 km/h and cycling >7 mph or 11 km/h, or 150 W, were considered moderate to vigorous physical activity. A complete description and justification of these analyses are provided in the registered protocol.

Quality Assessment (Risk of Bias)

A custom tool, developed based on a previous study using the COSMIN (Consensus-Based Standards for the Selection of Health Measurement Instruments) criteria [31], was used to assess study quality, including (1) sample size calculation justifying a reasonably large sample (N>50=1 point [32]), (2) peer reviewing (study peer reviewed=1 point), (3) appropriate placement of the device (device up to 3 finger widths above the wrist bone=1 point [33]), and (4) validation of only 1 device on the wrist (1 device at a time=1 point), thus providing a quality score between 1 (low) and 4 (high). Sensitivity analyses were...
performed for the primary meta-analyses (ie, average energy expenditure, heart rate, and steps) based on the risk of bias by removing the high risk of bias studies (quality score \( \leq 1 \)) from the analyses and outliers. Subgroup analyses were also conducted according to the potential moderators identified previously and when at least four comparisons between the Fitbits and criterion measures were available.

All analyses were conducted using the R statistical program (version 4.1.2; R Foundation for Statistical Computing). The R code (adapted from the study by Tipton and Shuster [27]) and all the data used in the meta-analyses are available on the web [25].

**Results**

**Systematic Review**

A total of 52 studies were included in the systematic review (see Multimedia Appendix 3 for the study flowchart). Among the 52 studies, 41 (79%) were included in the meta-analyses, representing 203 individual comparisons between Fitbit devices and a criterion measure (ie, \( n=117, \) 57.6% for heart rate, \( n=49, \) 24.1% for energy expenditure, and \( n=37, \) 18.2% for steps; see study flowchart in Multimedia Appendix 3). The participants (\( n=1628 \)) were mostly young (only 8/52, 15% of studies included participants aged >65 years), without chronic diseases (47/52, 90% of studies), and with a mean BMI of 24.9 kg/m² (range 21-34). Approximately 15% (8/52) of studies included participants with chronic conditions (ie, cardiac, respiratory, and Parkinson diseases and chronic pain). The included studies mostly tested the validity of the devices as part of formal and structured laboratory protocols (45/52, 87%; see the column Protocol in Table 1) instead of activities measured in free-living conditions.

Of the 52 studies, the Fitbit Charge HR was included in 27 (52%) studies, the Surge in 11 (21%) studies, the Charge 2 in 10 (19%) studies, the Blaze and Versa in 3 (6%) studies each, and the Ionic and Charge 3 in 1 (2%) study each. Of the 52 studies, Fitbits were compared with a criterion measure for heart rate in 32 (62%) studies, energy expenditure in 19 (37%) studies, and steps in 15 (29%) studies. According to our inclusion criteria, heart rate was mainly estimated using electrocardiograms (18/32, 56%) or Polar heart rate straps (14/32, 44%). Energy expenditure was estimated using indirect calorimetry in all studies except one, which used doubly labeled water. Steps were measured with video records for 57% (8/14) of studies and a manual hand counter for 43% (6/14) of studies.

Regarding the authors’ study conclusions, 63% (20/32), 79% (15/19), and 27% (4/15) of studies concluded that the estimations provided by the Fitbit devices were not optimally valid compared with the reference standards for heart rate, energy expenditure, and steps, respectively. Most studies (18/32, 56%) explicitly reported an underestimation of the Fitbits compared with criterion measures for heart rate in their conclusion (only one of the studies explicitly reported an overestimation of heart rate; the remaining studies did not explicitly provide a conclusion about under- or overestimation). Similarly, a large number of studies (6/15, 40%) reported an underestimation of the Fitbits compared with criterion measures for steps (only one of the studies explicitly reported an overestimation of steps; the remaining studies did not explicitly provide a qualitative conclusion about under- or overestimation). Results were mixed for energy expenditure, with 12% (6/52) of studies explicitly reporting an underestimation of this outcome for the Fitbit, and 10% (5/52) reporting an overestimation (one of the studies indicated mixed findings related to the intensity and the remaining did not explicitly provide a conclusion about under- or overestimation). See Table 1 for a detailed description of each study included in the systematic review.
<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Fitbit</th>
<th>Outcomes</th>
<th>Criterion measures</th>
<th>Protocol</th>
<th>Statistics</th>
<th>Authors’ conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-Kaisey et al [34]</td>
<td>Patients with cardiac conditions (N=12; observations=53,288)</td>
<td>Charge HR</td>
<td>HR^a</td>
<td>ECG^b (Digi-TrakXT)</td>
<td>24-hour monitoring within a cardiology department (usual routine)</td>
<td>Correlations; multilevel Bland-Altman analyses</td>
<td>Underestimation, particularly pronounced at HR ranges &gt;100 bpm;&lt;sup&gt;c&lt;/sup&gt; accuracy judged as insufficient</td>
</tr>
<tr>
<td>Baek et al [35]</td>
<td>Healthy adults; mean age 24 years (N=15)</td>
<td>Charge 2</td>
<td>HR</td>
<td>ECG (Philips StressVue)</td>
<td>Two 20-minute walking sessions on a treadmill (1 conventional walking and 1 Nordic walking)</td>
<td>Bland-Altman analyses; Lin concordance correlation coefficients; mean relative difference; paired t test</td>
<td>Accuracy judged as adequate for conventional walking and inadequate during Nordic walking</td>
</tr>
<tr>
<td>Bai et al [36]</td>
<td>Healthy adults; aged 19 to 60 years (N=39)</td>
<td>Charge HR</td>
<td>HR; EE&lt;sup&gt;d&lt;/sup&gt;; steps not used in the MA&lt;sup&gt;e&lt;/sup&gt; (criterion measure=pedometer)</td>
<td>Polar heart rate chest strap; indirect calorimetry (Oxycon Mobile 5.0)</td>
<td>80-minute structured activity protocol (treadmill and free-living activities)</td>
<td>Bland-Altman analyses; MAPE&lt;sup&gt;f&lt;/sup&gt; equivalence testing</td>
<td>Accuracy judged as poor for EE but strong for HR</td>
</tr>
<tr>
<td>Bai et al [37]</td>
<td>Healthy adults; aged 18 to 59 years (N=48)</td>
<td>Charge 2</td>
<td>HR; steps not used in the MA (criterion measure=pedometer)</td>
<td>Polar heart rate chest strap</td>
<td>24-hour monitoring in a free-living setting (devices removed during the night)</td>
<td>Correlations; Bland-Altman analyses; MAPE; equivalence testing</td>
<td>Underestimation; accuracy judged as reasonable</td>
</tr>
<tr>
<td>Benedetto et al [38]</td>
<td>Healthy adults; aged 25 to 36 years (N=16; observations=9000)</td>
<td>Charge 2</td>
<td>HR</td>
<td>ECG (ProComp Infiniti T7500M)</td>
<td>Maximal 10-minute stationary bicycle test</td>
<td>Multilevel Bland-Altman analyses; ICC&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Underestimation; accuracy judged as poor</td>
</tr>
<tr>
<td>Boudreaux et al [39]</td>
<td>Healthy adults; aged 18 to 35 years (N=50)</td>
<td>Charge 2; Blaze</td>
<td>HR; EE not used in the MA (absolute value cannot be compiled)</td>
<td>ECG (Quinton 4500)</td>
<td>Structured activity protocol, including stationary cycling and resistance exercises (total time not provided)</td>
<td>MAPE; ICC; Bland-Altman analyses</td>
<td>Underestimation of HR judged as valid depending on the intensities and activities; accuracy of EE judged as inaccurate</td>
</tr>
<tr>
<td>Bunn et al [40]</td>
<td>Healthy adults; mean age 26 years (N=20)</td>
<td>Surge</td>
<td>Steps</td>
<td>Video recorded</td>
<td>10-minute walking and running bouts on a treadmill</td>
<td>MAPE; correlations; equivalence testing</td>
<td>Underestimation of steps above standards (MAPE&lt;10%) for the walking bout and overestimation for the running bout; accuracy judged as poor for both intensities</td>
</tr>
<tr>
<td>Burton et al [41]</td>
<td>Healthy older adults; age &gt;65 years (N=51)</td>
<td>Charge HR</td>
<td>Steps</td>
<td>Video recorded</td>
<td>2-minute walking tests; 2-week of measures in a free-living environment not used in the MA (criterion measure=accelerometer)</td>
<td>ICC; Bland-Altman analyses</td>
<td>Underestimation of steps; accuracy judged as good</td>
</tr>
<tr>
<td>Study</td>
<td>Participants</td>
<td>Fitbit</td>
<td>Outcomes</td>
<td>Criterion measures</td>
<td>Protocol</td>
<td>Statistics</td>
<td>Authors’ conclusion</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-------------------------------------</td>
<td>--------</td>
<td>----------</td>
<td>-------------------</td>
<td>----------</td>
<td>---------------------------------------------------</td>
<td>----------------------------------------------------------</td>
</tr>
<tr>
<td>Cadmus-Bertram et al [42]</td>
<td>Healthy adults; aged 30 to 65 years</td>
<td>Surge</td>
<td>HR</td>
<td>ECG (type not specified)</td>
<td>10-minute treadmill exercise at 65% of the maximum HR</td>
<td>Multilevel Bland-Altman analyses</td>
<td>Accurate agreement at rest; poor agreement when participant exercised at 65% of their maximum HR; overall accuracy judged as insufficient</td>
</tr>
<tr>
<td>Chow et al [43]</td>
<td>Healthy adults; mean age 24 years</td>
<td>Charge HR</td>
<td>Steps</td>
<td>Manual hand counter</td>
<td>3-minute treadmill exercise at varying speeds</td>
<td>ANOVA¹</td>
<td>Underestimation of steps at slowest speeds; accuracy improved at faster speeds; no clear conclusion about the overall accuracy of the device</td>
</tr>
<tr>
<td>Chowdhury et al [44]</td>
<td>Healthy adults; aged 18 to 50 years</td>
<td>Charge HR</td>
<td>EE</td>
<td>Indirect calorimetry (COSMED K4b2)</td>
<td>Simulated activities of daily living and structured exercise in laboratory conditions (64-minute in total); 24-hour period in free-living conditions not used in the MA (criterion measure=accelerometers and armband device)</td>
<td>Bland-Altman analyses; mean signed error tests; MAE³ tests; correlations; ANOVA; equivalence testing</td>
<td>Underestimation of EE in the 2 conditions; not as consistent as research-grade devices</td>
</tr>
<tr>
<td>Claes et al [45]</td>
<td>Healthy adults; aged 18 to 40 years</td>
<td>Charge HR</td>
<td>EE; steps</td>
<td>Indirect calorimetry (Jaeger Oxycon Mobile); video recorded</td>
<td>50-minute protocol on a treadmill at various intensities</td>
<td>Paired sample t tests; Wilcoxon signed ranks tests; Bland-Altman analyses</td>
<td>Estimation of the 2 outcomes judged as accurate</td>
</tr>
<tr>
<td>Herkert et al [46]</td>
<td>Patients with cardiac conditions</td>
<td>Charge 2</td>
<td>EE</td>
<td>Indirect calorimetry (Jaeger Oxycon Mobile)</td>
<td>Low- to moderate-intensity walking and cycling activities (protocol duration not provided)</td>
<td>Bland-Altman analyses; ICC</td>
<td>Accuracy judged as poor</td>
</tr>
<tr>
<td>Düking et al [47]</td>
<td>Healthy adults; mean age 26 years</td>
<td>Versa</td>
<td>HR; EE</td>
<td>Polar HR chest strap; indirect calorimetry (Metamax 3B, CORTEX Biophysik GmbH)</td>
<td>5 minutes of sitting, walking, and running at different velocities and intermittent sprints during 3 minutes performed on a treadmill</td>
<td>Standardized mean bias; standardized typical error of the estimate; coefficient of variation; Pearson correlation</td>
<td>HR should be interpreted with caution because of the high error rate, and the Fitbit should not be used to monitor EE</td>
</tr>
</tbody>
</table>

¹ ANOVA
² MAE
³ Correlation
<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Fitbit</th>
<th>Outcomes</th>
<th>Criterion measures</th>
<th>Protocol</th>
<th>Statistics</th>
<th>Authors’ conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dooley et al [15]</td>
<td>Students; aged 18 to 38 years (N=62)</td>
<td>Charge HR</td>
<td>HR; EE</td>
<td>Polar HR chest strap; indirect calorimetry (Parvo Medics TrueOne 2400)</td>
<td>40-minute treadmill protocol performed at various intensities</td>
<td>ANOVA; Bland-Altman analyses; MAPE</td>
<td>Overestimation of HR during light-intensity activities and overestimation of EE during light and moderate intensities; accuracy judged as reasonably accurate to estimate HR but not accurate for EE</td>
</tr>
<tr>
<td>Etiwy et al [48]</td>
<td>Patients with cardiac conditions; mean age 62 years (N=80)</td>
<td>Blaze HR</td>
<td>HR</td>
<td>ECG (type not specified)</td>
<td>15-minute treadmill protocol performed at various intensities</td>
<td>MAPE; Bland-Altman analyses; correlations; mixed model analyses of variance</td>
<td>Underestimation of HR; accuracy judged as probably insufficient among patients with cardiac conditions</td>
</tr>
<tr>
<td>Falgoust et al [49]</td>
<td>Healthy adults; aged 23 to 54 years (N=30)</td>
<td>Charge HR; Surge</td>
<td>Steps</td>
<td>Manual hand counter</td>
<td>2×2 laps on a track at a self-selected walking speed</td>
<td>ANOVA; correlations</td>
<td>Underestimation of steps, more pronounced for the Fitbit Surge than the Charge HR; accuracy judged as insufficient for research purpose</td>
</tr>
<tr>
<td>Fokkema et al [50]</td>
<td>Healthy adults; mean age 32 years (N=31)</td>
<td>Charge HR</td>
<td>Steps</td>
<td>Manual hand counter</td>
<td>Two 30-minute treadmill walking bouts at 3 different walking speeds</td>
<td>ICC; MAPE; paired sample t tests; Wilcoxon signed-rank tests</td>
<td>Accuracy decreased as walking speed increased; accuracy was judged as not valid for high walking speeds but acceptable for lower walking speeds</td>
</tr>
<tr>
<td>Gaynor et al [51]</td>
<td>Patients with respiratory conditions; mean age 34 years (N=15)</td>
<td>Charge HR</td>
<td>HR</td>
<td>ECG (type not specified)</td>
<td>One 15-minute session of continuous cycling on an ergometer and one 15-minute session of interval cycling</td>
<td>Bland-Altman analyses</td>
<td>Underestimation, particularly pronounced during continuous exercise compared with interval training; authors recommended to not use a Fitbit Charge HR for assessing HR during exercise in adults with cystic fibrosis</td>
</tr>
<tr>
<td>Study</td>
<td>Participants</td>
<td>Fitbit</td>
<td>Outcomes</td>
<td>Criterion measures</td>
<td>Protocol</td>
<td>Statistics</td>
<td>Authors’ conclusion</td>
</tr>
<tr>
<td>-------</td>
<td>--------------</td>
<td>--------</td>
<td>----------</td>
<td>-------------------</td>
<td>----------</td>
<td>------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Gillinov et al [52]</td>
<td>Healthy adults; mean age 38 years (N=50; observations=3985)</td>
<td>Blaze</td>
<td>HR</td>
<td>ECG (type not specified)</td>
<td>24-minute structured exercise protocols on a treadmill, ergometer, and elliptical trainer</td>
<td>Correlations; MAPE; Bland-Altman analyses; mixed model analyses of variance</td>
<td>Accuracy varies with the activities but, overall, judged mostly inaccurate</td>
</tr>
<tr>
<td>Gorny et al [16]</td>
<td>Healthy adults; mean age 25 years (N=10; observations=2769)</td>
<td>Charge HR</td>
<td>HR</td>
<td>Polar HR chest strap</td>
<td>3 to 6 hours of normal daily living activities</td>
<td>ICC; Multilevel Bland-Altman analyses</td>
<td>Underestimation, particularly pronounced for higher intensity activities; no clear conclusion about the overall accuracy of the device</td>
</tr>
<tr>
<td>Jagim et al [53]</td>
<td>Healthy adults; mean age 24 years (N=20)</td>
<td>Versa</td>
<td>HR; EE</td>
<td>ECG (12-lead CareCenter MD ECG); indirect calorimetry (TrueMax 2400 Metabolic Measurement System, ParvoMedics)</td>
<td>12-minute graded exercise protocol at speeds of 4.8 km/hour, 7.2 km/hour, 9.6 km/hour, and 12.1 km/hour on a motorized treadmill</td>
<td>Pearson correlation; ANOVAs; MAPE; constant error; Bland-Altman analyses</td>
<td>Underestimation of HR and overestimation of EE; no clear conclusion about the overall accuracy of the device</td>
</tr>
<tr>
<td>Jo et al [54]</td>
<td>Healthy adults; mean age 24 years (N=24; observations=87,340)</td>
<td>Charge HR</td>
<td>HR</td>
<td>ECG (Cosmed C12x)</td>
<td>77-minute protocol comprising various activities (treadmill, ergometer, and resistance) performed at two intensities (light and moderate to vigorous)</td>
<td>Correlations; multilevel Bland-Altman analyses; MAPE</td>
<td>Underestimation at the higher ends of the mean HR spectrum; failed to satisfy validity criteria</td>
</tr>
<tr>
<td>Lai et al [55]</td>
<td>Patients with Parkinson disease; mean age 64 years (N=31)</td>
<td>Charge 2</td>
<td>Steps</td>
<td>Manual hand counter</td>
<td>6-minute bouts of overground and treadmill walking at a comfortable speed</td>
<td>ICCs; Bland-Altman analyses; MPEk</td>
<td>Accurate and precise for overground walking only</td>
</tr>
<tr>
<td>Lamont et al [56]</td>
<td>Patients with Parkinson disease; mean age 69 years (N=33)</td>
<td>Charge HR</td>
<td>HR; steps not used in the MA (criterion measure=accelerometer)</td>
<td>Polar HR chest strap</td>
<td>Six 2-minute walking bouts at various intensities on an indoor track</td>
<td>MAPE; Bland-Altman analyses; paired sample t tests</td>
<td>Weakly associated with increases in HR; no clear conclusion about the overall accuracy of the device</td>
</tr>
<tr>
<td>Lee et al [57]</td>
<td>Students; mean age 27 years (N=10)</td>
<td>Charge HR</td>
<td>HR</td>
<td>Polar HR chest strap</td>
<td>8-hour continuous monitoring during normal daily activities</td>
<td>Correlations; MAPE; Multilevel analyses of variance</td>
<td>Measurement judged as inaccurate</td>
</tr>
<tr>
<td>Modave et al [58]</td>
<td>Healthy adults in three age groups: 18 to 39 years, 40 to 64 years, 65 to 84 years (N=60)</td>
<td>Surge</td>
<td>Steps</td>
<td>Manual hand counter</td>
<td>Two separate 1000-step walks on a treadmill at a self-selected speed</td>
<td>Multilevel analyses of variance</td>
<td>Underestimation of steps across all age groups</td>
</tr>
<tr>
<td>Montes et al [59]</td>
<td>Healthy adults; mean age 25 years (N=40)</td>
<td>Surge</td>
<td>Steps</td>
<td>Manual hand counter</td>
<td>5-minute walking and running free motion and treadmill walking</td>
<td>MAPE; Bland-Altman analyses; Pearson correlation; ICC</td>
<td>Underestimation of steps for all activities, with walking activities being higher than the running; valid for all conditions except treadmill walking</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Fitbit</th>
<th>Outcomes</th>
<th>Criterion measures</th>
<th>Protocol</th>
<th>Statistics</th>
<th>Authors’ conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Montoye et al [60]</td>
<td>Healthy adults; mean age 24 years (N=32)</td>
<td>Charge HR</td>
<td>HR; EE; steps not used in the MA (criterion measure=pedometer)</td>
<td>Pulse oximeter (Nonin PureSAT); indirect calorimetry (Parvo TrueOne 2400)</td>
<td>90-minute structured protocol performed at various intensities in laboratory condition and on a 200 m indoor track</td>
<td>ANOVA; paired sample t tests; MAPEs; Bland-Altman analyses</td>
<td>Underestimation of HRs for higher intensity activities and poor estimation of EE</td>
</tr>
<tr>
<td>Morris et al [61]</td>
<td>Healthy adults; mean age 29 years (N=47)</td>
<td>Charge HR</td>
<td>EE</td>
<td>Indirect calorimetry (Cosmed K4b2)</td>
<td>15-minute high-intensity workout</td>
<td>ICC; ANOVA; MAPE</td>
<td>Significant underestimation of EE; judged as inaccurate</td>
</tr>
<tr>
<td>Muggeridge et al [62]</td>
<td>Healthy adults; mean age 40 years (N=20; k=35,639)</td>
<td>Charge 3</td>
<td>HR</td>
<td>Polar HR chest strap</td>
<td>Visit 1: 15-minute sedentary activities, 10-minute cycling on a bicycle ergometer, and incremental exercise test to exhaustion on a motorized treadmill; visit 2: four 15-second maximal sprints on a cycle ergometer and four 30 m to 50 m sprints on a treadmill</td>
<td>Multilevel Bland-Altman analyses; MAPE; Pearson correlation</td>
<td>Accuracy was generally poor, notably, during cycling exercises; underestimation of HR</td>
</tr>
<tr>
<td>Nelson and Allen [63]</td>
<td>Healthy adults; mean age 29 years (N=1; k=102,740)</td>
<td>Charge 2</td>
<td>HR</td>
<td>ECG (Vrije Universiteit Ambulatory Monitoring System)</td>
<td>24 hours of daily living monitoring</td>
<td>Multilevel Bland-Altman analyses; MAPE, CCC</td>
<td>Slight underestimation; judged as acceptable</td>
</tr>
<tr>
<td>Nuss et al [64]</td>
<td>Healthy adults; mean age 24 years (N=20)</td>
<td>Charge 2</td>
<td>EE</td>
<td>Indirect calorimetry (Parvo Medics TrueOne 2400)</td>
<td>Bruce treadmill protocol (maximal)</td>
<td>CCC; MAPE; paired sample t tests</td>
<td>Significant underestimation judged as inaccurate</td>
</tr>
<tr>
<td>Pasadyn et al [65]</td>
<td>Healthy adults; mean age 29 years (N=50)</td>
<td>Ionic</td>
<td>HR</td>
<td>ECG (Quinton Q-tel RMS telemetry system)</td>
<td>12-minute treadmill protocol performed at various intensities</td>
<td>CCC; Bland-Altman analyses; mixed model ANOVA</td>
<td>Moderate to high level of accuracy</td>
</tr>
<tr>
<td>Powierza et al [66]</td>
<td>Healthy adults; age range 18 to 26 years (N=22)</td>
<td>Charge HR</td>
<td>HR</td>
<td>ECG (MP150, BioPac Systems)</td>
<td>Buffalo Concussion Treadmill Test (maximal)</td>
<td>ICC; multilevel Bland-Altman analyses; MAPE</td>
<td>Small underestimation judged as not accurate for monitoring HR within a narrow range</td>
</tr>
<tr>
<td>Pribylskavska et al [67]</td>
<td>Healthy adults; mean age 26 years (N=34)</td>
<td>Surge</td>
<td>EE</td>
<td>Indirect calorimetry (Oxycon Mobile)</td>
<td>Two 2-minute bouts on an ergometer and treadmill at different intensities</td>
<td>PE, MAPE</td>
<td>Underestimation; accuracy judged as reasonable</td>
</tr>
<tr>
<td>Reddy et al [68]</td>
<td>Healthy adults; mean age 28 years (N=20)</td>
<td>Charge 2</td>
<td>HR; EE</td>
<td>Polar HR chest strap; indirect calorimetry (Cosmed K4b2 or Cosmed K5)</td>
<td>Maximal oxygen uptake test, resistance exercises, interval training (27 minutes), and free-living activities (28 minutes)</td>
<td>MAPE; Bland-Altman analyses; correlations</td>
<td>Underestimation; accuracy judged as reasonable</td>
</tr>
<tr>
<td>Salazar et al [69]</td>
<td>Healthy adults; mean age 22 years (N=35)</td>
<td>Charge 2</td>
<td>HR</td>
<td>Polar HR strap</td>
<td>12-minute treadmill protocol at different intensities</td>
<td>ANOVA; correlations</td>
<td>Underestimation; accuracy judged as adequate</td>
</tr>
<tr>
<td>Study</td>
<td>Participants</td>
<td>Fitbit</td>
<td>Outcomes</td>
<td>Criterion measures</td>
<td>Protocol</td>
<td>Statistics</td>
<td>Authors’ conclusion</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------------------------------------------</td>
<td>--------</td>
<td>----------</td>
<td>--------------------------------------------------------</td>
<td>-----------------------------------------------</td>
<td>---------------------------------------------</td>
<td>----------------------------------------------</td>
</tr>
<tr>
<td>Shcherbina et al</td>
<td>Healthy adults; mean age 38 years (N=60)</td>
<td>Surge</td>
<td>HR; EE</td>
<td>ECG (type not specified); indirect calorimetry (Quark CPET, COSMED)</td>
<td>38-minute treadmill and ergometer protocol performed at various intensities</td>
<td>PE; ANOVA; principal component analysis; correlations; Bland-Altman analyses</td>
<td>Measure of HR judged adequate but poor for EE</td>
</tr>
<tr>
<td>Siddall et al</td>
<td>Military officer trainees; mean age 23 years (N=20)</td>
<td>Surge</td>
<td>EE</td>
<td>Doubly labeled water</td>
<td>10 days of military training</td>
<td>Correlations; Bland-Altman analyses</td>
<td>Underestimation judged as insufficiently accurate</td>
</tr>
<tr>
<td>Sjöberg et al</td>
<td>Adults with chronic pain; mean age 44 years (N=41)</td>
<td>Versa</td>
<td>EE; HR</td>
<td>Indirect calorimetry (Jaeger Oxycon Pro); Polar HR strap</td>
<td>Treadmill walking at three speeds (3.0 km/hour, 4.5 km/hour, and 6.0 km/hour) in the laboratory setting</td>
<td>ICC; ANOVA; Bland-Altman; MAPE</td>
<td>Overestimation of EE; accuracy judged as poor; good agreement for HR that tends to decrease with speed</td>
</tr>
<tr>
<td>Stahl et al</td>
<td>Healthy adults; age range 19 to 45 years (N=50; observations=1781)</td>
<td>Charge HR</td>
<td>HR</td>
<td>Polar HR strap</td>
<td>30-minute treadmill protocol performed at different intensities</td>
<td>Correlations; multilevel Bland-Altman analyses; MAPE; ANOVA; equivalence testing</td>
<td>Small underestimation; accuracy judged as adequate</td>
</tr>
<tr>
<td>Tam and Cheung</td>
<td>Healthy adults; mean age 32 years (N=30)</td>
<td>Charge HR</td>
<td>Steps</td>
<td>Video recorded</td>
<td>25-minute treadmill protocol performed at different intensities</td>
<td>Paired sample t tests; Bland-Altman analyses; correlations; MAPE</td>
<td>Estimation judged as accurate</td>
</tr>
<tr>
<td>Tedesco et al</td>
<td>Older adults; mean age 69 years (N=18)</td>
<td>Charge 2</td>
<td>Steps; HR</td>
<td>Video recorded; Polar HR chest strap</td>
<td>3-hour structured protocol involving walking on a treadmill, simulated household, and sedentary activities</td>
<td>Mean bias; MPE; MAPE; MAD; MAE; RMSE; ICC; paired sample t tests; Wilcoxon signed-rank test; Bland-Altman analyses</td>
<td>Underestimation of heart rate; deficits in accuracy</td>
</tr>
<tr>
<td>Thiebaud et al</td>
<td>Healthy adults; mean age 22 years (N=22)</td>
<td>Surge</td>
<td>HR; EE</td>
<td>ECG (Quinton Q-Stress, version 4.5); indirect calorimetry (Trueone 2400, Parvomedics)</td>
<td>15-minute treadmill protocol performed at various intensities</td>
<td>Correlations; limits of agreement; MAPE; equivalence testing</td>
<td>Underestimation of HR judged as acceptable; overestimation of EE at each speed and judged as insufficiently accurate</td>
</tr>
<tr>
<td>Thomson et al</td>
<td>Healthy adults; mean age 24 years (N=30)</td>
<td>Charge HR</td>
<td>HR</td>
<td>ECG (Q-Stress, Mortara)</td>
<td>Bruce treadmill protocol (maximal)</td>
<td>Equivalence testing; CCC; Bland-Altman analyses</td>
<td>Underestimation increasing with intensity; Overall accuracy judged as insufficient</td>
</tr>
<tr>
<td>Study</td>
<td>Participants</td>
<td>Fitbit</td>
<td>Outcomes</td>
<td>Criterion measures</td>
<td>Protocol</td>
<td>Statistics</td>
<td>Authors’ conclusion</td>
</tr>
<tr>
<td>------------------</td>
<td>---------------------------------------------------</td>
<td>----------------</td>
<td>---------------------</td>
<td>--------------------</td>
<td>---------------------------------</td>
<td>----------------------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>Tophøj et al&lt;sup&gt;h&lt;/sup&gt; [78]</td>
<td>Healthy students; mean age 26 years (N=20)</td>
<td>Surge; Charge HR</td>
<td>Steps</td>
<td>Manual hand counter</td>
<td>800 steps performed on a treadmill</td>
<td>MAPE; ICC; Bland-Altman analyses</td>
<td>Accurate estimation for the Fitbit Surge at higher walking speeds and inaccurate estimations at lower speeds; the Fitbit Charge HR was judged as insufficiently accurate</td>
</tr>
<tr>
<td>Wahl et al&lt;sup&gt;h&lt;/sup&gt; [79]</td>
<td>Healthy sport students; mean age 25 years (N=20)</td>
<td>Charge HR</td>
<td>Step count; EE</td>
<td>Manual hand counter; indirect calorimetry (MetaMax 3B, CORTEX Biophysik GmbH)</td>
<td>55-minute treadmill protocol at constant and intermittent velocities; outdoor exercise not included in the MA</td>
<td>MAPE; ICC; TEF; Bland-Altman analyses</td>
<td>Acceptable level of validity for steps; inaccurate estimation of EE, with overestimation of EE for slower velocities and underestimated for EE for higher velocities</td>
</tr>
<tr>
<td>Wallen et al [80]</td>
<td>Healthy participants; mean age 24 years (N=22)</td>
<td>Charge HR</td>
<td>HR; EE; steps</td>
<td>ECG (CASE, GE Healthcare); indirect calorimetry (MetaMax 3B, Cortex); video recorded</td>
<td>58-minute treadmill and ergometer protocol performed at various intensities</td>
<td>Correlations; Bland-Altman analyses</td>
<td>Accurate measure of HR; overestimation of EE, judged as inaccurate; no clear conclusion is proposed for steps</td>
</tr>
<tr>
<td>Wang et al&lt;sup&gt;h&lt;/sup&gt; [81]</td>
<td>Healthy participants; mean age 37 years (N=50; observations=1773)</td>
<td>Charge HR</td>
<td>HR</td>
<td>Polar HR chest strap</td>
<td>18-minute treadmill protocol at various intensities</td>
<td>CCC; Wilcoxon signed-rank; Bland-Altman analyses</td>
<td>Adequate estimation of HR at low intensities, suboptimal accuracy during moderate exercise, and underestimated during vigorous exercise; judgment deemed as inaccurate</td>
</tr>
<tr>
<td>Xie et al&lt;sup&gt;h&lt;/sup&gt; [82]</td>
<td>Healthy participants; aged 19 to 27 years (N=44)</td>
<td>Surge</td>
<td>Steps; EE; HR not used in the MA (criterion measure=manual estimation)</td>
<td>Indirect calorimetry (Cosmed K4b2); video recorded</td>
<td>Walking, running, and cycling on a 400 m standard track</td>
<td>MAPE; correlations; paired sample t tests</td>
<td>High accuracy of measure for steps; inadequate accuracy of EE</td>
</tr>
</tbody>
</table>
Table 2 presents the results of the main and sensitivity analyses after removing studies with a high risk of bias (ie, low quality). Regarding heart rate, the pooled estimate of the mean bias between Fitbit devices and criterion measures was $-3.39$ bpm ($k$ comparison=117), indicating an underestimation of the Fitbits compared with criterion measures. The range in population limits of agreement was large, resulting in the 2 methods differing from $-24$ bpm to 18 bpm across all studies. Underestimation slightly improved when removing low-quality studies ($k$ comparison=74) from $-3.39$ bpm for the main analysis to $-2.99$ bpm (however, heterogeneity remained similar).

Regarding steps, the mean bias between Fitbit devices and criterion measures was $-1.47$ steps per minute, indicating an underestimation of the Fitbits compared with the criterion measures ($k$ comparison=37). The population limit of agreement was large, ranging from $-15$ steps per minute to 12 steps per minute across all studies. These differences were more pronounced after removing studies with a low-quality score but with a lower heterogeneity ($k$ comparison=19): pooled estimate of $-3.11$ steps per minute ranged between $-13$ steps per minute and 7 steps per minute.

Figure 1 displays the results (main meta-analyses and sensitivity analyses) as a forest plot. Figure 1 highlights the particularly high heterogeneity for heart rate compared with energy expenditure and steps. This heterogeneity is addressed in the following section using a series of subgroup analyses.

Meta-analyses

Table 2 presents the results of the main and sensitivity analyses after removing studies with a high risk of bias (ie, low quality). Regarding heart rate, the pooled estimate of the mean bias between Fitbit devices and criterion measures was $-3.39$ bpm ($k$ comparison=117), indicating an underestimation of the Fitbits compared with criterion measures. The range in population limits of agreement was large, resulting in the 2 methods differing from $-24$ bpm to 18 bpm across all studies. Underestimation slightly improved when removing low-quality studies ($k$ comparison=74) from $-3.39$ bpm for the main analysis to $-2.99$ bpm (however, heterogeneity remained similar).

Regarding steps, the mean bias between Fitbit devices and criterion measures was $-1.47$ steps per minute, indicating an underestimation of the Fitbits compared with the criterion measures ($k$ comparison=37). The population limit of agreement was large, ranging from $-15$ steps per minute to 12 steps per minute across all studies. These differences were more pronounced after removing studies with a low-quality score but with a lower heterogeneity ($k$ comparison=19): pooled estimate of $-3.11$ steps per minute ranged between $-13$ steps per minute and 7 steps per minute.

Figure 1 displays the results (main meta-analyses and sensitivity analyses) as a forest plot. Figure 1 highlights the particularly high heterogeneity for heart rate compared with energy expenditure and steps. This heterogeneity is addressed in the following section using a series of subgroup analyses.
<table>
<thead>
<tr>
<th>Analyses</th>
<th>$k$ comparisons$^a$</th>
<th>Bias$^b$, mean (SD)$^f$</th>
<th>$\tau$</th>
<th>LoA$^e,f$</th>
<th>95% CI$^g$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main analyses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR$^b$ (bpm$^i$)</td>
<td>117</td>
<td>$-3.39$ (9.91)</td>
<td>11.35</td>
<td>$-24.32$ to 17.53</td>
<td>$-26.36$ to 19.58</td>
</tr>
<tr>
<td>EE$^j$ (kcal per minute)</td>
<td>49</td>
<td>0.19 (2.53)</td>
<td>0.99</td>
<td>$-5.32$ to 5.70</td>
<td>$-7.23$ to 7.61</td>
</tr>
<tr>
<td>Steps (per minute)</td>
<td>37</td>
<td>$-1.47$ (6.30)</td>
<td>6.50</td>
<td>$-15.07$ to 12.13</td>
<td>$-20.55$ to 17.61</td>
</tr>
<tr>
<td><strong>Low-quality studies removed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR (bpm)</td>
<td>74</td>
<td>$-2.99$ (9.43)</td>
<td>21.42</td>
<td>$-23.99$ to 18.01</td>
<td>$-27.68$ to 21.71</td>
</tr>
<tr>
<td>EE (kcal per minute)</td>
<td>29</td>
<td>$-2.77$ (4.12)</td>
<td>8.40</td>
<td>$-12.75$ to 7.41</td>
<td>$-15.28$ to 9.95</td>
</tr>
<tr>
<td>Steps (per minute)</td>
<td>19</td>
<td>$-3.11$ (4.32)</td>
<td>6.17</td>
<td>$-13.07$ to 6.86</td>
<td>$-17.27$ to 11.06</td>
</tr>
<tr>
<td><strong>Outliers removed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR (bpm)</td>
<td>116</td>
<td>$-3.34$ (9.79)</td>
<td>11.35</td>
<td>$-24.06$ to 17.37</td>
<td>$-26.09$ to 19.40</td>
</tr>
<tr>
<td>EE (kcal per minute)</td>
<td>48</td>
<td>0.19 (2.38)</td>
<td>0.98</td>
<td>$-4.96$ to 5.38</td>
<td>$-6.68$ to 7.06</td>
</tr>
<tr>
<td>Steps (per minute)</td>
<td>36</td>
<td>$-1.02$ (6.07)</td>
<td>6.17</td>
<td>$-14.15$ to 12.11</td>
<td>$-19.49$ to 17.46</td>
</tr>
</tbody>
</table>

$^a$k comparisons is the number of comparisons between the Fitbits and criterion measures available within studies.

$^b$Bias is the pooled estimate of mean differences calculated as Fitbit–criterion measures.

$^c$SD is the pooled SD of differences.

$^d\tau$ is the variation in bias between studies.

$^e$LoA: limits of agreement.

$^f$Lower 95% limit of agreement calculated from pooled estimates of bias and SD of differences with robust variance estimation and upper 95% limit of agreement calculated from pooled estimates of bias and SD of differences with robust variance estimation.

$^g$Outer confidence bound for lower 95% limit of agreement and outer confidence bound for the upper 95% limit of agreement.

$^h$HR: heart rate.

$^i$bpm: beats per minute.

$^j$EE: energy expenditure. Regarding energy expenditure, the mean bias between Fitbits and criterion measures was 0.19 kcal per minute, and the range in population limits of agreement was large, between $-5$ kcal per minute and 6 kcal per minute across participants ($k$ comparison=49). This result is somewhat inconsistent with the meta-analysis, excluding low-quality studies ($k$ comparison=29), which indicated an underestimation of the Fitbit of $-2.77$ kcal per minute (population limits of agreement comprise between $-13$ kcal per minute and 7 kcal per minute).

**Figure 1.** Forest plots for the main and sensitivity analyses. EE: energy expenditure; HR: heart rate; LoA: limits of agreement.
Subgroup Analyses

A range of subgroup analyses is presented in Tables S1, S2, and S3 in Multimedia Appendix 4 and can be visualized altogether in Figure 2. Overall, subgroup analyses by population characteristics, intensities, and types of activities, as well as Fitbits’ models, were consistent with the main findings (ie, showing an underestimation of the Fitbits compared with criterion measures in most cases).

Compared with young and middle-aged adults, the results indicated a relatively similar mean bias in the 2 age groups, as well as in the subgroup of participants without health conditions (these results should be considered with caution, given the disproportionately lower number of studies conducted in older adults; k comparisons were between 6 and 26). Heterogeneity in these effects (ie, 95% limits of agreement) was systematically lower in younger than in older adults and lower in participants without health conditions, particularly for energy expenditure (Table S1 in Multimedia Appendix 4; Figure 2).

The results of the subgroup meta-analyses for different intensities and types of activities (Table S2 in Multimedia Appendix 4) clearly show a more pronounced underestimation of heart rate and energy expenditure for cycling activities compared with daily living and treadmill activities as well as overground walking. Performance of the device was better (lower heterogeneity) for treadmills than for overground walking. For energy expenditure and steps, the underestimation, and heterogeneity of these effects, were larger for moderate to vigorous intensity activities than for light-intensity activities. Opposite results were observed for heart rate, with more accurate measurements (ie, smaller bias and lower heterogeneity) at moderate to vigorous intensity activities compared with light-intensity activities.

The results of the subgroup meta-analyses by type of device and considering the number of k comparisons available by device show that the Fitbit Charge HR presents better performance than other models, notably in comparison with the Fitbit Charge 2 that has been tested in a comparable number of studies (Table S3 in Multimedia Appendix 4). Performance of the Fitbit Charge HR was particularly good for steps, with a mean bias of −0.27 steps per minute ranging between −6 steps per minute and 5 steps per minute. Interestingly, the Fitbit Versa was particularly precise compared with other models (Figure 2); however, this result should be confirmed on the basis of more future validation studies for this specific device.

Figure 2 displays the results of the subgroup meta-analyses for heart rate (Figure 2A), energy expenditure (Figure 2B), and steps (Figure 2C).

Figure 2. Forest plots for the subgroup analyses. EE: energy expenditure; FB: Fitbit; HR: heart rate; LoA: limits of agreement; MVPA: moderate to vigorous physical activity.
Discussion

Principal Findings

The results of this systematic review and meta-analysis showed that Fitbit devices are likely to underestimate heart rate, energy expenditure, and steps. This work adds to the current state of evidence for the analytical validity of heart rate, energy expenditure, and steps measured by recent combined-sensing Fitbits compared with criterion measures, many of which are considered gold standards or widely used reference standards. This is also the first review to include meta-analyses of Bland-Altman results evaluating the validity of measures of heart rate, energy expenditure, and steps for these devices. Thus, it offers actionable quantitative information to appreciate device validity.

Overall, our systematic review revealed that most authors of the included studies concluded that Fitbits underestimated heart rate, energy expenditure, and steps compared with criterion measures (Table 1). These independent (qualitative) conclusions aligned with the results of our meta-analysis, even in sensitivity and subgroup analyses that considered various aspects of study quality. The fact that results from the authors’ qualitative conclusion (obtained via our systematic review) and this meta-analysis aligned is important, given the heterogeneity of study designs and statistical procedures used in the literature. The underestimation of activity intensity appears consistent with previous systematic reviews, including different brands of activity monitors, older Fitbits, and/or other criterion measures than those considered in this study (see the study by O’Driscoll et al [17] for energy expenditure, the study by Evenson et al [18] for steps, and the studies by Fuller et al [19] and Feehan et al [20] for the 3 outcomes).

However, precisely interpreting the magnitude of this underestimation remains a challenge, as there is little consensus in the literature regarding what constitutes an acceptable magnitude of bias or error. As observed in this systematic review, the interpretations and conclusions from the authors of the included studies were highly variable from one study to another (ie, a result deemed acceptable in one study can be judged as poor in another). Excluding low-quality studies, our pooled estimates indicated that Fitbits underestimate by approximately 3 bpm, 3 steps per minute, and 3 kcal per minute compared with the respective criterion measures. The implications of these differences depend on the nature of the comparisons and on the application. For heart rate, an underestimation of 3 bpm may be an acceptable difference, as the Association for the Advancement of Medical Instrumentation has defined the accuracy of cardiac monitors, heart rate meters, and alarms as a readout error of no greater than ±5 and ±5 bpm [84]. A similar interpretation can be provided for steps. Assuming that the average 3 steps per minute bias is linear over time and intensities, a 1-hour walk would result in an average underestimation of 180 steps (3 steps per minute bias × 1 hour), which might be judged as a relatively small underestimation of 3% (ie, 5820 × 100/6000). However, a mean bias of 3 kcal per minute might be met with greater concern. Applying a similar logic as for the steps, after 1 hour of a specific activity, the Fitbit would detect an average of ~180 kcal per minute. This is the estimated difference between a 1-hour walk at 3.5 mph to 4.5 mph for a 154 lbs (70 kg) person (respectively 280 kcal per hour and 460 kcal per hour [86]), representing an underestimation of approximately 40% (ie, 280 × 100/460).

The approximately 3 units of underestimation referred to above may vary largely within participants as well between studies and contexts (as indicated by the large pooled limit of agreement and their CIs, as well as the variance in bias between studies). According to our subgroup analyses, this heterogeneity is higher (1) in older adults than in younger adults and adults without chronic health conditions, (2) for cycling activities than for other activities, and (3) for the Fitbit Charge 2 than for the Fitbit Charge HR (ie, the 2 devices that received the most attention in the literature). Noticeable results also include reduced heterogeneity (ie, better validity) for energy expenditure in younger adults, heart rate for moderate to vigorous intensities, and Fitbit Charge HR for steps. Other potential differences must be taken with caution, given the number of comparisons (k) available per subgroup analysis. Replicating these subgroup analyses with an individual participant meta-analysis approach (ie, meta-analyzing each participant’s estimates instead of the studies’ pooled estimates) would constitute an interesting next step to even more precisely quantify the heterogeneity in these effects. However, this would require a greater number of open-access data sets from researchers in this specific field, which is not the case for now.

This study also highlights the need for ongoing high-quality validation research that uses a greater level of protocol standardization, particularly in regard to the assessment tasks, criterion measures, and reported analyses, following, for instance, the ones recommended in the study by Welk et al [87]. Consensus-building efforts that are focused on methodological rigor among researchers in this field are warranted, as are efforts to establish acceptable ranges of accuracy for the metrics of interest. The adoption of common practices for validation studies would facilitate the conduct of robust meta-analyses with comparable metrics and outcomes. In addition, protocols that systematically isolate a wide range of suggested sources of bias (eg, device movement, arm hair, sweat, skin thickness, skin tone, and adiposity) that may affect the underlying technologies in most wrist-worn multi-sensor devices (ie, accelerometry and photoplethysmography) are needed. Finally, as previously mentioned, the adoption of open science practices, notably data sharing, would greatly facilitate future meta-analyses of individual studies.

Limitations and Perspectives

This systematic review and meta-analysis is not without limitations. First, we restricted our synthesis to studies of adults, as although the number of studies that include children is growing, there remains a dearth of high-quality studies in this area. Additional research across the age span is needed to close the gap in our understanding of how well the Fitbits measure physical activity in young individuals and older adults. Second,
many different statistical strategies and related effect sizes are used to estimate the validity of these devices [37]. Researchers have used, separately or in combination, analysis of variance, correlations (eg, intraclass coefficient correlation), and measures of agreement (eg, Bradley-Blackwood test, Bland-Altman analyses, and mean absolute percentage error). At present, there is no specific framework for meta-analyzing statistics, such as mean absolute percentage error, although it is a preferred metric for understanding validity [37]. Thus, the meta-analysis was restricted to the mean bias and SD from the Bland-Altman analyses. Third, the field of physical activity measurement has yet to establish the magnitude of bias from consumer-level activity monitors that is acceptable or problematic. These classifications are likely contingent on the context in which the devices are used. For example, if one is using a consumer-level activity monitor for self-monitoring within a physical activity promotion intervention, a modest underestimation might not have a large negative impact on the research. However, underestimation within epidemiological surveillance efforts is less than ideal. A consensus regarding the magnitude of error that is either acceptable or unacceptable within a given research context would allow for improved interpretation of the results of validation efforts. Finally, to make comparisons between studies, we retrieved the time spent during each protocol task and converted the absolute number of kcal and steps to kcal per minute and steps per minute. This analytical strategy is not without limitations, notably for energy expenditure. This assumes that energy expenditure is linear over time and over a protocol, which may not be the case.

Conclusions
Compared with reference standards, recent Fitbit devices are likely to underestimate heart rate, energy expenditure, and steps by an average of three units per minute (ie, steps, bpm, and kcal). Although the expected level of accuracy might vary from one context to another, this underestimation can be acceptable, on average, for steps and heart rate. However, the measurement of energy expenditure may be too inaccurate for some research purposes. The estimation of these measurements varied slightly by the quality of the study, age of the participants, type of activities, and model of Fitbit. Overall, devices were more accurate in younger adults, for treadmill activities (notably, compared with cycling), and for the Fitbit Charge HR (notably, for steps).
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Abstract

Background: Osteoporosis is the fourth most common chronic disease worldwide. The adoption of preventative measures and effective self-management interventions can help improve bone health. Mobile health (mHealth) technologies can play a key role in the care and self-management of patients with osteoporosis.

Objective: This study presents a systematic review and meta-analysis of the currently available mHealth apps targeting osteoporosis self-management, aiming to determine the current status, gaps, and challenges that future research could address, as well as propose appropriate recommendations.

Methods: A systematic review of all English articles was conducted, in addition to a survey of all apps available in iOS and Android app stores as of May 2021. A comprehensive literature search (2010 to May 2021) of PubMed, Scopus, EBSCO, Web of Science, and IEEE Xplore was conducted. Articles were included if they described apps dedicated to or useful for osteoporosis (targeting self-management, nutrition, physical activity, and risk assessment) delivered on smartphone devices for adults aged ≥18 years. Of the 32 articles, a random effects meta-analysis was performed on 13 (41%) studies of randomized controlled trials, whereas the 19 (59%) remaining studies were only included in the narrative synthesis as they did not provide enough data.

Results: In total, 3906 unique articles were identified. Of these 3906 articles, 32 (0.81%) articles met the inclusion criteria and were reviewed in depth. The 32 studies comprised 14,235 participants, of whom, on average, 69.5% (n=9893) were female, with a mean age of 49.8 (SD 17.8) years. The app search identified 23 relevant apps for osteoporosis self-management. The meta-analysis revealed that mHealth-supported interventions resulted in a significant reduction in pain (Hedges $g = -1.09$, 95% CI $-1.68$ to $-0.45$) and disability (Hedges $g = -0.77$, 95% CI $-1.59$ to $0.05$). The posttreatment effect of the digital intervention was significant for physical function (Hedges $g = 2.54$, 95% CI $-4.08$ to $4.08$) but nonsignificant for well-being (Hedges $g = 0.17$, 95% CI $-1.84$ to $2.17$), physical activity (Hedges $g = 0.09$, 95% CI $-0.59$ to $0.50$), anxiety (Hedges $g = 0.29$, 95% CI $-6.11$ to $5.53$), fatigue (Hedges $g = 0.34$, 95% CI $-5.84$ to $5.16$), calcium (Hedges $g = 0.05$, 95% CI $-0.59$ to $0.50$), vitamin D intake (Hedges $g = 0.10$, 95% CI $-4.05$ to $4.26$), and trabecular score (Hedges $g = 0.06$, 95% CI $-1.00$ to $1.12$).

Conclusions: Osteoporosis apps have the potential to support and improve the management of the disease and its symptoms; they also appear to be valuable tools for patients and health professionals. However, most of the apps that are currently available lack clinically validated evidence of their efficacy and focus on a limited number of symptoms. A more holistic and personalized approach within a cocreation design ecosystem is needed.

Trial Registration: PROSPERO 2021 CRD42021269399; https://tinyurl.com/2sw454a9
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Introduction

Background
Osteoporosis, or porous bone, is a serious chronic disease in which the density of bones is silently and progressively reduced, resulting in a more porous and fragile structure [1]. This disease takes a huge personal and economic toll on the world [2]. The disabilities caused by osteoporosis outweigh those caused by cancer and many other chronic diseases. Both men and women can develop osteoporosis; however, women are more susceptible to this disease [3]. This silent killer is estimated to affect 200 million women worldwide—approximately one-tenth of women aged 60 years, one-fifth of women aged 70 years, two-fifths of women aged 80 years, and two-thirds of women aged 90 years [4]. By 2050, the worldwide incidence of hip fractures in both men and women is projected to increase significantly compared with the current number of cases [5]. Moreover, it is suggested that most individuals at high risk of osteoporosis are not properly diagnosed and are neither identified nor treated. It is also noted that >40% of patients with osteoporosis drop out from exercise therapies [6], and between 40% and 70% of patients adhere to drug therapies [7], which is not the case in patients with cancer or cardiovascular diseases. Therefore, it is important to identify and treat patients at risk of fracture, not only by prescribing effective medications but also by equipping them with the information they need to take appropriate behavior to prevent the consequences of the disease. This will substantially reduce the long-term burden of osteoporosis. Reducing the risk of the first fracture from 8% to 2% can reduce the 5-year fracture incidence from approximately 34% to 10% [2,5].

The current landscape of a rapidly aging population, accompanied by multiple chronic conditions, presents numerous challenges to optimally supporting the complex needs of this group. Therefore, it is essential to find better and affordable alternatives to hospital and institutional care that can support older adults in their homes rather than moving them to health care providers. The use of health-related mobile apps, or mobile health (mHealth), has emerged as an important and useful tool for improving health outcomes in chronic disease self-management [8]. Self-management is a very effective factor that can enhance overall health; it encompasses tasks, such as goal setting, active motivation, self-monitoring, decision-making, problem solving, planning for and engaging in specific behaviors, self-evaluation, stress management and emotional regulation, coping with lapses and setbacks, and assertive communication [9]. These mHealth apps allow for effective communication between patients and physicians, better clinical decision-making, and improved patient outcomes. Moreover, mHealth apps can support people to manage their own health, promote healthy living, and have access to the necessary information when and where they need it. They also have a groundbreaking impact on the pharmaceutical and health care industry because of their faster, better, and cheaper health management benefits [10,11].

The number of apps available on the planet exceeds 8 million, of which 60% are available on both Android and iOS app stores [12]. As of 2017, there are 325,000 mHealth apps with an annual download of >3.7 billion [13]. This increase in demand has resulted mainly from the growing penetration of smartphones and the emergence of advanced technologies in the health care sector. Moreover, the adoption of mHealth is likely to increase further, especially because of COVID-19 [14] and in remote areas that lack hospitals and clinics [15,16]. Despite the increasing number of mHealth apps, a limited number have been dedicated to patients with osteoporosis, although it is a major worldwide health challenge. In addition, a few studies have focused on long-term self-management of osteoporosis, which extends throughout the patient’s life. Even with the availability of cost-effective and well-tolerated treatments for osteoporosis, there is still no appropriate self-management of the disease to prevent fractures [17]. The individual responsibility for health and self-management of chronic diseases has been a concept with growing interest during the past decades [18], and mHealth can be useful for this purpose.

Objective
The motivation behind this systematic review stems from the fact that, to the best of our knowledge, there is no other review so far that explores mHealth apps dedicated to osteoporosis self-management available in both the web-based app market and in the research field. The present systematic review and meta-analysis were undertaken to come up with the identification of the current status of osteoporosis-related mHealth solutions, reveal any lack of functionalities, identify challenges and barriers, and propose recommendations for more personalized and effective remote health care monitoring and interventions. In this way, efforts toward the development and testing of a holistic mobile app to support patients at risk of or with osteoporosis are better informed. Osteoporosis self-management apps with a holistic approach should comprise a wide variety of features, including nutrition, physical exercise, medication, and performance monitoring, in addition to involving a wide spectrum of stakeholders, from rheumatologists to other health care professionals, and requiring patients to be well-informed and to take an active role in their own care, while providing an incentive for physicians to trust, integrate, and implement mHealth apps into their medical practice.

Methods

Data Sources and Searches
For this systematic review, published sources were identified by searching PubMed, Scopus, Web of Science, IEEE Xplore, and EBSCO databases. A comprehensive combination of keywords was used to have the maximum possible coverage: Osteoporosis AND Technology OR mHealth OR eHealth OR Remote Care OR Digital health technologies OR smartphone OR mobile phone OR Mobile applications OR app OR Self-Management OR Disease management OR Bone health.
The titles and abstracts of all records were examined, whereas the full text was screened only for the potentially relevant studies for final inclusion; any duplicates were removed. Table S1 in Multimedia Appendix 1 shows the search terms and results yielded from the different databases in detail.

Study Selections
The inclusion criteria were original studies or research papers, including people (both male and female) aged ≥18 years with no mental health conditions. The selected studies evaluated digital health technology, primarily designed to support targeted patient communication, education, diagnosis, real-time monitoring, and empowerment in the form of mobile phone apps supported by other audiovisual technologies. Moreover, we considered studies that use intelligent wireless sensors to capture any critical vital signs to support patients with osteoporosis in the long-term self-management of the disease. We also included studies that proposed a design or framework for mHealth apps targeting patients with osteoporosis. As no mHealth apps dedicated to osteoporosis self-management were found before 2010, only full-text studies published in peer-reviewed journals and in English from January 2010 to May 2021 were included.

Studies with participants who had mental disorders were excluded. In addition to studies that did not have full text available, we eliminated reviews, posters, letters, and expert opinion publications. We also did not consider studies with technological interventions not targeting or not useful for osteoporosis self-management, those that had no clear relationship with osteoporosis, those related to other musculoskeletal conditions, or those not useful for osteoporosis. Articles that did not use mobile apps were excluded, in addition to studies that examined social network platforms and services (such as Telegram, Skype, WhatsApp, or Facebook), emails, and the web. In the same context, we excluded studies that did not use any mobile app or use mobile technologies as an auxiliary tool, namely, by sending SMS text messages to engage patients in certain activities or behaviors.

mHealth App Selection
We searched for osteoporosis, bone health, and fracture in different web-based app stores, including Google Play Store, Apple Store (iTunes), Amazon App store, Samsung Galaxy store, and GetJar. We found 72 apps, among which we selected only apps that were in English, targeted patients with osteoporosis, and focused on health, fitness, nutrition, and health categories. We excluded apps that were in the games and entertainment categories, apps that only recorded users’ data without any feedback, and apps that provided access to magazine conferences or journals. The remaining apps were categorized according to the main features they provide, such as educational content, prediction and assessment tools, and users’ tracking of osteoporosis-related pain and symptoms or both.

Data Extraction and Quality Assessment
The following information was abstracted from each study: sample size, sample age range, app name, app purpose, app operating platform, study design, intervention period, and major outcome indices. Publication bias of randomized controlled trial (RCT) studies was evaluated using the Cochrane risk of bias (ROB; version 2.0) tool [19], whereas the bias of the nonrandomized comparative studies was assessed using the ROB In Nonrandomized Studies of Interventions tool [20]. The latter comprises 7 domains to assess bias because of confounding factors, selection of participants, classification of interventions, deviation from intended interventions, missing data, measurement of outcomes, and selection of reported results. The ROB adjudications are categorized with their corresponding color schemes as follows: low risk (green), moderate risk (yellow), serious risk (orange), critical risk (red), or no information (gray).

The selection, screening, data abstraction, and quality appraisals were performed by 2 reviewers (GA and LH). Any disagreements between the reviewers were resolved through discussion.

Data Synthesis and Statistical Analysis (Meta-analysis)
Data from 41% (13/32) of studies were pooled in a statistical meta-analysis using meta-essential [21]. A random effects model was performed for 10 outcomes to compare before and after mHealth app use; that is, calcium intake (mg per day), vitamin D intake (µg per day), bone mineral density (BMD) levels, physical activity (hours per week), pain intensity, disability, physical functioning, well-being, fatigue, and anxiety. For each included outcome, the Hedges adjusted g [22] effect size was calculated and reported with 95% CIs. Heterogeneity was statistically assessed using Cochrane Q [23] and I² tests, with high values (I²>50%) indicating high heterogeneity [24]. A 2-tailed P<.05 was considered significant in all the analyses. Statistical analyses were performed using random effects models. Moreover, statistical findings from the remaining 59% (19/32) of studies included in the review were narratively interpreted.

On the basis of the features provided by the apps, a scoring system was created for each app from the web-based market and those included from the research field. The selection of the scoring features stemmed from a combination of related theories. In particular, we followed the Technology Acceptance Model [25], which emphasizes the key factors that predict technology adoption by an individual based on the perceived usefulness and ease of use of the related technology, in our case, mHealth apps. Consequently, features that reflect the usefulness and ease of the proposed osteoporosis-related apps were considered. Moreover, features such as aesthetics and minimalistic design, recognition rather than recall, and error prevention were selected based on the 10 usability heuristics for user interface design of Nielsen [26,27], which were considered to be among the most frequent defects in mobile apps. Furthermore, many mHealth apps are used for consumption of a healthy diet, disease diagnosis, tracking physical activities, calculating calories, and monitoring sleep quality [28,29]. As these categories have already been accepted as interesting features in mHealth apps and are considered useful, we included them in the proposed analysis. Other features, such as notifications and reminders, create a sense of emotional bonding between users and the mHealth app, allowing them to keep self-managing their disease and, therefore, apply better monitoring of its symptoms and
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Data sharing with designated individuals is another important feature that users consider important in any mHealth app [30]. In this way, a holistic perspective of the necessary features that could benefit the usefulness, easiness, user engagement, and plan adherence was followed. Apparently, as the selected features were spread across the different apps and were evaluated by different end users, no weighting process was applied. This allowed for an objective basis of scoring analysis across all studies toward the maximization of the integration and competence of the apps’ features. A feature weighting process would be useful if the focus of the analysis was placed on specific app functionalities or if an app could accommodate all features in an integrated way and be evaluated by end users, providing a rating of each feature’s significance.

Table 1 provides an overview of the selected features and how they relate to self-management. For the web-based apps, 13 features were considered. These features were (1) diagnosis, (2) diet, (3) medication, (4) fractures, (5) error prevention (helping users recognize, diagnose, and recover from errors), (6) exercise, (7) visual aids, (8) data sharing, (9) social network, (10) reminders, (11) health warnings, (12) aesthetic and minimalistic design (avoid providing irrelevant or rarely required information), and (13) recognition rather than recall (remember user’s choices and visible and easily retrievable instructions of use). Similarly, 13 features were evaluated for the research apps. These were (1) diet, (2) exercise, (3) diagnosis, (4) medication, (5) data sharing or export, (6) planning, (7) notifications, (8) chatbot, (9) visual aids, (10) progress tracking, (11) feedback, (12) communication, and (13) artificial intelligence (AI). The presence of each feature added 1 point to the total accumulated score for each app. The accumulated score (out of 13) was converted to a score out of 5. Finally, these scores were ranked in decreasing order (holistic osteoporosis management apps to atomistic apps). The raw cutoff for the selection of the selected studies or app was determined based on the mean score versus studies cumulative plot (Figures 1 and 2).

### Table 1. Self-management features for both research and web-based apps.

<table>
<thead>
<tr>
<th>Self-management facet</th>
<th>Web-based market app feature</th>
<th>Research app features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socialization</td>
<td>• Networking capabilities</td>
<td>• Data sharing or export</td>
</tr>
<tr>
<td></td>
<td>• Data sharing</td>
<td>• Communication</td>
</tr>
<tr>
<td>Scheduling</td>
<td>• Reminders</td>
<td>• Planning</td>
</tr>
<tr>
<td></td>
<td>• Medication plan</td>
<td>• Medication plan</td>
</tr>
<tr>
<td></td>
<td>• Diet programs</td>
<td>• Diet programs</td>
</tr>
<tr>
<td></td>
<td>• Exercises</td>
<td>• Exercises</td>
</tr>
<tr>
<td>Warnings</td>
<td>• Fractures</td>
<td>• Notifications</td>
</tr>
<tr>
<td></td>
<td>• Health warnings</td>
<td></td>
</tr>
<tr>
<td>User acceptability and usability</td>
<td>• Visual aids</td>
<td>• Visual aids</td>
</tr>
<tr>
<td></td>
<td>• Aesthetic and minimalistic designa</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Recognition rather than recalla</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Error preventiona</td>
<td></td>
</tr>
<tr>
<td>Personalization or adaptation to change</td>
<td>N/Ab</td>
<td>• Chatbot</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Artificial intelligence</td>
</tr>
<tr>
<td>Performance monitoring</td>
<td>N/A</td>
<td>• Feedback</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Progress tracking</td>
</tr>
<tr>
<td>Self-care</td>
<td>• Diagnosis</td>
<td>• Diagnosis</td>
</tr>
</tbody>
</table>

*These features were selected based on the 10 usability heuristics for user interface design of Nielsen and Mack [26], which were considered to be among the most frequent defects in mobile apps. It was not possible to evaluate some usability features in the research apps as they were not publicly available in app stores.*

*N/A: not applicable.*
Figure 1. Scoring for research apps: (A) Mean score per app available in the literature, with a raw cutoff score of 2.7; apps above the threshold provide a more holistic self-management plan. (B) Selected features with their mean score representing how often they were present in the apps. Features with the highest scores were available in a larger number of apps; features with the lowest scores (i.e., chatbot and artificial intelligence) were present in only 1 app [31-59].
This systematic review was performed based on the recommendations of the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [60]. The PRISMA checklist is provided in Multimedia Appendix 1, Table S2. The methods of analysis and the inclusion criteria were specified in advance.

Results

Literature Search Results
The literature search yielded 4185 articles, of which 3906 (93.33%) were screened. After removing duplicates and excluding studies on the basis of their titles and abstracts, 3.02% (118/3906) full texts were assessed for eligibility. In the final stage, 74.6% (88/118) of full-text citations did not meet the inclusion criteria. After completely reviewing the corresponding full-text articles, of the 88 articles, the total number of accepted articles was reduced to 32 (36%), of which 13 (41%) were selected for the meta-analysis. A PRISMA flowchart [60] for the article selection and exclusion process is provided in Figure 3A. We conducted an in-depth review of each of the included articles to classify them according to their research findings and determine their current state of knowledge. The data extracted from the selected papers are shown in Table 2.

Figure 2. Web-based apps scores: (A) Mean score per app available in the web-based markets, with a raw cutoff score of 2.7; apps above the threshold provide a more holistic self-management plan. (B) Selected features with their mean score representing how often they were present in the apps. Features with the highest scores were available in more apps, whereas the features with the lowest scores were present in only 2 to 3 apps.
Figure 3. Flow diagrams for the selection of (A) studies and (B) apps.
<table>
<thead>
<tr>
<th>Author</th>
<th>App name</th>
<th>Sample size</th>
<th>Experiment (participant sample size)</th>
<th>Platform* (private or public)</th>
<th>App purpose (direct or indirect)</th>
<th>Intervention period</th>
<th>Major outcome indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daly et al [38]</td>
<td>PhysioApp-patient portal</td>
<td>20 (&gt;65 years)</td>
<td>App (20)</td>
<td>Android (public)</td>
<td>Remotely delivers and monitors an individually tailored, home-based multicomponent exercise program (indirect^b)</td>
<td>8 weeks</td>
<td>Feasibility, usability, physical activity enjoyment, changes in lower extremity function, and level of physical activity</td>
</tr>
<tr>
<td>Bhatia et al [44]</td>
<td>Manage My Pain</td>
<td>246 (mean age 57, SD 15 years)</td>
<td>App (111); no app (135)</td>
<td>Android and iOS (public)</td>
<td>Measures and monitors pain, function, and medication use (indirect)</td>
<td>92-183 days</td>
<td>Anxiety, depression, pain catastrophizing, satisfaction, daily opioid consumption, engagement</td>
</tr>
<tr>
<td>Cairo et al [59]</td>
<td>Vida app</td>
<td>127 (&gt;18 years)</td>
<td>App (66); no app (61)</td>
<td>Android and iOS (public)</td>
<td>Improves wellness outcomes for survivors of breast cancer (indirect)</td>
<td>6 months</td>
<td>Physical activity, diary patterns, fatigue, and depression improvement</td>
</tr>
<tr>
<td>Hauser-Ulrich et al [53]</td>
<td>SELMA-Chatbot</td>
<td>102 (mean age 43.7 years)</td>
<td>App (59); no app (43)</td>
<td>Android and iOS</td>
<td>Promotes self-management of chronic pain (indirect)</td>
<td>12 weeks</td>
<td>Pain-related impairment, intention to change behavior, and pain intensity</td>
</tr>
<tr>
<td>Suso-Ribera et al [51]</td>
<td>Pain Monitor</td>
<td>87</td>
<td>App (43); no app (44)</td>
<td>N/A^c (private)</td>
<td>Improves existing medical treatments for patients with chronic musculoskeletal pain (indirect)</td>
<td>4 weeks</td>
<td>Pain severity and interference, fatigue, depressed mood, anxiety, and anger</td>
</tr>
<tr>
<td>Licciardone et al [36]</td>
<td>N/A</td>
<td>102 (mean age 51 years)</td>
<td>App (52); no app (50)</td>
<td>N/A</td>
<td>Self-management of health - related quality of life (indirect)</td>
<td>3 months</td>
<td>Change in the SPADE^d cluster score, changes in low back pain intensity, and back - related disability</td>
</tr>
<tr>
<td>Geerds et al [35]</td>
<td>N/A</td>
<td>24 (older adults &gt;60 years)</td>
<td>App (24); no app (24)</td>
<td>N/A (private)</td>
<td>Monitors postoperative functional outcome after hip fracture (indirect)</td>
<td>12 and 18 weeks after surgery</td>
<td>Usability</td>
</tr>
<tr>
<td>Bailey et al [47]</td>
<td>Hinge Health app</td>
<td>10,264 (mean age 43.6 years)</td>
<td>App (10,264)</td>
<td>N/A (private)</td>
<td>Provides education, sensor-guided exercise therapy, and behavioral health support with one-on-one remote health coaching (indirect)</td>
<td>12 weeks</td>
<td>Pain measured by the Visual Analog Scale, engagement levels, program completion, program satisfaction, condition-specific pain measures, depression, anxiety, and work productivity</td>
</tr>
<tr>
<td>Ryan et al [48]</td>
<td>Striving app, Boning up</td>
<td>290 (40-60 years)</td>
<td>App (84); e-book (84); no app (84)</td>
<td>Android and iOS (private)</td>
<td>Provides information and feedback and monitors behavior change (direct^e)</td>
<td>12 months</td>
<td>Bone mineral density and trabecular bone scores</td>
</tr>
<tr>
<td>Papi et al [32]</td>
<td>Nymbi</td>
<td>35 (≥55 years)</td>
<td>App (35)</td>
<td>N/A (private)</td>
<td>Trains balance in the older population (indirect)</td>
<td>3 weeks for all, with optional follow-up for 3 weeks</td>
<td>Physical activity level and adherence and IPAQ^f questionnaire</td>
</tr>
<tr>
<td>Sandal et al [45]</td>
<td>selfBack</td>
<td>51 (mean age 45.5, SD 15.0 years)</td>
<td>App (51)</td>
<td>N/A (private)</td>
<td>Improves self-management of low back pain (indirect)</td>
<td>6 weeks</td>
<td>Pain-related disability (RMDQ^g) and multiple self-reported outcomes</td>
</tr>
<tr>
<td>Author</td>
<td>App name</td>
<td>Sample size (age)</td>
<td>Experiment (participant sample size)</td>
<td>Platform* (private or public)</td>
<td>App purpose (direct or indirect)</td>
<td>Intervention period</td>
<td>Major outcome indices</td>
</tr>
<tr>
<td>------------------------</td>
<td>---------------------------</td>
<td>-------------------</td>
<td>-------------------------------------</td>
<td>-------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Urena et al [33]</td>
<td>m-SFT</td>
<td>7 (53-61 years); the system usability was evaluated by 34 health experts (mean age 36.64 years)</td>
<td>App (7)</td>
<td>Android (private)</td>
<td>Easy-to-use tool for a health practitioner to record and assess the physical condition of older adults (indirect)</td>
<td>N/A</td>
<td>Usability questionnaire</td>
</tr>
<tr>
<td>Li et al [49]</td>
<td>Caspar Health App or Website</td>
<td>31 (≥260 years)</td>
<td>App (15); no app (16)</td>
<td>Android and iOS (public)</td>
<td>Postfracture telerehabilitation (direct)</td>
<td>3 weeks</td>
<td>Motor performance, functional performance, and fall efficacy; degree of independence in ADL performance</td>
</tr>
<tr>
<td>Kim et al [40]</td>
<td>Fracture Liaison Service</td>
<td>60 (&gt;60 years)</td>
<td>App (60)</td>
<td>Android and iOS (public)</td>
<td>Fall prediction and monitoring (direct)</td>
<td>N/A</td>
<td>Usability</td>
</tr>
<tr>
<td>Amorim et al [37]</td>
<td>Fitbit (activity tracker) and IMPACT app</td>
<td>68 (mean age 58.4, SD 13.4 years)</td>
<td>App (34); no app (34)</td>
<td>Android and iOS (public)</td>
<td>Reduces care seeking, pain, and disability in patients with chronic low back pain after treatment discharge (indirect)</td>
<td>15 months</td>
<td>Care seeking, pain levels, and activity limitation</td>
</tr>
<tr>
<td>Subasinghe et al [57]</td>
<td>Tap4Bone: MyFitnessPal, Nike Training Club, and QuitBuddy</td>
<td>35 (mean age 23.1 years)</td>
<td>App (18); no app (17)</td>
<td>Android and iOS (public)</td>
<td>MyFitnessPal is a free calorie counter app that helps people track their diet and exercise; Nike Training Club is a free app comprising &gt;100 full-body workouts; QuitBuddy is a smoking cessation internet-based app (indirect)</td>
<td>9 weeks</td>
<td>Feasibility and compliance</td>
</tr>
<tr>
<td>Arkkukangas et al [34]</td>
<td>OEP app</td>
<td>12 (70-83 years)</td>
<td>App (12)</td>
<td>N/A (private)</td>
<td>Fall prevention (indirect)</td>
<td>6 weeks</td>
<td>Questionnaire and behavior change</td>
</tr>
<tr>
<td>Shebib et al [50]</td>
<td>DCP with sensors</td>
<td>177 (mean age 43, SD 11 years)</td>
<td>App (113); no app (64)</td>
<td>N/A (private)</td>
<td>Aids self-management by engaging patients, and scales personalized therapy for patient-specific needs (indirect)</td>
<td>12 weeks</td>
<td>ODI², Korff Pain, and Korff disability</td>
</tr>
<tr>
<td>Bedson et al [39]</td>
<td>Keele pain recorder</td>
<td>21 (&gt;18 years)</td>
<td>App (21)</td>
<td>Android (public)</td>
<td>Records pain levels, interference, sleep disturbance, analgesic use, mood, and side effects (indirect)</td>
<td>28 days</td>
<td>Usability and acceptability</td>
</tr>
<tr>
<td>Hou et al [55]</td>
<td>eHealth</td>
<td>168 (18-64 years)</td>
<td>app (84); no app (84)</td>
<td>N/A (private)</td>
<td>Telerehabilitation and self-management interventions (indirect)</td>
<td>3, 6, and 12 months</td>
<td>Disease-specific questionnaire (ODI, Visual Analog Scale to record back pain, measures of mental health and life status, which included the EuroQol 5-Dimension health questionnaire</td>
</tr>
<tr>
<td>Saran et al [46]</td>
<td>N/A</td>
<td>927 (20-80 years)</td>
<td>App (927)</td>
<td>N/A (private)</td>
<td>Monitors physical activity (indirect)</td>
<td>1 week</td>
<td>Home physical activity</td>
</tr>
<tr>
<td>Chhabra et al [54]</td>
<td>Snapcare</td>
<td>93 (mean age 41.4, SD 14.2 years)</td>
<td>App (45); no app (48)</td>
<td>Android (private)</td>
<td>Monitors patient’s daily activity levels and symptomatic profile (indirect)</td>
<td>12 weeks</td>
<td>Pain and disability</td>
</tr>
<tr>
<td>Author</td>
<td>App name</td>
<td>Sample size (age)</td>
<td>Experiment (participant sample size)</td>
<td>Platform* (private or public)</td>
<td>App purpose (direct or indirect)</td>
<td>Intervention period</td>
<td>Major outcome indices</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------------------------</td>
<td>-------------------</td>
<td>-------------------------------------</td>
<td>------------------------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
<td>---------------------</td>
<td>---------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Jakobsen et al</td>
<td>My Osteoporosis Journey</td>
<td>18 (50-65 years)</td>
<td>App (18)</td>
<td>Android and iOS (private)</td>
<td>Provides information and usability questionnaires (direct)</td>
<td>12 weeks</td>
<td>Satisfaction with the app and risk calculation</td>
</tr>
<tr>
<td>Lambert et al</td>
<td>Physiotherapy Exercises</td>
<td>80 (34-59 years)</td>
<td>App (40); no app (40)</td>
<td>N/A (private)</td>
<td>Home exercise programs (indirect)</td>
<td>4 weeks</td>
<td>Self-reported exercise adherence. The Patient-Specific Functional Scale, degree of disability, and patient satisfaction with health care service</td>
</tr>
<tr>
<td>Rasche et al</td>
<td>Aachen fall prevention app</td>
<td>79 (&gt;50 years)</td>
<td>App (79)</td>
<td>Android and iOS (private)</td>
<td>Self-assessment of older patients at risk for ground-level falls (indirect)</td>
<td>1 year</td>
<td>Objective fall risk and the self-assessed subjective fall risk</td>
</tr>
<tr>
<td>Park et al</td>
<td>Strong bone, Fit body</td>
<td>82 (&lt;25 years; women)</td>
<td>App (36); no app (38)</td>
<td>Android (private)</td>
<td>Provides feedback and records activity and nutrition (direct)</td>
<td>20 weeks</td>
<td>Bone mineral density, minerals, biochemical markers, food intake diary, knowledge, health belief, and self-efficacy</td>
</tr>
<tr>
<td>Tay et al</td>
<td>Calci-app</td>
<td>40 (18-25 years)</td>
<td>App (40)</td>
<td>Android and iOS (private)</td>
<td>Usability questionnaires (direct)</td>
<td>5 days</td>
<td>Dietary calcium intake</td>
</tr>
<tr>
<td>Goodman et al</td>
<td>VDC-app</td>
<td>109 (18-25 years)</td>
<td>App (59)</td>
<td>iOS (private)</td>
<td>Provides information and feedback and monitors behavior change (direct)</td>
<td>12 weeks</td>
<td>Vitamin D intake, knowledge, perceptions of vitamin D, blood concentrations of 25(OH)D3</td>
</tr>
<tr>
<td>Singler et al</td>
<td>AOTrauma’s orthogeriatrics</td>
<td>920 (health professionals)</td>
<td>App (920)</td>
<td>Android and iOS (public)</td>
<td>Delivers the app to surgeons, trainees, and other health care professionals to measure use and evaluate the impact on patient care (direct)</td>
<td>Web-based one-time evaluation</td>
<td>Rating of app and usability</td>
</tr>
</tbody>
</table>

*a*App is available to the public in app stores, or app is not available to the public in app stores.

*b*The study has an indirect relation to osteoporosis.

*c*N/A: not applicable.

*d*SPADE: sleep disturbance, pain, anxiety, depression, and low energy or fatigue.

*e*The study or app has a direct relation to osteoporosis.

*f*IPAQ: International Physical Activity Questionnaire.

*g*RMDQ: Roland-Morris Disability Questionnaire.

*h*ADL: activities of daily living.

*i*ODI: Oswestry Disability Index.

### Characteristics of the Included Studies

All selected articles were published in journals over the preceding 8 years (2014-2021), with a notable increase in publications since 2017. The publications comprised feasibility studies [31-39], design and development articles [40-42,61-63], and case studies [43-47]. Among these studies, 41% (13/32) of articles were RCTs [36,37,48-58]. Although most of the articles have a direct relation to osteoporosis [31,40-42,49,52,57,61-63], some of the selected articles refer to apps that are useful and indirectly related to osteoporosis; that is, they are not specifically designed for osteoporosis yet can be potentially useful in managing the disease [32,33,35-37,39,45,51,53-55,58]. The included mHealth apps can be classified into different research themes: (1) monitoring apps (tracking patients’ daily nutrition, exercises, and symptoms) [34-36, 38, 40, 41, 44, 46-48, 50-55, 57-59, 64], (2) assessment apps (providing health professionals and patients various tests for assessing patients) [32,33], and (3) measurement apps (measuring certain parameters or variables related to osteoporosis) [43,61-63]. Among all the selected studies, only one of the studies conducted by Ravn Jakobsen et al [65] used participatory design involving all stakeholders, including researchers, women, physicians, health care professionals, and app designers, in the design process of the app named *My Osteoporosis Journey*. After the development stage, they also presented the testing of their collaboratively
designed app with women newly diagnosed with asymptomatic osteoporosis [31].

**Characteristics of the Included Apps From Web-Based Market**

As of May 2021, we found 33 relevant apps for osteoporosis. Most of the apps identified were found in Google Play (16/33, 48%) and Apple stores (13/33, 39%). Approximately 9% (3/33) of apps were available in the Amazon app store, 3% (1/33) in the GetJar app store, and none in the Galaxy app store.

After removing the overlapping apps across stores, 70% (23/33) of unique apps remained (Figure 3B). Among them, 56% (13/23) were developed to provide educational content on osteoporosis. The educational content covered the diagnosis of the disease, exercises, medications, and diet. It varied among animated videos, recorded videos, short articles, guided audio, expert advice, and graphs.

Table 3 presents all the identified apps in the web-based stores with their main characteristics, including name, operating system, description, users, and classification.
<table>
<thead>
<tr>
<th>App name</th>
<th>Operating system</th>
<th>Description</th>
<th>Users</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>AACE osteoporosis treatment algorithma</td>
<td>iOS</td>
<td>Provides evidence-based information about the diagnosis, evaluation, and treatment of postmenopausal osteoporosis for endocrinologists, physicians in general, regulatory bodies, health-related organizations, and interested laypersons</td>
<td>Health care professionals</td>
<td>Information and education</td>
</tr>
<tr>
<td>Calcium Proa</td>
<td>Android and iOS</td>
<td>Provides information about calcium, parathyroid, osteoporosis, and vitamin D issues; inputs test results for calcium, parathyroid hormone, and vitamin D; analyzes and graphs tests making them easy to understand; tracking tools show calcium and vitamin D levels over time and provide feedback about bone density status; a risk assessment tool for conditions associated with high blood calcium</td>
<td>Patients</td>
<td>Monitoring, education, and assessment</td>
</tr>
<tr>
<td>Vitamin-D Proa</td>
<td>iOS</td>
<td>Analyzes and graphs current vitamin D levels, calcium levels, calcium versus parathyroid hormone, bone density, and osteoporosis; teaches how to interpret data and graphs; gives personalized suggestions for next steps; suggests what new blood tests may be necessary; gives topics to discuss with the physician</td>
<td>Patients</td>
<td>Assessment, monitoring, and education tool</td>
</tr>
<tr>
<td>Osteoporosis Low Bone Density Weak Bones Diet Helpa</td>
<td>Android</td>
<td>Provides information about the causes, symptoms, treatment, and the type of diet that one should eat to improve bone density</td>
<td>Patients</td>
<td>Information and education</td>
</tr>
<tr>
<td>Bones diseases and treatmentsa</td>
<td>Android</td>
<td>Information about all bone diseases</td>
<td>Patients</td>
<td>Information and education</td>
</tr>
<tr>
<td>My Arthritisa</td>
<td>Android</td>
<td>Keeps track of symptoms and flares; it can also track diet, exercise, pain, sleep, mood, stress; provides paid training courses with videos, guided audio, and expert advice; sets reminders for appointments and medication; access and share medical records from anywhere; learn about community news, current research, and other information</td>
<td>Patients</td>
<td>Monitoring, assessment, and management</td>
</tr>
<tr>
<td>Calcium Calculatora (by BC Dairy)</td>
<td>Android</td>
<td>Tool to assess, compare, and plan to introduce enough calcium in daily food</td>
<td>Patients</td>
<td>Monitoring, assessment, and education</td>
</tr>
<tr>
<td>Osteoporosisa (by AZoMedical)</td>
<td>iOS</td>
<td>Provides regularly updated information and news on osteoporosis</td>
<td>Professionals and patients</td>
<td>News</td>
</tr>
<tr>
<td>My Osteoporosis Manager</td>
<td>iOS</td>
<td>Capture detailed information regarding user’s health in a digital journal; manage medications and treatments; track osteo-specific symptoms and side effects feedback as easy-to-understand charts that record test results and medication adherence; access patient education materials; share information with a health care provider</td>
<td>Patients</td>
<td>Monitoring, assessment, and management</td>
</tr>
<tr>
<td>Osteoporosis (by Focus Media)</td>
<td>Android</td>
<td>Animated videos for learning about osteoporosis disease</td>
<td>Patients</td>
<td>Information and education</td>
</tr>
<tr>
<td>Osteoporosis disease</td>
<td>Android</td>
<td>Information about causes, symptoms, treatment, and the type of diet that one should eat to improve bone density</td>
<td>Patients</td>
<td>Information and education</td>
</tr>
<tr>
<td>Osteoporosis (by health care tips)</td>
<td>Android</td>
<td>Information and education</td>
<td>Patients</td>
<td>Information and education</td>
</tr>
<tr>
<td>Postmenopausal Osteoporosis</td>
<td>Android</td>
<td>Helps in understanding the disease condition through animated videos; it gives an insight into the structure and formation of bones, changes with age, and hormonal levels, particularly during menopause; it also provides information on the onset of osteoporosis, measurement of bone density, treatment, and self-help guidelines</td>
<td>Patients</td>
<td>Information and education</td>
</tr>
<tr>
<td>Osteoporosis (by personal remedies)</td>
<td>Android</td>
<td>Comprehensive and actionable nutrition guidelines for how to deal with osteoporosis; recipes, food suggestions, alternative therapies, and remedies</td>
<td>Patients</td>
<td>Information and education</td>
</tr>
<tr>
<td>Calcium Supplements</td>
<td>Android</td>
<td>Information about calcium supplements, including who should take them, their health benefits, and potential risks</td>
<td>Patients</td>
<td>Information and education</td>
</tr>
<tr>
<td>Osteoporosis AR</td>
<td>Android</td>
<td>Demonstrates a different fictional patient profile using the augmented reality technique that illustrates patient insights, symptoms they are experiencing, and how these agonizing symptoms affect patient’s quality of life</td>
<td>Patients</td>
<td>Information and education</td>
</tr>
<tr>
<td>Cure for Osteoporosis</td>
<td>Android</td>
<td>Information about raloxifene</td>
<td>Patients</td>
<td>Information</td>
</tr>
</tbody>
</table>

Table 3. Web-based app characteristics.
### Mobile Apps Ranking Based on Features

The results of app ranking are presented in Figures 1 and 2. The apps that scored the highest score (equal to or above the raw cutoff, 2.7), both in research and in the web-based market, provided more features, thus, reflecting a more holistic management of osteoporosis and its symptoms [31,40,52,59]. Apps that scored lower had fewer features or were designed for a single purpose, such as measuring spine curvature [63] or BMD [61] (Figure 1A). Approximately 87% (28/32) of the apps provided feedback to users, and 69% (22/32) allowed users to share or export their data and to have an individualized plan based on their individual needs and health goals. Only 3% (1/32) of apps provided a chatbot [53], and 3% (1/32) used AI [45] (Figure 1B).

Similarly, apps in the web-based markets that attained large scores, such as My Arthritis, offered more features to assist patients in the management of the disease (Figure 2A). Approximately 75% (17/23) of the web-based apps had good aesthetic and minimalistic designs (simpler designs with the content being the focal points); 70% (16/23) of these apps were designed for diagnosis purposes (Figure 2B).

### ROB and Methodological Quality

For the ROB In Nonrandomized Studies of Interventions assessment of nonrandomized clinical trials, 75% (12/16) of studies were at critical ROB, 13% (2/16) at serious risk, and 6% (1/16) at moderate ROB. Among the 13 RCTs assessed using the Cochrane ROB (version 2.0) tool [19], 3 (23%) studies showed a low ROB, and 1 (8%) study exhibited some concerns about the ROB. Approximately 69% (9/13) of RCTs showed a high ROB. Figure 4 summarizes the results of the bias and methodological quality assessments for all studies.
Comparison Between Various Outcomes Before and After App Use

**BMD T Score**

Approximately 6% (2/32) of studies measured BMD T score at baseline and after 20 weeks [52] and 12 months [48] of using the apps. After initiation, a slight decrease in the mean BMD T score was observed in one of the studies (Hedges $g=-0.084$, 95% CI $-0.461$ to $0.293$) [52], and a slight increase was reported in another study (Hedges $g=0.108$, 95% CI $-0.106$ to $0.322$) [48]. The overall change in mean T score was not significant (Hedges $g=0.06$, 95% CI $-1.00$ to $1.12$; $Z=0.702$; $P=.48$), with no heterogeneity ($Q=0.810$; $p_Q=0.368$; $I^2=0$; Figure 5A).
Intake of Vitamin D (µg per Day) and Calcium (mg per Day)

Approximately 6% (2/32) of studies compared the average (µg per day) Vitamin D intake before and after app intervention [52,58]. There was a decrease in intake in one of the studies (Hedges g= −0.229, 95% CI=−0.611 to 0.152) [52], and a moderate increase in intake was observed in another (Hedges g= 0.424, 95% CI=0.101 to 0.749) [58]. The overall change in intake was not significant (Hedges g= 0, 95% CI=−0.59 to 0.50; Z=0.10; p=0.92, I²=0; Figure 5B).

Approximately 6% (2/32) of studies measured the differences in the average mg per day of calcium intake [52,57]. The daily intake of calcium did not differ significantly before and after app use (Z=−1.06; p=0.29; Hedges g= −0.05, 95% CI=−0.59 to 0.50), with no heterogeneity (Q=0.09; p=0.762; I²=0; Figure 5C).

Physical Activity (Hours per Week)

Approximately 6% (2/32) of studies measured the average number of hours per week of physical activities before and after 15 months [37] or 9 weeks [57] of using the apps. After initiation of the intervention, there was no significant difference observed (Z=1.78; p=0.08; Hedges g= 0.09, 95% CI=−0.53 to 0.70). There was no heterogeneity between the 2 studies (Q=0.115; p=0.735; I²=0; Figure 5D).

Physical Function

Approximately 6% (2/32) of studies evaluated physical function before and after 4 weeks [56] or 3 weeks [49] of using apps. There was a significant change in physical functioning at the end of the app interventions (Hedges g= 1.08, 95% CI=−5.09 to 7.25; Z=2.22; p=0.03) with heterogeneity (Q=7.31; p=0.007; I²=86.3%; Figure 6A).
Well-being

Approximately 6% (2/32) of studies observed changes in well-being from baseline after 12 weeks [53] and 12 months [55] of using the apps. The improvement in well-being was nonsignificant (Hedges $g = 0.17$, 95% CI $-0.84$ to $2.17$; $Z = 1.05$; $P = 0.29$), with no heterogeneity ($Q = 2.36$; $P = 0.125$; $I^2 = 57.6%$; Figures 6B).

Anxiety and Fatigue

Approximately 6% (2/32) of studies measured changes in anxiety and fatigue at baseline and after 3 months [36] or 4 weeks [51] of intervention. The measured change was not significant for either anxiety (Hedges $g = -0.29$, 95% CI $-6.11$ to $5.53$; $Z = -0.635$; $P = 0.53$), with heterogeneity ($Q = 17.39$; $P = 0.001$; $I^2 = 84.3%$), or fatigue (Hedges $g = -0.34$, 95% CI $-5.84$ to $5.16$), with heterogeneity ($Q = 15.47$; $P = 0.001$; $I^2 = 93.5%$; Figures 6C and 6D).

Pain Intensity

Approximately 25% (8/32) of studies recorded pain intensity before and after initiation of the interventions [36,37,49-51,53-55]. Overall, there was a significant decrease in pain across all studies (Hedges $g = -1.09$, 95% CI $-1.68$ to $-0.45$; $Z = -4.09$; $P = 0.001$), with heterogeneity ($Q = 99.65$; $P = 0.001$; $I^2 = 93%$; Figure 6A). A sensitivity analysis was performed to determine whether individual studies had a significant impact on the overall result. No significant differences ($P = 0.81$) were observed when excluding individual studies from the analysis (Multimedia Appendix 1, Table S3).
Figure 7. Forest plots of Hedges g effect sizes (95% CI) from individual studies before and after using the app showing changes in (A) pain intensity and (B) disability [37,53,55,57,59,60].

(A) Pain intensity (n=10)

<table>
<thead>
<tr>
<th>Study name</th>
<th>Hedges g</th>
<th>CI Lower limit</th>
<th>CI Upper limit</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sheikh et al. 2019</td>
<td>-0.474</td>
<td>-1.22</td>
<td>-0.19</td>
<td>12.8%</td>
</tr>
<tr>
<td>Amorim et al. 2019</td>
<td>-0.677</td>
<td>-1.056</td>
<td>-0.297</td>
<td>12.7%</td>
</tr>
<tr>
<td>Suas-Ribeiro et al. 2020</td>
<td>-1.216</td>
<td>-1.617</td>
<td>-0.814</td>
<td>12.6%</td>
</tr>
<tr>
<td>Li et al. 2020</td>
<td>-0.665</td>
<td>-1.347</td>
<td>-0.082</td>
<td>11.8%</td>
</tr>
<tr>
<td>Hou et al. 2019</td>
<td>-1.904</td>
<td>-2.537</td>
<td>-1.88</td>
<td>12.4%</td>
</tr>
<tr>
<td>Chhatre et al. 2018</td>
<td>-2.18</td>
<td>-2.729</td>
<td>-1.631</td>
<td>11.8%</td>
</tr>
<tr>
<td>Licciardone et al. 2020</td>
<td>-0.183</td>
<td>-0.462</td>
<td>0.007</td>
<td>13.1%</td>
</tr>
<tr>
<td>Hauser-Ulrich et al. 2019</td>
<td>-0.311</td>
<td>-0.641</td>
<td>0.019</td>
<td>12.9%</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>-1.09</td>
<td>-1.08</td>
<td>-0.45</td>
<td>100%</td>
</tr>
</tbody>
</table>

Test for overall effect: Z=−2.42, P<.02; Heterogeneity: Q=99.85; P<0.001; I²=92.9%

(B) Disability (n=100)

<table>
<thead>
<tr>
<th>Study name</th>
<th>Hedges g</th>
<th>CI Lower limit</th>
<th>CI Upper limit</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chhatre et al. 2018</td>
<td>-0.916</td>
<td>-2.442</td>
<td>-1.43</td>
<td>15.7%</td>
</tr>
<tr>
<td>Sheikh et al. 2019</td>
<td>-0.383</td>
<td>-0.843</td>
<td>-0.328</td>
<td>17.2%</td>
</tr>
<tr>
<td>Licciardone et al. 2020</td>
<td>0.209</td>
<td>-0.071</td>
<td>0.489</td>
<td>17.1%</td>
</tr>
<tr>
<td>Lambert et al. 2017</td>
<td>-0.338</td>
<td>-0.674</td>
<td>-0.002</td>
<td>16.8%</td>
</tr>
<tr>
<td>Amorim et al. 2019</td>
<td>-0.284</td>
<td>-0.924</td>
<td>-0.214</td>
<td>16.6%</td>
</tr>
<tr>
<td>Her et al. 2019</td>
<td>-1.401</td>
<td>-1.861</td>
<td>-1.123</td>
<td>16.6%</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>-0.77</td>
<td>-1.59</td>
<td>0.05</td>
<td>100%</td>
</tr>
</tbody>
</table>

Test for overall effect: Z=−2.42, P<.01; Heterogeneity: Q=87.57; P<0.001; I²=94.3%

Disability

Approximately 19% (6/32) of studies evaluated disability [36,37,50,54-56]. The pooled estimate using the random effects model revealed significantly lower levels of disability (Hedges g −0.77, 95% CI −1.59 to 0.05; Z=−2.42; P=.02), with heterogeneity (Q=87.57; P<0.001; I²=94.3%; Figure 7B). The sensitivity analysis did not reveal any significant differences (P=.73; Multimedia Appendix 1, Table S4).

Discussion

Principal Findings

The focus of this review was placed on a systematic examination of the available literature on mHealth technologies and apps that can support the self-management of osteoporosis and decision-making for young and older adults. Although some of these apps showed promising results for the use of mHealth technologies in osteoporosis management, there is a lack of evidence in the research to prove the effectiveness of these apps, as validation studies have not been run on all the included apps.

Most (39/52, 75% apps) of the analyzed mHealth apps did not conduct premarket prospective multicenter RCTs. This might be because of the elevated cost of the trials and the long time required to recruit patients [66,67]. In addition, some apps did not publish evidence of their usability and acceptability among users [61,62].

From the scoring system created in Figures 1 and 2, it was possible to observe gaps in the provided features. For instance, only the apps available in the research fields provided feedback to the user, whereas this was not observed in the apps from web-based app stores. This raises an important issue regarding patient accessibility to their data and the overall functionality of these apps.

Our meta-analysis showed that by using the apps, pain scores were significantly reduced in 25% (8/32) of studies [36,37,50,51,53-55,64]. This finding was confirmed by 6% (2/32) of other studies, which found that apps can be beneficial for chronic pain management, especially for patients in an outpatient clinic setting [68,69]. The meta-analysis also showed reduced levels of disability, which is consistent with the findings of Briggs et al [70], who reported reduced disability in patients with osteoarthritis who used digital self-management interventions. In addition, we found that physical function significantly improved after using the apps [56,64].

According to our results, app use had no impact on the physical activity of app users. The meta-analysis also revealed that digital health interventions had no significant impact on the daily intake of calcium and vitamin D or on the BMD trabecular score. It is important to note that patients’ adherence to and compliance with the use of mHealth apps are pivotal in ensuring improved health outcomes and successful intervention programs. Some studies reported a high dropout rate in patients who found the intervention boring, time consuming [41,58], or infeasible for daily practice [35]. Another study pointed out that patient attrition led to nonsignificant results at the end of the study [41]. Therefore, any study should ensure to have a comprehensive retention plan for both experimental and control groups.

The data yielded by the meta-analysis demonstrated that using the app had no significant impact on well-being, anxiety, and fatigue scores. This might be explained by the fact that patients self-reported these outcomes in all the evaluated studies without any validation [37,39,44,47,50,54,71], and in many cases, they tended to exaggerate their symptoms in an attempt to prolong the intervention period [50]. To avoid problems arising from self-reporting outcomes, emotionally aware AI techniques could be applied to determine the behavior and emotional state of the user by interpreting their facial expressions while interacting with the app [72] or through emotionally aware chatbots [73].
A review of apps related to osteoporosis in the web-based marketplace resulted in 23 apps. Most of these apps provided information and education, such as disease definition, common symptoms, and suggested exercises to strengthen the bones and enhance physical activity or instructions on healthy nutrition. In addition, none of these available apps addressed the management of the disease after fracture, although fracture is the main complication of osteoporosis. Although osteoporosis is widespread in society, especially among adults, our findings revealed that the number of people who downloaded these osteoporosis-related apps is very limited, as it can barely reach 1000 downloads. Some of these apps did not report any downloads at all. This also indicates that patients or clinicians are hesitant toward the adoption of these new technologies. Unfortunately, these results revealed the poor contribution of research and development toward the field of mHealth apps designed for osteoporosis management and the untrustworthy content that does not have any strong reference [74].

Information privacy is an important issue in mHealth apps because of the sensitive nature of information gathered from users [75]. All identified apps in the web-based app stores were free, with pop-up advertisements every once in a while. Apparently, this creates a distraction for the user and sets some doubts about the way the collected data are used (eg, to create targeted advertisements according to the user’s profile). Apparently, this needs to be consented to by the user, following data privacy and security protocols, such as the General Data Protection Regulation [76].

Our findings show that only one of the identified studies [31] used a participatory design process to develop their app. Cooperative or participatory design involves stakeholders, designers, researchers, and end users in the early stages of the design process to ensure that the developed app meets the proper needs of its intended end users [77]. This entails that all stakeholders have equal input in the interaction design, which will nurture a more creative development atmosphere. Moreover, this cocreation session gives stakeholders a sense of ownership of the ideas that allow them to comprehend the thinking behind design decisions and improve their satisfaction levels. The involvement of health professionals in the design will also prevent any safety risks arising from inaccurate or unreliable digital tools [78].

**Overcoming Challenges in Osteoporosis mHealth Apps**

**Overview**

This review shows that mHealth apps that use self-management support principles in primary care have the potential to have a positive effect on the management of chronic diseases. However, there is reluctance in the adoption of these digital technologies in health care. The main obstacles delaying the integration of these technological tools in osteoporosis care could be summarized as (1) weak or no involvement of health care professionals in the design process, (2) reluctance of clinicians who believe that mHealth apps might replace them, (3) lack of reliable tools and strict regulations, (4) privacy and security concerns, (5) data availability and visualization, (6) inconsistent data collection standards, (7) difficulties in acquiring and analyzing data, and (8) low retention rates of participants (Table 4).
Table 4. DRs and CRs for overcoming the identified limitations or barriers in digital health technologies for osteoporosis.

<table>
<thead>
<tr>
<th>Identified limitation or barrier and related aspect</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>App designers and developers without supporting information from clinicians, resulting in a very technologically focused and problem-oriented approach in the design of mHealth apps</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Design perspective</strong></td>
<td>• DR1: involve all the stakeholders in all the stages of user requirements, design, and development using a participatory design approach (cocreation)</td>
</tr>
<tr>
<td><strong>Clinical perspective</strong></td>
<td>• CR1: active participation in the design, development, and testing stages</td>
</tr>
<tr>
<td><strong>Clinicians’ reluctance in adopting mHealth apps as they envisage that they will replace them</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Clinical perspective</strong></td>
<td>• CR1: adopt mHealth technologies in daily practices and in clinical care (measurement, assessment, and recording data)</td>
</tr>
<tr>
<td></td>
<td>• CR2: recommend trustworthy apps to their patients</td>
</tr>
<tr>
<td></td>
<td>• CR3: use mHealth apps to effectively communicate with patients and other health care professionals through the integration of wearables and IoT</td>
</tr>
<tr>
<td><strong>Lack of trustworthy and available smart tools and strict regulations on mHealth tools</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Design perspective</strong></td>
<td>• DR1: use adaptive learning algorithms (eg, AI and machine or deep learning) in the app to make more personalized recommendations and treatments</td>
</tr>
<tr>
<td></td>
<td>• DR2: incorporate clinically validated monitoring, measurement, and assessment tools in the designed app</td>
</tr>
<tr>
<td><strong>Clinical perspective</strong></td>
<td>• CR1: evaluate mHealth measurement and assessment tools by concerned clinical experts before disseminating them to public</td>
</tr>
<tr>
<td><strong>Underestimation of the security risk and the elevated cost of implementing strong data security and privacy rules</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Design perspective</strong></td>
<td>• DR1: implement stringent security regulations (eg, GDPR [79]) to protect users’ information from any data penetration (security and privacy by design)</td>
</tr>
<tr>
<td><strong>Available data are provider oriented rather than patient accessible; limited existing guidelines on how to optimize user interfaces for patients, providers, or both</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Design perspective</strong></td>
<td>• DR1: allow patients to access their data (GDPR enforcement in design)</td>
</tr>
<tr>
<td></td>
<td>• DR2: generate feedback and plans (for diet and exercises) based on the gathered data to keep patients engaged and motivated</td>
</tr>
<tr>
<td><strong>Inconsistent data collection standards, complexity of data, and lack of quality assurance processes (data cannot be verified)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Design perspective</strong></td>
<td>• DR1: use passive and active gathering of data (medication, symptoms, nutrition management, and physical exercising), in addition to the data gathered from any wearables or IoT sensors</td>
</tr>
<tr>
<td><strong>Clinical perspective</strong></td>
<td>• CR1: combine conventional clinical assessment with the app assessment</td>
</tr>
<tr>
<td><strong>Difficulties in acquiring, analyzing, and applying structured and unstructured data to treat or manage diseases</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Design perspective</strong></td>
<td>• DR1: apply AI-based techniques that help with the prediction, diagnosis, and treatment or management of diseases</td>
</tr>
<tr>
<td><strong>Low retention rates of participants</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Design perspective</strong></td>
<td>• DR1: provide valuable feedback to the user</td>
</tr>
<tr>
<td></td>
<td>• DR2: use simple and straightforward interfaces</td>
</tr>
<tr>
<td></td>
<td>• DR3: continuously update users’ data</td>
</tr>
<tr>
<td></td>
<td>• DR4: offer financial incentives for healthy habit changes</td>
</tr>
</tbody>
</table>

aDR: design-related recommendation.
bCR: clinical recommendation.
cmHealth: mobile health.
dIoT: Internet of Things.
eAI: artificial intelligence.
fGDPR: General Data Protection Regulation.

To overcome these obstacles, we propose design-related and clinical recommendations for mHealth apps to support patients at risk of or diagnosed with osteoporosis in self-management and involve them in decision-making regarding treatment and...
intervention options with clinicians. These guidelines are not only limited to apps targeting osteoporosis self-management but can also be applied to any chronic disease self-management app.

**Design-Related Recommendations**

**Co-design**

Before creating an app, we should emphasize the role of end users, including patients and health professionals, in the development process. Users should be involved at various points and levels in the design process to improve their understanding of their needs, requirements, interactions, and appreciations before, during, and after developing the app. This co-design will ensure that the developed app meets end user purposes, leading to more effective results [80].

**Integration of AI and Machine Learning in Data Acquisition and in Decision-making**

An enhanced and intelligent version of the mHealth app can perform long-term management of osteoporosis through internet-based coaching using AI and big data analysis. In addition to health care professionals, AI can play an important role in the decision-making process and in the entire self-management process of osteoporosis. Conventional systems used for processing health data are less accurate and lack convergence compared with AI-supported systems [81]. Machine learning methods, more specifically adaptive learning algorithms, integrated into mHealth apps will make them tailored to an individual’s behavior and characteristics, thus improving the effectiveness of the intervention [82]. Such smart mHealth apps could unobtrusively acquire and effectively analyze sensorial and behavioral cloud-archived big data from adults’ interactions with smart devices (smartphones, smartwatches, and Internet of Things) in their daily living environment [83].

Owing to the significant advances and progress in AI in the past few years, chatbots have been gaining momentum in the eHealth world. Therefore, we believe that a bot framework can be incorporated with virtual reality technology and low-cost Internet of Things to create a user engagement schema for long-term monitoring of osteoporosis, where the patient will be active and maintain an improved quality of life.

**Envisioning of a Smart Tool With User-Centered Orientation in Osteoporosis Management**

An innovative technological tool (mHealth app) should offer an integrated platform for informed healthy living indoors or outdoors to assist patients with osteoporosis (or at risk) in different aspects of life, including physical activity, nutrition, medication intake, fall prevention, emotional wellness, and socialization. The design of such tools could include monitoring, combining both passive (via the interaction with smartphone or smartwatch or wearables) and active gathering of data (eg, about medication, nutrition management, and physical exercising). Then, on the basis of the gathered data, AI-driven data analysis processes could be involved in providing personalized feedback to the patient and informing the related physician, guiding personalized recommendations and interventions for osteoporosis risk assessment [84]. In this way, the patients will be kept aware of their progress in osteoporosis self-management over a certain period, notified in case of any increased risk [85], motivated and engaged in using the app, and follow the personalized intervention program. The mHealth app should provide the user with various ways of data visualization and access at any time, scaffolding a participatory management of the disease.

**Enhanced Security and Privacy Measures**

mHealth app developers must ensure that collected user data are secured to maintain the integrity, availability, confidentiality, and resilience of the data [86]. Security procedures should comply with the best practices and regulations (eg, General Data Protection Regulation [79]). Users should be aware of the techniques used to safeguard their personal information and the authentication methods used. These enhanced security measures will make it possible to leverage mHealth tools in daily practice for both clinicians and patients.

**Improving Participants’ Retention Rates**

The success and effectiveness of any mHealth app intervention are directly related to user retention [87]. Therefore, to attain the maximum clinical benefit from the app, designers should ensure that users adhere for the long term to mHealth apps [88]. Various plans could be adopted by designers to re-engage and retain users. mHealth apps should be designed with simple and easy-to-use interfaces as many users refrain from using mHealth apps because of their complicated implementation [89]. Another approach is to continuously notify users about their progress and provide them with positive feedback. An app publisher could also provide users with financial incentives or awards if they achieve a certain healthy goal; for instance, this incentive could be free health insurance or a free subscription to the nearest gym. Applying these design techniques will retain a larger number of participants, resulting in a better impact of the mHealth app interventions.

**Clinical Recommendations**

**Adoption of Digital Therapeutics**

As patients increasingly turn to mHealth apps and devices, clinicians must consider the value of these apps and embrace them to deliver enhanced care. They should adopt more mHealth technologies in their daily practices or workflows and integrate the data into electronic medical records. However, physicians should refrain from recommending apps that have been created without the involvement of medical experts or appropriate testing validation, especially if claims made by app developers are fraudulent. To ensure that their requirements are met and to deliver better outcomes, physicians should actively participate in the design, development, and testing of these mHealth apps [90]. In validated (Food and Drug Administration—approved and Conformité Européenne—marked) cases only, prescription of these apps can be envisioned, as a form of digital therapeutics, along with wearable devices to allow remote and real-time health monitoring and care delivery [91].

**mHealth Apps for Communication and Continuous Improvement of Health Care**

mHealth apps create a sense of partnership between patients and health care professionals by allowing patients to play a
more active role in their health care. Moreover, digital health will improve patients’ engagement with their treatment, something that physicians have previously struggled to do between visits [75]. They also allow proper communication between physicians, patients, and other health care professionals [92]. These tools, assisted by AI and machine learning, represent a rich source of data for clinicians that can be used in medical research to continuously improve the overall delivery of care. It is important to note that these apps are not designed to replace clinicians; on the contrary, they support their decision-making process and workflow. Physicians should not consider these apps as opponents or competitors but rather as an opportunity to enable a streamlined high-quality health care delivery process by capturing and analyzing more data, reaching and monitoring a larger number of patients remotely, and perpetually advancing their clinical practices.

Limitations

Despite this in-depth analysis, some limitations can be identified in this review. In particular, we refrained from excluding studies based on certain quality criteria, such as study design or sample size, which resulted in large variations in the measurements of outcomes. Moreover, there is a lack of apps that only target osteoporosis; therefore, we included apps that we thought were useful for osteoporosis. As no articles in any other language were identified as eligible, the risk of language bias in our selection was negligible. Regarding other biases in the selection, we were cautious in our selection by selecting all related articles in the fields regardless of their outcomes or study design. Finally, some feasibility and development studies were included with the intention of understanding any novel approaches being tested or developed. Such studies seem promising to achieve potential outcomes; however, as these apps were either not tested or tested but with a relatively small sample size, it is difficult to determine whether such solutions can be adopted in the mainstream.

Conclusions

Given the identified lack of effective mHealth apps with a holistic approach to osteoporosis self-management, this review holds the potential to bridge this gap by proposing a technological tool that goes beyond apps that simply provide information about osteoporosis and creates an individualized care management plan that goes beyond clinical measures. The latter perspective extends the view of mHealth apps from the initial focus on promoting specific behavior, such as healthy nutrition, physical activity, or adherence to medications, to patients’ engagement and empowerment. Moreover, it strengthens collaboration between patients and caregivers by not limiting it to health institutions. In view of the vast quantity of mHealth apps available, it is important for app developers and researchers to identify the proper needs of patients with osteoporosis, adopting a cocreation strategy to create more patient-centered and effective disease management solutions.
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Abstract

Background: Sleep behavior and time spent at home are important determinants of human health. Research on sleep patterns has traditionally relied on self-reported data. Not only does this methodology suffer from bias but the population-level data collection is also time-consuming. Advances in smart home technology and the Internet of Things have the potential to overcome these challenges in behavioral monitoring.

Objective: The objective of this study is to demonstrate the use of smart home thermostat data to evaluate household sleep patterns and the time spent at home and how these behaviors are influenced by different weekdays and seasonal variations.

Methods: From the 2018 ecobee Donate your Data data set, 481 North American households were selected based on having at least 300 days of data available, equipped with ≥6 sensors, and having a maximum of 4 occupants. Daily sleep cycles were identified based on sensor activation and used to quantify sleep time, wake-up time, sleep duration, and time spent at home. Each household’s record was divided into different subsets based on seasonal, weekday, and seasonal weekday scales.

Results: Our results demonstrate that sleep parameters (sleep time, wake-up time, and sleep duration) were significantly influenced by the weekdays. The sleep time on Fridays and Saturdays is greater than that on Mondays, Wednesdays, and Thursdays (n=450; P<.001; odds ratio [OR] 1.8, 95% CI 1.5-3). There is significant sleep duration difference between Fridays and Saturdays and the rest of the week (n=450; P<.001; OR 1.8, 95% CI 1.4-2). Consequently, the wake-up time is significantly changing between weekends and weekdays (n=450; P<.001; OR 5.6, 95% CI 4.3-6.3). The results also indicate that households spent more time at home on Sundays than on the other weekdays (n=445; P<.001; OR 2.06, 95% CI 1.64-2.5). Although no significant association is found between sleep parameters and seasonal variation, the time spent at home in the winter is significantly greater than that in summer (n=455; P<.001; OR 1.6, 95% CI 1.4-2.3). These results are in accordance with existing literature.

Conclusions: This is the first study to use smart home thermostat data to monitor sleep parameters and time spent at home and their dependence on weekday, seasonal, and seasonal weekday variations at the population level. These results provide evidence of the potential of using Internet of Things data to help public health officials understand variations in sleep indicators caused by global events (eg, pandemics and climate change).

(JMIR Mhealth Uhealth 2022;10(4):e28811) doi:10.2196/28811
Introduction

Background

Sleep is vital for human health, as it promotes physical and mental well-being at the individual and population levels [1]. Sleep affects brain function and the performance of other systems within the body such as digestive, cardiovascular, and endocrine [2,3]. The lack of proper sleep can cause fatigue, reduced concentration, and depression [4]. In addition, inefficient or disturbed sleep, due to behaviors such as technology use (eg, use of mobile device screens), can also lead to chronic stress and poor mental health [5]. Researchers have found that insufficient sleep is associated with a significant increase in mortality, diabetes, cardiovascular disease, coronary heart disease, and obesity [6]. Today, sleep health is understood not as an isolated portion of the day but as a significant part of a healthy 24-hour cycle [7].

The Public Health Agency of Canada recommends that individuals aged 18 to 64 years get between 7 and 9 hours of sleep per night and those aged ≥65 years between 7 and 8 hours per night [8]. In Canada, at least one in four adults is not getting enough sleep [8]. Even higher levels of sleep deprivation are reported for those aged 35 to 64 years. Similarly, in the United States, 25% of adults self-reported having <7 to 9 hours of sleep [9]. Insufficient sleep duration occurs despite the time spent indoors having increased over the last century [10].

Sleep research has historically relied on single-sleep questionnaires or sleep diaries [11]. However, self-reported sleep data are prone to recall bias and social desirability bias [11]. Sleep patterns have also been inferred by measuring human brain activity, breathing and blood oxygenation levels, muscle and eye movements, and heart rate [12]. These types of studies, although informative, rely on sleep data collected from artificial laboratory environments and do not reflect sleep patterns in a real-world setting, as individuals are often sleeping in a controlled environment with different, albeit fewer, disturbances. There is a need for the modernization of research methodologies to enable the unbiased collection of sleep pattern data in real-world settings.

The development of smartphones and wearable devices has enabled continuous behavioral monitoring [9]. The assessment of sleep behavior can now be performed using wearable devices such as smartwatches or actigraphs [11] or by interpreting the interactions of a user with the device (eg, smartphone screen) [4].

Advances in smart home technology and the Internet of Things (IoT) have the potential to take behavioral monitoring even further [13]. Smart devices collect data objectively; they are unobtrusive and require zero effort from study participants [14]. This technology has the additional advantage that it can assess behavior in individuals with physical or mental impairments who may be unable to interact with smartphones or wearable devices [15]. These advances offer a previously unprecedented opportunity to monitor sleep behaviors in a real-world setting using methods that can reduce participant bias [16]. Previous studies have successfully used smart thermostats to monitor indoor behavior including sleep [17].

Objectives

The objective of this study is to evaluate the potential use of smart home thermostats to help us understand population-wide sleep patterns, as well as the time the population spends indoors during the year. To assess the impact of different seasonal patterns (eg, days of the week, weekdays vs weekends, and seasons of the year) on sleep health as well as indoor activity, we developed the IoT-based population-level indicators for sleep duration, sleep time, wake-up time, and time spent at home. These indicators are compared across multiple seasonal patterns as weekdays, seasons of the years, and a combined cross-analysis between weekdays and seasons of the year. Ultimately, this study will provide evidence of the potential use of large-scale IoT data to help public health researchers understand the sleep patterns of their population by using the nonobtrusive data collection methods, which will lead to the future use of these data to understand the effects of large-scale global health events (eg, pandemics and climate change).

Methods

This is an exploratory study using secondary data from IoT devices. In this study, we used smart thermostat data from North America.

Data

In this study, our team explored the use of the Donate Your Data (DYD) data from the ecobee smart home thermostat. The data are composed of the anonymized indoor activity of households captured every 5 minutes through the embedded motion sensors [18]. Approximately 98% of participating households in the DYD program are in North America. Taking the specification of ecobee motion sensors into account, for a family size of up to 4, the distribution of floor area has been identified. On the basis of previous exploratory work, we identified the optimum number of sensors based on the average floor area and minimum distance coverage of the sensors. Our household selection criteria included a minimum of 300 days of data available on the data set, the presence of at least six motion sensors in the home, and a maximum of 4 residents. The data management and analysis have been performed on Microsoft Azure Databricks and the scikit learn library [19] in Python (version 3.6).

Defining the Sleep Parameters and Time Spent at Home

The original DYD data were reported every 5 minutes. To avoid unnecessary uncertainty, the data were aggregated in 30-minute intervals [18,20,21]. The sum of activation of all sensors, in every 30-minute interval, corresponds to the activity level for that period.
The activation of 1 sensor for 5 minutes corresponds to a score of 1. In a 30-minute interval, the active interval was defined as a score ≥4 (eg, 1 sensor active for 4×5-minute interval [20 minutes], 4 sensors each active for 5 minutes, or any combination of the aforementioned parameters). Intervals with activation sums below this threshold were considered noise. The data were compounded into a binary vector representing a daily record with 48 time slots [18].

This activation pattern was identified to ensure that, while avoiding unnecessary noise, two types of behavior can be picked up by the system: (1) individuals staying in the same room for extended periods, hence activating one sensor sequentially, or (2) individuals moving around the house, hence activating multiple sensors in a shorter time frame.

To develop the different sleep indicators discussed above, we divided each day into two parts, namely, (1) midnight until noon and (2) 8 PM to midnight, and disregarded the time interval from noon to 8 PM. In every 2 consecutive days (eg, days 0 and 1), a sleep cycle was defined as the second part of day 0 combined with the first part of day 1 (Figure 1).

To identify the sleep indicators of each household, the following steps were performed:

1. using the Gaussian mixture model [22] to segment the sleep cycle records into different clusters to differentiate the sleep–wake-up behaviors through the selected time scale,

2. identifying the sleep–wake-up patterns in each cluster by averaging the activation of sensors at each time interval (if the average of activation is >0.5, it is assumed that the sensor was active at that time; otherwise, it is assumed as inactive), and

3. specifying the sleep indicators for each sleep–wake-up pattern, using the following assumptions:

   - the deactivation (sleep time) occurs before activation (wake-up time),
   - the earliest possible deactivation (sleep time) can start at 8 PM, and
   - the largest interval between 2 consecutive deactivation and activation times (eg, starts at 8 PM until noon) represents the sleep time, wake-up time, and sleep duration.

Ultimately, the weighted average of each indicator demonstrates the result of sleep parameters for each household at the selected time scale, where the weighted average is defined by the following:

\[ \text{Weighted Average} = \frac{\sum \text{Indicators} \times \text{Weights}}{\sum \text{Weights}} \]

In addition to sleep indicators, we also explored the amount of time spent at home, where the daily cycle records are used to identify the different patterns in each cluster. From each pattern, the amount of time spent at home is defined by the sum of activation of sensors at each interval. The weighted average of each cluster demonstrates the ultimate result.

To explore some of the seasonal effects on sleep and indoor activity patterns, we stratified the data based on different time frames: weekdays and seasons of the year. Next, we compared the different indicators in each of the different time frames (ie, sleep and time spent at home). For each stratified group, the indicators were calculated and the statistical significance between groups was evaluated using analysis of variance (ANOVA) [23]. The statistically significant differences of two indicators (ie, sleep and time at home) were further explored using Tukey post hoc tests [24].

For each of the stratified groups, we present complete descriptive statistics: sample size, mean (SD), SE, and 99% CI of the mean. We assumed that the subsets are independent and distributed normally and the variances are homogeneous [25]. The homogeneity of variance was evaluated using the Levene test [25].
Figure 1. Combining the 2 consecutive dates to create the sleep cycle and identify the sleep time, sleep duration, and wake-up time.

Seasons of the Year
Data were stratified by seasons of the year, dividing the annual record of each household into 4 seasons [26]. The start and end dates of each season are as follows: winter (January 1 to March 21), spring (March 22 to June 21), summer (June 22 to September 21), and fall (September 22 to December 21).

The distribution of all the subsets as well as the homogeneity of variances was checked using the Levene test [23,27]. The 1-way ANOVA and Tukey post hoc tests were used to evaluate the statistically significant relationship between sleep time, wake-up time, sleep duration, and time spent at home with respect to different seasons.

Weekdays
A similar approach was used for stratifying the data on different weekdays. The annual records of each household were stratified into 7 subsets, representing data from each weekday. The distribution of all the subsets, as well as the homogeneity of variances, was investigated using the Levene test. The 1-way ANOVA and Tukey post hoc tests were used to evaluate the statistically significant relationship among sleep time, wake-up time, sleep duration, and time spent at home when comparing different weekdays.

Seasmons of the Year and Weekdays
In the combined analysis exploring seasons of the year and weekdays, the annual record of each household was divided into two independent variables: each of 4 seasons and each of 7 days of the week.

The same approach has been replicated for the analysis of different sleep parameters and time spent at home. The 2-way ANOVA [23] and Tukey post hoc test were used to compare the differences of each parameter for different seasons and weekdays simultaneously.

Results
Overview
To examine sleep patterns across large populations, we explored the DYD ecobee smart home thermostat data set. The DYD program is hosted by ecobee and provides researchers with access to anonymized data from 110,000 households. After we assessed these households for eligibility, a total of 481 households met the inclusion criteria and were included in this study: they had at least 300 days of data available in the DYD data set, at least six sensors, and a maximum of 4 residents. Of the 481 households included in the study, 390 (81.1%) were in the United States, 63 (13.1%) were in Canada, and 28 (5.8%) had undeclared locations. The largest proportion (40/390, 10%) of households in the United States were in the state of California. In Canada, most households were from the province of Ontario (40/63, 65%).

Effect of Seasons of the Year on Sleep Parameters and Time Spent at Home
To examine the effect of different seasons on sleep parameters, household data were stratified into 4 seasons. For each of the four indicators (sleep time, wake-up time, sleep duration, and time spent at home), the statistical distributions are presented in Table 1.

The sleep duration and time spent at home, is presented as the total number of minutes. While, the sleep time and wake-up time are presented using the standard hh:mm format.
Knowing that the null hypothesis of the Levene test is that the groups we are comparing all have equal population variances, the results would confirm the homogeneity of variances in each of the stratified groups is (Table 2).

We can declare all groups homogeneous with a significance threshold of ($P<.01$). A 1-way ANOVA test was used to compare the seasonal differences for different sleep parameters and time spent at home (Table 3).

Assuming that all other variables are constant, there is a statistically significant difference in time spent at home in different seasons of the year. However, season alone has no statistically significant impact on sleep time, wake-up time, and sleep duration.

Table 1. Descriptive statistics for season-based stratified groups for sleep parameters (sleep time, wake-up time, and sleep duration) and time spent at home.\(^a\)

<table>
<thead>
<tr>
<th>Season</th>
<th>Value, N</th>
<th>Value, mean (SD; SE; 99% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sleep time</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Summer</td>
<td>455</td>
<td>22:32 (108.37; 5.08; 22:19-22:45)</td>
</tr>
<tr>
<td>Fall</td>
<td>461</td>
<td>22:25 (89.12; 4.15; 22:14-22:36)</td>
</tr>
<tr>
<td><strong>Wake-up time</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spring</td>
<td>461</td>
<td>6:22 (93.05; 4.33; 6:11-6:33)</td>
</tr>
<tr>
<td>Summer</td>
<td>455</td>
<td>6:31 (84.75; 3.97; 6:21-6:41)</td>
</tr>
<tr>
<td>Fall</td>
<td>461</td>
<td>6:26 (88.36; 4.12; 6:15-6:37)</td>
</tr>
<tr>
<td>Winter</td>
<td>466</td>
<td>6:26 (102.75; 4.76; 6:14-6:39)</td>
</tr>
<tr>
<td><strong>Sleep duration</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spring</td>
<td>461</td>
<td>466.54 (106.23; 4.95; 453.79-479.28)</td>
</tr>
<tr>
<td>Summer</td>
<td>455</td>
<td>472.54 (109.59; 5.14; 459.31-485.77)</td>
</tr>
<tr>
<td>Fall</td>
<td>461</td>
<td>477.83 (106.2; 4.95; 465.09-490.57)</td>
</tr>
<tr>
<td>Winter</td>
<td>466</td>
<td>465.05 (110.65; 5.13; 451.84-478.25)</td>
</tr>
<tr>
<td><strong>Time spent home</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spring</td>
<td>461</td>
<td>523.13 (227.56; 10.6; 495.83-550.43)</td>
</tr>
<tr>
<td>Summer</td>
<td>455</td>
<td>486.58 (237.4; 11.13; 457.91-515.25)</td>
</tr>
<tr>
<td>Fall</td>
<td>461</td>
<td>529.39 (226.42; 10.55; 502.22-556.55)</td>
</tr>
<tr>
<td>Winter</td>
<td>466</td>
<td>546.43 (235.53; 10.91; 518.32-574.53)</td>
</tr>
</tbody>
</table>

\(^a\)The mean of sleep time and wake-up time, along with their CIs, is presented using a standard hh:mm format. The SD of all 4 indicators, as well as the sleep duration and time spent at home, is presented as the total number of minutes.

Table 2. Evaluating the homogeneity of variances in different seasonal groups using the Levene test.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wake-up time</td>
<td>.47</td>
</tr>
<tr>
<td>Sleep time</td>
<td>.12</td>
</tr>
<tr>
<td>Sleep duration</td>
<td>.84</td>
</tr>
<tr>
<td>Time spent home</td>
<td>.66</td>
</tr>
</tbody>
</table>

The Tukey post hoc test was performed to identify the significant pairs. The difference in means, CIs, and adjusted $P$ values per pair are presented in Table 4.

The results indicate a significant difference in the time spent at home between winter and summer ($P<.001$; odds ratio [OR] 1.6, 95% CI 1.3-2.3).

The results of the Tukey post hoc test demonstrate that the time spent at home among these households during the winter is statistically significant from that during the summer. On average, individuals in these households spend, in the summer, 1 extra hour outside when compared with that in the winter. These results demonstrate the potential of this IoT data set to inform public health practice by providing insights on population-level behaviors in different conditions.

The Tukey post hoc test was performed to identify the significant pairs. The difference in means, CIs, and adjusted $P$ values per pair are presented in Table 4.
Table 3. Analysis of variance test to explore the effect of seasons of the year on sleep time, sleep duration, wake-up time, and time spent at home.

<table>
<thead>
<tr>
<th></th>
<th>Sum of squares</th>
<th>df</th>
<th>F test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sleep time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(season)</td>
<td>26,092.90</td>
<td>3</td>
<td>0.85</td>
<td>.47</td>
</tr>
<tr>
<td>Residual</td>
<td>18,783,017.85</td>
<td>1839</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Wake-up time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(season)</td>
<td>20,683.21</td>
<td>3</td>
<td>0.81</td>
<td>.49</td>
</tr>
<tr>
<td>Residual</td>
<td>15,744,147.50</td>
<td>1839</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sleep duration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(season)</td>
<td>13.26</td>
<td>3</td>
<td>1.36</td>
<td>.25</td>
</tr>
<tr>
<td>Residual</td>
<td>5979.04</td>
<td>1839</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Time spent home</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(season)</td>
<td>874,376.67</td>
<td>3</td>
<td>5.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residual</td>
<td>98,783,401.15</td>
<td>1839</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Effect of Different Weekdays Sleep Parameters and Time Spent at Home

The ability to identify sleep indicators and time spent at home on different weekdays, using an IoT data set, is further evidence of the potential use of these data to understand and monitor the behaviors of a population [28]. To examine the influence of different weekdays on the 4 indicators, household data were divided between 7 weekdays. For each indicator, the descriptive statistics for each weekday as well as the homogeneity of variances within different weekdays are presented in Tables 5 and 6, respectively.

We found no significant difference of variances among the 7 weekdays for wake-up time, sleep time, and time spent at home. However, the sleep duration is not fulfilling the variance homogeneity assumption, and the results need to be generalized with precaution. As explained in Figure 1, a typical sleep cycle is spread across 2 days, beginning and ending on different dates. Therefore, the sleep time and sleep duration occur on one day and wake-up time on the next day (Figure 1), which is likely one of the reasons for the nonhomogeneous distribution of variances. The sleep time, wake-up time, sleep duration, and time spent at home on weekdays are illustrated in Figure 2.

The average sleep time for the entire sample was 10:40 PM (Figure 2A). Most households had a sleep time earlier than 10:40 PM during weekdays, and the average sleep time on weekends was greater than 6:20 AM (Figure 2B).
The average sleep duration for the entire sample was 8 hours (Figure 2C). The average sleep duration of the households was 7½ hours on Mondays, Tuesdays, Wednesdays, Thursdays, and Sundays. The sleep duration was longer than 8 hours on Fridays and Saturdays.

The average time spent at home for the entire sample was 9 hours (Figure 2D). The time spent at home on weekends was >9 hours.

The 1-way ANOVA showed statistically significant differences in sleep indicators and time spent at home for the stratified weekdays, assuming that all other variables were constant (Table 7).

The Tukey post hoc test comparing sleep time, sleep duration, wake-up time, and time spent at home for different weekday pairs are presented in Table 8. The results of the overall comparison and the significant pairs are presented in Multimedia Appendix 1 and Table 8, respectively. Owing to a large number of comparisons, we only present the statistically significant results in Table 8. Out of all the 21 possible pair combinations for each indicator, we had 8 (38%) statistically significant pairs when comparing sleep time, 10 (47%) when comparing wake-up time, 10 (47%) when comparing sleep duration, and 6 (29%) when comparing time spent at home.

The Tukey post hoc test provides evidence that the sleep time on Fridays and Saturdays was statistically different from that on Mondays, Wednesdays, and Thursdays (OR 1.8, 95% CI 1.5-3; P<.001). The most significant difference in sleep time was between Mondays and Saturdays, with an average of 40 minutes earlier on Mondays than on Saturdays (Table 8).

There was a statistically significant difference in wake-up time on Saturdays and Sundays compared with that on the remaining weekdays (OR 5.6, 95% CI 4.3-6.3; P<.001). The maximum wake-up time difference was between Tuesdays and Sundays, with households waking an average of 76 minutes later on Sundays (Table 8).

The sleep duration on Fridays and Saturdays was statistically significant from the other days of the week (OR 1.8, 95% CI 1.4-2; P<.001), with households sleeping longer on Fridays and Saturdays than on the other days of the week. The highest sleep duration difference was between Tuesdays and Saturdays, with an extra 36 minutes of sleep on Saturdays (Table 8).

There was a statistically significant difference in the time spent at home on Sundays with respect to other days of the week (OR 2.06, 95% CI 1.64-2.5; P<.001). The highest difference in time spent at home is between Thursdays and Sundays, with an average of 96 minutes more time spent at home on Sundays (Table 8).

These results indicate that the data collected by IoT smart home sensors can provide evidence of expected differences between sleep time, wake-up time, sleep duration, and time spent at home. These results provide further evidence for using these data to monitor population-level changes caused by global events.
Table 5. Descriptive statistics of stratified weekday group for sleep indicators and time spent at home.\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>Value, N</th>
<th>Value, mean (SD; SE; 99% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sleep time (PM)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monday</td>
<td>463</td>
<td>10:26 (81.3; 3.78; 10:16-10:35)</td>
</tr>
<tr>
<td>Tuesday</td>
<td>459</td>
<td>10:35 (94.53; 4.41; 10:23-10:46)</td>
</tr>
<tr>
<td>Wednesday</td>
<td>458</td>
<td>10:31 (86.22; 4.03; 10:20-10:41)</td>
</tr>
<tr>
<td>Thursday</td>
<td>460</td>
<td>10:33 (99.67; 4.65; 10:21-10:44)</td>
</tr>
<tr>
<td>Friday</td>
<td>463</td>
<td>10:54 (89.2; 4.15; 10:43-11:04)</td>
</tr>
<tr>
<td>Saturday</td>
<td>464</td>
<td>11:03 (104.04; 4.84; 10:51-11:16)</td>
</tr>
<tr>
<td>Sunday</td>
<td>466</td>
<td>10:36 (85.27; 3.95; 10:26-10:47)</td>
</tr>
<tr>
<td><strong>Wake-up time (AM)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monday</td>
<td>463</td>
<td>6:06 (70.6; 3.28; 5:57-6:14)</td>
</tr>
<tr>
<td>Tuesday</td>
<td>459</td>
<td>5:54 (74.22; 3.46; 5:45-6:02)</td>
</tr>
<tr>
<td>Wednesday</td>
<td>458</td>
<td>6:03 (73.7; 3.44; 5:55-6:12)</td>
</tr>
<tr>
<td>Thursday</td>
<td>460</td>
<td>6:04 (84.86; 3.96; 5:54-6:14)</td>
</tr>
<tr>
<td>Friday</td>
<td>463</td>
<td>6:05 (72.76; 3.38; 5:57-6:14)</td>
</tr>
<tr>
<td>Saturday</td>
<td>464</td>
<td>7:00 (101.23; 4.71; 6:48-7:12)</td>
</tr>
<tr>
<td>Sunday</td>
<td>466</td>
<td>7:08 (79.51; 3.68; 6:58-7:17)</td>
</tr>
<tr>
<td><strong>Sleep duration</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monday</td>
<td>463</td>
<td>449.1 (95.83; 4.45; 437.63-460.57)</td>
</tr>
<tr>
<td>Tuesday</td>
<td>459</td>
<td>447.76 (97.47; 4.55; 436.04-459.48)</td>
</tr>
<tr>
<td>Wednesday</td>
<td>458</td>
<td>449.88 (92.13; 4.3; 438.79-460.97)</td>
</tr>
<tr>
<td>Thursday</td>
<td>460</td>
<td>449.73 (96.21; 4.49; 438.17-461.28)</td>
</tr>
<tr>
<td>Friday</td>
<td>463</td>
<td>477.99 (110.99; 5.16; 464.7-491.27)</td>
</tr>
<tr>
<td>Saturday</td>
<td>464</td>
<td>483.25 (111.16; 5.17; 469.92-496.57)</td>
</tr>
<tr>
<td>Sunday</td>
<td>466</td>
<td>450.18 (89.15; 4.13; 439.54-460.82)</td>
</tr>
<tr>
<td><strong>Time spent home</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monday</td>
<td>463</td>
<td>516.47 (216.85; 10.08; 490.51-542.43)</td>
</tr>
<tr>
<td>Tuesday</td>
<td>459</td>
<td>486.14 (215.28; 10.05; 460.26-512.02)</td>
</tr>
<tr>
<td>Wednesday</td>
<td>458</td>
<td>503.46 (219.69; 10.27; 477.02-529.91)</td>
</tr>
<tr>
<td>Thursday</td>
<td>460</td>
<td>482.41 (213.16; 9.94; 456.81-508.01)</td>
</tr>
<tr>
<td>Friday</td>
<td>463</td>
<td>498.95 (223.06; 10.37; 472.25-525.65)</td>
</tr>
<tr>
<td>Saturday</td>
<td>462</td>
<td>533.51 (215.45; 10.02; 507.69-559.33)</td>
</tr>
<tr>
<td>Sunday</td>
<td>466</td>
<td>576.27 (220.66; 10.22; 549.94-602.6)</td>
</tr>
</tbody>
</table>

\(^a\)The mean of sleep time and wake-up time, along with their CIs, is presented using a standard hh:mm format. The SD of all 4 indicators, as well as the sleep duration and time spent at home, is presented as the total number of minutes.

Table 6. Evaluating the homogeneity of variances in different weekday groups using the Levene test.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wake-up time</td>
<td>.02</td>
</tr>
<tr>
<td>Sleep time</td>
<td>.02</td>
</tr>
<tr>
<td>Sleep duration</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time spent home</td>
<td>.86</td>
</tr>
</tbody>
</table>
Figure 2. The box plot of wake-up time (A), sleep time (B), sleep duration (C), and time spent at home (D) for weekdays. The dashed line represents the total average.

Table 7. The analysis of variance test compares weekdays’ impact on sleep time, sleep duration, wake-up time, and time spent at home.

<table>
<thead>
<tr>
<th></th>
<th>Sum of squares</th>
<th>df</th>
<th>F test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sleep time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(wday)</td>
<td>524,447.23</td>
<td>6</td>
<td>10.39</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residual</td>
<td>27,150,245.54</td>
<td>3226</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Wake-up time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(wday)</td>
<td>2,591,512.52</td>
<td>6</td>
<td>67.05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residual</td>
<td>20,782,158.97</td>
<td>3226</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sleep duration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(wday)</td>
<td>180.43</td>
<td>6</td>
<td>10.97</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residual</td>
<td>8843.10</td>
<td>3226</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Time spent home</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(wday)</td>
<td>2,970,000</td>
<td>6</td>
<td>10.39</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residual</td>
<td>15,300,000,000</td>
<td>3224</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a wday: weekday.
Table 8. The significant results of the Tukey test for sleep time, wake-up time, sleep duration, and time spent home were stratified by different weekdays.

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
<th>Difference (SE)</th>
<th>95% CI of the mean</th>
<th>q value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sleep time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monday</td>
<td>Friday</td>
<td>29.69 (9.93)</td>
<td>10.34-45.93</td>
<td>6.60</td>
<td>.001</td>
</tr>
<tr>
<td>Monday</td>
<td>Saturday</td>
<td>40.35 (25.11)</td>
<td>20.13-55.74</td>
<td>8.89</td>
<td>.001</td>
</tr>
<tr>
<td>Tuesday</td>
<td>Saturday</td>
<td>28.45 (9.15)</td>
<td>11.10-46.78</td>
<td>6.77</td>
<td>.001</td>
</tr>
<tr>
<td>Wednesday</td>
<td>Friday</td>
<td>23.23 (2.74)</td>
<td>5.15-40.83</td>
<td>5.38</td>
<td>.003</td>
</tr>
<tr>
<td>Wednesday</td>
<td>Saturday</td>
<td>33.90 (17.91)</td>
<td>14.94-50.64</td>
<td>7.66</td>
<td>.001</td>
</tr>
<tr>
<td>Thursday</td>
<td>Friday</td>
<td>21.93 (−9.80)</td>
<td>3.34-38.98</td>
<td>4.95</td>
<td>.007</td>
</tr>
<tr>
<td>Thursday</td>
<td>Saturday</td>
<td>32.60 (5.38)</td>
<td>13.13-48.80</td>
<td>7.24</td>
<td>.001</td>
</tr>
<tr>
<td>Saturday</td>
<td>Sunday</td>
<td>−25.67 (−17.14)</td>
<td>9.36-44.91</td>
<td>6.37</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Wake-up time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monday</td>
<td>Saturday</td>
<td>51.59 (23.42)</td>
<td>38.89-70.00</td>
<td>14.61</td>
<td>.001</td>
</tr>
<tr>
<td>Monday</td>
<td>Sunday</td>
<td>61.23 (8.25)</td>
<td>46.73-77.77</td>
<td>16.73</td>
<td>.001</td>
</tr>
<tr>
<td>Tuesday</td>
<td>Saturday</td>
<td>66.01 (20.75)</td>
<td>50.9-82.08</td>
<td>17.80</td>
<td>.001</td>
</tr>
<tr>
<td>Tuesday</td>
<td>Sunday</td>
<td>75.65 (5.59)</td>
<td>58.74-89.84</td>
<td>19.93</td>
<td>.001</td>
</tr>
<tr>
<td>Wednesday</td>
<td>Saturday</td>
<td>55.36 (20.83)</td>
<td>40.98-72.17</td>
<td>15.13</td>
<td>.001</td>
</tr>
<tr>
<td>Wednesday</td>
<td>Sunday</td>
<td>65.00 (5.66)</td>
<td>48.81-79.93</td>
<td>17.26</td>
<td>.001</td>
</tr>
<tr>
<td>Thursday</td>
<td>Saturday</td>
<td>54.63 (8.48)</td>
<td>40.38-71.53</td>
<td>14.99</td>
<td>.001</td>
</tr>
<tr>
<td>Thursday</td>
<td>Sunday</td>
<td>64.27 (−6.69)</td>
<td>48.21-79.3</td>
<td>17.11</td>
<td>.001</td>
</tr>
<tr>
<td>Friday</td>
<td>Saturday</td>
<td>53.40 (20.32)</td>
<td>39.13-70.23</td>
<td>14.67</td>
<td>.001</td>
</tr>
<tr>
<td>Friday</td>
<td>Sunday</td>
<td>63.04 (5.15)</td>
<td>46.96-78.00</td>
<td>16.80</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Sleep duration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monday</td>
<td>Friday</td>
<td>28.32 (16.06)</td>
<td>9.63-48.15</td>
<td>6.26</td>
<td>.001</td>
</tr>
<tr>
<td>Monday</td>
<td>Saturday</td>
<td>32.07 (17.06)</td>
<td>14.88-53.42</td>
<td>7.39</td>
<td>.001</td>
</tr>
<tr>
<td>Tuesday</td>
<td>Friday</td>
<td>32.67 (14.72)</td>
<td>10.93-49.53</td>
<td>6.54</td>
<td>.001</td>
</tr>
<tr>
<td>Tuesday</td>
<td>Saturday</td>
<td>36.42 (15.73)</td>
<td>16.18-54.8</td>
<td>7.67</td>
<td>.001</td>
</tr>
<tr>
<td>Wednesday</td>
<td>Friday</td>
<td>29.19 (19.87)</td>
<td>8.79-47.42</td>
<td>6.07</td>
<td>.001</td>
</tr>
<tr>
<td>Wednesday</td>
<td>Saturday</td>
<td>32.94 (20.88)</td>
<td>14.04-52.68</td>
<td>7.20</td>
<td>.001</td>
</tr>
<tr>
<td>Thursday</td>
<td>Friday</td>
<td>28.42 (16.14)</td>
<td>8.97-47.55</td>
<td>6.11</td>
<td>.001</td>
</tr>
<tr>
<td>Thursday</td>
<td>Saturday</td>
<td>32.17 (17.14)</td>
<td>14.22-52.82</td>
<td>7.25</td>
<td>.001</td>
</tr>
<tr>
<td>Friday</td>
<td>Sunday</td>
<td>−29.79 (−21.29)</td>
<td>8.58-47.04</td>
<td>6.03</td>
<td>.001</td>
</tr>
<tr>
<td>Saturday</td>
<td>Sunday</td>
<td>−33.54 (−22.29)</td>
<td>13.83-52.30</td>
<td>7.17</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Time spent home</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monday</td>
<td>Sunday</td>
<td>57.96 (1.06)</td>
<td>17.64-101.95</td>
<td>5.92</td>
<td>.001</td>
</tr>
<tr>
<td>Tuesday</td>
<td>Sunday</td>
<td>89.32 (1.85)</td>
<td>47.88-132.38</td>
<td>8.90</td>
<td>.001</td>
</tr>
<tr>
<td>Wednesday</td>
<td>Sunday</td>
<td>73.31 (−2.23)</td>
<td>30.53-115.08</td>
<td>7.19</td>
<td>.001</td>
</tr>
<tr>
<td>Thursday</td>
<td>Saturday</td>
<td>53.82 (0.72)</td>
<td>8.79-93.42</td>
<td>5.04</td>
<td>.004</td>
</tr>
<tr>
<td>Thursday</td>
<td>Sunday</td>
<td>95.69 (5.39)</td>
<td>51.63-136.08</td>
<td>9.27</td>
<td>.001</td>
</tr>
<tr>
<td>Friday</td>
<td>Sunday</td>
<td>79.39 (−5.58)</td>
<td>35.16-119.47</td>
<td>7.65</td>
<td>.001</td>
</tr>
</tbody>
</table>
The Effect Combined of Seasons and Weekdays on Sleep Indicators and Time Spent at Home

To further investigate the ability of the smart thermostat IoT data to differentiate patterns in the data and days with unique behavioral patterns, we investigated the combined effect of weekdays and seasons of the year. This proposed analysis will focus on comparing the 4 indicators on different seasons of the year but blocking out analysis by weekday. We first divided the data into 7 weekdays and then, within each weekday, into 4 seasons. Descriptive statistics of the season-weekday groups, as well as the validated results of homogeneity of variances among all subsets for wake-up time, sleep duration, and time spent at home have been provided in Multimedia Appendix 1.

We found no significant difference of variance among subsets, except for the Saturday sleep time, which requires caution when generalizing the results.

The 2-way ANOVA [29] demonstrates the statistically significant differences in sleep indicators and time spent at home with respect to the variation of seasons and weekdays (Table 9).

The greatest impact of seasonality on weekday-specific variations was seen with respect to time spent at home. Figure 3 illustrates the differences through box plots for Thursdays (Figure 3A), Fridays (Figure 3B), Saturdays (Figure 3C), and Sundays (Figure 3D) with respect to the different seasons.

Through ANOVA, followed by the Tukey post hoc test, there was a statistically significant difference in time spent at home on Thursdays in the summer in contrast with other seasons. The average time households spend at home on Thursdays is 8½ hours. The time spent at home during the summer was significantly less than that in all other seasons (Figure 3A–D). The time spent at home in the summer on Fridays (Figure 3B), Saturdays (Figure 3C), and Sundays (Figure 3D) is significantly less than in the winter. The time spent at home on Saturdays in the summer is statistically different from that in winter and fall. Households spend less time at home on Saturdays during the summer than during the fall (Figure 3C).

The results demonstrate that the sleep indicators and the time spent at home are significantly associated with variation of seasons of the year and weekdays. To identify the season’s impact on each weekday and compare the different parameters of sleep and time spent at home, we used the Tukey post hoc test to compare the variation of seasons with respect to the specific weekday. The overall comparison and the significant pair results are presented in the Multimedia Appendix 1 and Table 10, respectively.

Different seasons did not have a statistically significant effect on sleep time and sleep duration. There was a statistically significant difference between the wake-up time on Fridays between summer and winter, with an average of 27 (SD 5) minutes (Table 10).

Table 9. The 2-way analysis of variance test to compare season and weekdays’ impact on sleep time, sleep duration, wake-up time, and time spent at home.

<table>
<thead>
<tr>
<th></th>
<th>Sum of squares</th>
<th>df</th>
<th>F test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sleep time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(wday)</td>
<td>1,639,363</td>
<td>6</td>
<td>32.18</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C(season)</td>
<td>136,515.4</td>
<td>3</td>
<td>5.36</td>
<td>.001</td>
</tr>
<tr>
<td>Residual</td>
<td>112,487,100</td>
<td>13,247.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Wake-up time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(wday)</td>
<td>5,786,750.05</td>
<td>6</td>
<td>134.32</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C(season)</td>
<td>379,805.86</td>
<td>3</td>
<td>17.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residual</td>
<td>95,119,438.37</td>
<td>13,247.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sleep duration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(wday)</td>
<td>394.48</td>
<td>6</td>
<td>22.47</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C(season)</td>
<td>135.76</td>
<td>3</td>
<td>15.47</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residual</td>
<td>38.752.79</td>
<td>13,247.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Time spent home</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(wday)</td>
<td>9,840,000</td>
<td>6</td>
<td>38.08</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C(season)</td>
<td>4,550,000</td>
<td>3</td>
<td>35.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residual</td>
<td>571,000,000</td>
<td>13,247.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*wday: weekday.
Figure 3. The box plot of time spent at home with respect to different seasons: Thursday seasons (A); Friday seasons (B); Saturday seasons (C); and Sunday seasons (D). The dashed line represents the total average.

Table 10. The significant results of the Tukey test for sleep time, wake-up time, sleep duration, and time spent at home for each weekday but different seasons.

<table>
<thead>
<tr>
<th></th>
<th>Group 1</th>
<th>Group 2</th>
<th>Difference (SE)</th>
<th>95% CI of the mean</th>
<th>q value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wake-up time</td>
<td>(Winter, Friday)</td>
<td>(Summer, Friday)</td>
<td>27.06 (4.93)</td>
<td>3.48-44.42</td>
<td>6.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time spent home</td>
<td>(Winter, Thursday)</td>
<td>(Summer, Thursday)</td>
<td>-81.23 (-5.77)</td>
<td>29.61-130.07</td>
<td>8.35</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(Winter, Friday)</td>
<td>(Summer, Friday)</td>
<td>-60.80 (-3.02)</td>
<td>8.06-108.36</td>
<td>6.10</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>(Winter, Saturday)</td>
<td>(Summer, Saturday)</td>
<td>-81.37 (-7.01)</td>
<td>32.01-132.58</td>
<td>8.60</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(Winter, Sunday)</td>
<td>(Summer, Sunday)</td>
<td>-69.50 (-5.42)</td>
<td>21.78-122.24</td>
<td>7.53</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(Spring, Thursday)</td>
<td>(Summer, Thursday)</td>
<td>-74.08 (-4.07)</td>
<td>24.00-124.36</td>
<td>7.77</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(Summer, Thursday)</td>
<td>(Fall, Thursday)</td>
<td>58.16 (-0.72)</td>
<td>10.91-111.00</td>
<td>6.40</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(Summer, Saturday)</td>
<td>(Fall, Saturday)</td>
<td>63.58 (-11.09)</td>
<td>11.55-111.90</td>
<td>6.46</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Overview

The advent of smart home technology has provided a previously unprecedented opportunity to collect population-wide, reliable, objective, nonintrusive data on human behavioral patterns. In this study, we evaluated the potential use of ecobee smart home thermostat data as a potential data source for informing public health practice.

Validation of IoT Smart Home Data as Indicators of Healthy Behavior

The initial step in the validation of a new data source as an indicator for public health monitoring is to demonstrate the discriminability of the data in the data set [30]. As new indicators are developed, researchers must demonstrate that variations in independent variables (ie, days of the week and seasons) will result in consistent and expected changes in the dependent variables (ie, sleep indicators and time at home) [31,32]. In this study, we successfully demonstrated the variations in our public health indicators of sleep and time at home (Table 8) caused by changes in the dependent variables. In the next few sections, we provide further discussion of the potential benefits of these indicators for public health practice and research.
**Sleep Parameters and Their Impact on Public Health**

Our data showed that the seasons of the year had no impact on sleep time, wake-up time, and sleep duration, assuming that all other variables are constant. Our results are in agreement with previous sleep studies conducted in contemporary Western societies [8,33-36] and indicate that the use of smart home thermostat data is a valid method to examine household sleep patterns. In contrast, a 2018 study conducted in Japan showed that seasons significantly affect the sleep parameters of the adult population [37]. These differences may reflect geo-climatic and sociocultural differences and their potential effects on sleep parameters.

Consistent with other reports [38], we found a strong influence of weekdays on sleep time, wake-up time, and sleep duration (Table 8). The sleep time and sleep duration on Fridays and Saturdays were significantly greater than on the other days of the week (Table 8), which is consistent with other studies in this space [38,39]. There is a statistically significant difference in wake-up time between weekends and weekdays, as also demonstrated by Zhang et al [40]. Understanding influences on sleep patterns is an important health determinant, as short sleep duration on weekdays (weekday sleep debt) is a risk factor for chronic diseases and can lead to early mortality [38].

**Time Spent Indoors and Its Impact on Public Health**

Using the ecobee thermostat data, we also demonstrated that residents spend on average 9 hours per day in their dwellings. Time spent at home varied significantly with respect to different days of the week and season. Previous studies on the impact of different seasons and time spent at home identify that time at home outdoors can vary according to factors such as the seasons, occupation, and age [41,42].

Our results demonstrate a statistically significant difference in the time spent at home between summer and winter, assuming that all other variables are constant (Table 4). In winter, the average daily time spent at home is 1 hour greater than that during the summer (Table 1). Previous studies are consistent with our results, showing a significant difference between physical activity and sedentary behavior between the winter and summer seasons, increasing time indoors during the winter, also found in the literature [33,43-45].

The time spent indoors varies from <8 hours to >10 hours for different days of the week (from a minimum average of 482.41 minutes on Thursdays to a maximum average of 576.27 minutes on Sundays) (Table 5), signifying a strong influence of weekdays and weekend variation on indoor behavior. Significantly more time was spent at home on Sundays than on other days of the week. These effects are consistent with the literature, as demonstrated by Bittman [46].

The duration of staying at home for each individual is linked to physical and mental health [47-49]. More time spent inside the house causes detachment from the natural world, reduced sunlight exposure, lower probability of physical activity, sedentary behavior, exposure to air pollutants, and reduced social interaction [50-52]. Physical activity and sedentary behavior have a strong influence on the risk factors of chronic diseases [53].

**Seasonal Weekdays Scale**

This study is the first to explore the simultaneous effect of seasons and weekdays on sleep parameters and time spent indoors. Our findings show a significant effect on wake-up time and time spent at home, but not on sleep time and sleep duration (Table 10). We identified that the wake-up time on Fridays in the summer is significantly greater than in the winter (Table 10). The average time spent at home in the summer (Thursdays, Fridays, Saturdays, and Sundays) is significantly less than in the winter, which is consistent with findings from other researchers such as Plasqui and Westerterp [54], Matz et al [55], and Farrow et al. [56]. Residents spend less time at home on Saturdays during the summer than during the fall.

**Strengths of IoT-Based Public Health Monitoring**

Previous studies used self-reported surveys [57], sleep diaries [58], accelerometers [59], wearables [60], and social media [61] to calculate different sleep parameters at the individual and population levels. This study is unique in its use of smart thermostats and remote motion sensors as data sources. The sleep results presented here are consistent with those published using other data sources, highlighting the validity of our methods. These data sets and analysis techniques can monitor behavioral health risk indicators at the population level for different geographic and geopolitical locations.

The use of big data from IoT devices has several advantages over traditional data sources [62]. This analysis used 1 year of data that can be extended to include additional years for the same households, enabling identification of longitudinal, long-term patterns. The total data set includes data from >100,000 households, with >5 years of data. Another strength of this data set is the granularity of the data, which are reported every 5 minutes. The use of zero-effort technology and data integration from several sensors will further enhance public health syndromic surveillance [63], with near–real-time monitoring potentially providing evidence of the immediate effect of public health policies at the population level. The COVID-19 pandemic has provided strong evidence of how our monitoring systems in public health need to be optimized and that the gap between data collection and data use must be reduced [64].

**Conclusions**

This study is the first of its kind, leveraging smart home thermostat data to monitor sleep indicators and time spent at home on different temporal scales (weekdays, seasonal, and seasonal weekdays) at the population level. This approach not only uses nonadhesive and zero-effort technology to collect the data but can also improve the decision-making of public health officials through large-scale, near–real-time IoT data. Our results demonstrate the variations in sleep indicators and time spent at home for different days of the week and different seasons of the year, which provides evidence of the discriminability of the data and will potentially lead to wider-scale use of IoT data in public health, which has the potential to monitor the effects of global events such as climate change and pandemics.
**Limitations**

Some of the limitations of this study include the absence of household socioeconomic and demographic data. The DYD data set is collected and compiled by ecobee, which unfortunately prevents us from collecting important additional data from our participants. As a result, no stratified analysis is possible for age, sex, race, and health indicators. In addition, the self-reported number of occupants and the size of the house may be inaccurate. As this study uses data at the household level, an individual-level analysis is not possible. Similarly, the data provided by ecobee only include information from indoor movement using sensors, limiting the analysis to indoor behaviors. Integration of these data with other IoT devices such as smartwatches, cell phones, and fitness trackers would provide more comprehensive insights into population-level behaviors.
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Abstract

Background: Adolescents transitioning from childhood to adulthood need to be equipped with sexual reproductive health (SRH) knowledge, skills, attitudes, and values that empower them. Accessible, reliable, appropriate, and friendly information can be provided through mobile phone–based health interventions.

Objective: This study aims to investigate the effectiveness and impact of an Unstructured Supplementary Service Data (USSD)–based app in increasing adolescents’ knowledge about contraceptives, gender-based stereotypes, sexually transmitted infections (STIs), abstinence, and perceived vulnerability, and helping adolescents make informed decisions about their SRH.

Methods: A randomized controlled trial (RCT) methodology was applied to investigate the potential of a USSD-based app for providing on-demand SRH information. To be eligible, adolescents aged 15 to 19 years residing in Kibra, Kenya, had to have access to a phone and be available for the 3-month follow-up visit. Participants were randomly assigned to the intervention (n = 146) and control (n = 154) groups using sequentially numbered, opaque, sealed envelopes. The primary outcome was improved SRH knowledge. The secondary outcome was improved decision-making on SRH. The outcomes were measured using validated tools on adolescent SRH and user perceptions during the follow-up visit. A paired sample t test was used to compare the changes in knowledge scores in both groups. The control group did not receive any SRH information.

Results: During the RCT, 54.9% (62/109) of adolescents used the USSD-based app at least once. The mean age by randomization group was 17.3 (SD 1.23) years for the control group and 17.3 (SD 1.12) years for the intervention group. There was a statistically significant difference in the total knowledge scores in the intervention group (mean 10.770, SD 2.012) compared with the control group (mean 10.170, SD 2.412) conditions (t<sub>179</sub>=2.197; P=.03). There was a significant difference in abstinence (P=.01) and contraceptive use (P=.06). Of the individuals who used the app, all participants felt the information received could improve decision-making regarding SRH. Information on STIs was of particular interest, with 27% (20/62) of the adolescents seeking information in this area, of whom 55% (11/20) were female. In relation to improved decision-making, 21.6% (29/134) of responses showed the adolescents were able to identify STIs and were likely to seek treatment; 51.7% (15/29) of these were female. Ease of use was the most important feature of the app for 28.3% (54/191) of the responses.

Conclusions: Adolescents require accurate and up-to-date SRH information to guide their decision-making and improve health outcomes. As adolescents already use mobile phones in their day-to-day lives, apps provide an ideal platform for this information. A USSD-based app could be an appropriate tool for increasing SRH knowledge among adolescents in low-resource settings.
Adolescents in the study valued the information provided because it helped them identify SRH topics on which they needed more information.

**Trial Registration:** Pan African Clinical Trial Registry PACTR202204774993198; https://pactr.samrc.ac.za/TrialDisplay.aspx?TrialID=22623
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**Introduction**

**Background**

The World Health Organization (WHO) has stated that universal access to quality sexual reproductive health (SRH) services is essential for sustainable development and global realization of health and human rights [1]. The United Nations has also made a commitment to ensure “universal access to sexual health and reproductive health-care services, including family planning, information and education” [2]. As SRH rights are fundamental to humanity’s well-being, the provision of evidence-based SRH interventions will secure lifelong positive impacts on health benefits and outcomes [3].

Adolescents transitioning from childhood to adulthood must be equipped with SRH knowledge, skills, attitudes, and values that empower them to develop successful sexual relationships. Several approaches, including comprehensive sexuality education and curriculum-based approaches, have been used to teach adolescents different aspects of sexuality [4]. Health interventions can be expanded to settings that adolescents engage in, beyond family and health care facilities [5]. Adolescents can be provided with high-impact, easily accessible, and reliable health information that is crucial for improving their reproductive health [6]. Content should be adolescent-friendly, appropriate to their SRH needs, swiftly provided, and not overwhelming [7].

In low- and middle-income countries, the exponential growth of mobile-based technologies has provided opportunities for the adoption of mobile health (mHealth) apps. The WHO identifies many mobile phone technologies that can be used to improve health outcomes in low- and middle-income countries, including SMS text messaging [8]. As research has shown, modes of information delivery and content must vary according to audience, appealing to different users in different ways [9]. In resource-limited settings, for instance, technology-based interventions have proven to be an effective way of providing health information [10].

Using evidence-based content to deliver adolescent SRH information on mobile phones has the potential to impact behaviors and improve health outcomes [11]. Several mobile phone–based interventions providing adolescent SRH services and their impact have been well-documented [12]. Research has shown that mHealth interventions have the potential to engage adolescents across sociodemographic settings and increase their knowledge and awareness [13]. Such interventions appeal to adolescents and, therefore, can mitigate the barriers to access associated with the delivery of adolescent SRH information at health care facilities [14].

Mobile phone–based health interventions are an increasingly feasible way to connect adolescents with SRH information and services in low-resource settings. Research has shown that interventions have been able to provide adolescents with knowledge that can lead to behavior change and improved health outcomes [15]. Mobile phone–based interventions can be tailored to each adolescent’s context and provide individualized and effective services [16]. To improve such interventions, it is important to document and review system interaction data to inform design and delivery improvements, thereby making mHealth apps more effective [17]. There are often concerns about privacy when using mobile phone apps, which must be considered during the app development process [15]. Unstructured Supplementary Service Data (USSD)-based mobile phone technology has been found to be a user-friendly, convenient, and confidential method for adolescent users to access SRH information [18,19].

**Objective**

This study investigates the potential of a USSD-based app for providing on-demand SRH information to adolescents in the resource-limited setting of Kibra, Nairobi County, Kenya. The aim of this study is to determine the effectiveness and impact of a USSD-based mobile phone app in (1) increasing adolescents’ knowledge about contraceptives, gender-based stereotypes, sexually transmitted infections (STIs), abstinence, and perceived vulnerability and (2) helping adolescents make informed decisions about their SRH.

**Methods**

**Ethics Approval**

The study protocol was reviewed and approved by the Kenyatta National Hospital University of Nairobi Ethics Review Committee in March 2019 (reference number P707/10/2018).

**Intervention Design**

The intervention design was based on the health belief model, a behavior change framework intended to increase knowledge that can inform actions to reduce health risks [20]. Through a randomized controlled trial (RCT), a USSD-based app was evaluated on its ability to influence adolescents’ knowledge, attitudes, and practices related to SRH health awareness. Content provided in the app was based on validated adolescent sexual health information (Multimedia Appendix 1) created through Avert’s Young Voices, a project that developed materials and content on adolescent sexual health through a co-creation
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process with adolescents from South Africa, Lesotho, Zambia, Zimbabwe, and Malawi [21].

**Sample Size**

The study enrolled 300 adolescents: 146 (48.7%) randomized to the intervention group and 154 (51.3%) to the control group. It is estimated that around 8% of adolescents aged 15 to 19 years in Kenya access SRH information [22]. A minimum sample size of 226 adolescents was required to attain a 95% CI. Thus, the sample size of 300 adolescents had 74 more participants than the minimum sample size. The additional participants ensured that the sample strength would be maintained, even with loss at follow-up.

The study used sequentially numbered, opaque sealed envelopes—an affordable and effective method for randomizing participants [23]. Having passed screening for eligibility, the adolescents picked a sealed envelope from a box. Each envelope contained a randomization group and an assigned participant ID number. A randomization list was generated using a web-based tool [24].

**Recruitment**

The study population consisted of adolescents aged 15 to 19 years residing in the Kibra suburb of Nairobi City County, Kenya. Kibra consists of 12 villages, with both formal and informal settlements. The informal settlements house approximately 2.5 million residents. Participants were mobilized from 12 villages; community mobilizers approached potential participants at social halls, sports events, and other social activities that attracted adolescents aged 15 to 19 years. The study procedures were explained individually or to small groups of 3 to 5 adolescents using a study recruitment script (Multimedia Appendix 2). Adolescents interested in the study were referred to the study venue.

Efforts were made to distribute enrollment across all villages, as there are intervillage ethnic differences. Enrollment numbers were monitored by village and randomization groups during enrollment to ensure equitable distribution, providing an improved representation of adolescent SRH needs and awareness across the area. Ethnicity data were not collected because of the stigma associated with issues or discussions on ethnicity in the study site setting. We distributed enrollment across all the villages, ensuring a true representation of Kibra. In 2 cases, the enrollment team moved the study site to a social hall near a particular village to make it easier for local adolescents to participate. Figure 1 shows the enrollment and follow-up processes.

**Inclusion and Exclusion Criteria**

To participate in the study, adolescents should be aged between 15 and 19 years, live in Kibra, and be able to access a mobile phone. Participants aged 15 to 17 years signed an assent form after assenting to the study procedures; those aged ≥18 years were required to sign a consent form.

![Study participant flowchart](https://mhealth.jmir.org/2022/4/e31233)
Adolescents aged <18 years should be accompanied by a parent or guardian, should get the permission from the parent or guardian, and should provide their assent. As the study presented minimal risk, the study team requested a waiver of parental permission for adolescents aged <18 years who were unaccompanied. In this setting, there are cultural challenges related to discussions with parents regarding adolescent SRH. Parents or guardians in Kibra, as in many settings, may not be involved in or fully aware of their adolescents’ SRH information needs. If the study opted to secure parental permission for adolescents participating in the study, this may have required disclosure of the participants’ SRH information needs, potentially leading to an elevated risk of harm or prevention of participation.

**Intervention Implementation and Data Collection**

At the study venue, all potential participants were provided with further details of the study, eligibility criteria, and study procedures. On the basis of their age, an approved informed consent or assent form was provided in either English or Swahili. Potential participants were given time to ask questions, and after these were addressed, the study staff verified whether the potential participants were still interested. After the study procedures were explained in detail, participants signed a consent or assent form. Study staff then signed and dated the consent or assent forms, and participants were provided with a copy, if desired. For adolescents in the control group, no SRH information was provided. It was assumed that these adolescents would get information from their regular sources, including their parents, peers, or seminars held by nongovernmental organizations in Kibra.

The **Evaluation of Knowledge of SRH Information (Multimedia Appendix 3)** and **Use and Perception of the Mobile Phone App (Multimedia Appendix 4)** questionnaires were administered to adolescents by study staff. Open Data Kit was used to administer the 2 questionnaires. This mobile app enables a survey to be administered through a smartphone, question by question, in an easy-to-use, user-friendly interface. The **Evaluation of Knowledge of SRH Information** questionnaire was administered at enrollment and follow-up visits. The **Use and Perception of the Mobile Phone App** questionnaire was only administered to adolescents in the intervention group who had used the app at least once.

For the follow-up visit, community mobilizers called each participant, requesting them to visit the study site. Follow-up interviews were scheduled based on adolescents’ availability. A USSD app offering validated SRH information accessible on both feature phones and smartphones was availed to the adolescents in the intervention group. To visualize the USSD app, Figure 2 shows the layout of the app and its interactive screens. A user-centered design approach was used in the design and development of the USSD app [18].
Sexual Reproductive Health Knowledge Score

To evaluate intervention outcomes, the Evaluation of Knowledge of SRH Information questionnaire (Multimedia Appendix 3) based on Monitoring and Evaluation to Assess and Use Results evaluation indicators on adolescent SRH was administered during the 3-month follow-up visit [25]. The knowledge scores calculated from these questionnaires were used to evaluate awareness.

The questions required yes or no responses. Each correct response earned one point and the wrong answer scored zero. Questions were posed to adolescents in both the intervention and control groups at enrollment and follow-up visits. The knowledge score data were analyzed as an aggregate score and by each subsection of the Evaluation of Knowledge of SRH Information questionnaire (Multimedia Appendix 3). Only the questions in section 2 of the questionnaire were used to evaluate knowledge scores. All estimates were adjusted for age, sex, access to phones, and level of education.

Use and Perceptions of the Mobile Phone App

The Use and Perception of the Mobile Phone App questionnaire (Multimedia Appendix 4) was administered to participants who had used the app at least once during the 3-month period. This questionnaire is based on WHO-validated instruments intended to be used by investigators studying SRH among adolescents [26] and assesses potentially improved decision-making. Knowledge of contraceptive use, STIs, and abstinence was also assessed. This study paid particular attention to detailed descriptions of recent encounters to determine the intervention’s impact on improved awareness of SRH information.

Statistical Analysis

Overview

A paired sample t test was conducted to compare the knowledge score data. The t test attempted to show if there were differences in knowledge scores between the intervention and control groups at the 3-month follow-up visit. We also attempted to assess changes in attitude toward contraceptives, gender role...
stereotypes, abstinence, and perceived vulnerability. The data were analyzed using R software (R Core Team).

For the *Use and Perception of the Mobile Phone App* questionnaire data, descriptive statistics were used to assess adolescents’ knowledge, awareness, and potentially improved decision-making in relation to SRH. A chi-square test was used to assess any differences by age group, with a P value <.05 regarded as significant. Data analysis was performed using the R software (version 3.6.2).

**Univariate Analyses**

Exploratory data analysis techniques were performed to reveal the distribution structure of the outcome variables and identify outliers or unusually entered values. Statistical analyses were performed using descriptive statistics for continuous (mean and SD) and categorical (frequency and proportion) variables. These tests were performed on each participant’s demographics and the *Use and Perception of the Mobile Phone App* data.

**Bivariate Analysis**

The distribution of the background characteristics of the study groups was compared. To establish baseline equivalence between the intervention and control groups, 2 analytical tests were used. The distribution of categorical variables (proportions) was compared using Pearson chi-square test, whereas the distribution of continuous variables (mean and SD) was compared using an independent t test. Bivariate analysis was also performed on participants’ demographics and the use and perception of mobile phone app data. A P value <.05 was regarded as significant.

**Analysis of the Effect of the Intervention**

Longitudinal continuous outcome scores were analyzed across time points (baseline and end line) to understand the effect of variations in outcome scores. The 2-tailed paired sample t test would compare the means of the intervention and control groups. The continuous outcomes were normally distributed. The threshold for statistical significance for all analyses was set at P<.05. This analysis was performed on the knowledge score data.

**Results**

**Overview**

In October 2019, 305 adolescents from 12 villages in Kibra were mobilized and screened for eligibility. Owing to lack of access to a mobile phone, 5 adolescents were excluded from the study. Study participants were then randomized to the intervention (154/300, 51.3%) and control (146/300, 48.7%) groups. From late December 2019, 77% (231/300) of the adolescents were successfully followed up—74.7% (109/300) from the intervention group and 76.6% (118/300) from the control group. As the app was not used at least once, 47 participants, together with another 4 participants with incomplete data in the intervention group, were excluded from the final analysis. Figure 1 shows the enrollment and follow-up stages of the study. The data were analyzed as per the per-protocol analysis.

**Background Characteristics of the Study Participants**

The distribution of the study participants according to the selected background characteristics indicated a desired comparable result at baseline as shown in Table 1. The mean ages of the participants in the control group (17.29, SD 1.23 years) and the intervention group (17.27, SD 1.12 years) were statistically comparable (P=.94). There were no significant differences in participant demographics. However, there was a statistically significant difference in the distribution of sex (P=.03) by the study enrollment group.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total (n=300), n (%)</th>
<th>Intervention (n=62), n (%)</th>
<th>Control (n=118), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>67 (37.2)</td>
<td>30 (48.4)</td>
<td>37 (31.4)</td>
<td>.03</td>
</tr>
<tr>
<td>Female</td>
<td>113 (62.8)</td>
<td>32 (51.6)</td>
<td>81 (68.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Phone ownership</strong></td>
<td></td>
<td></td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>Adolescent</td>
<td>81 (45)</td>
<td>30 (48.4)</td>
<td>51 (43.2)</td>
<td></td>
</tr>
<tr>
<td>Parent or guardian</td>
<td>90 (50)</td>
<td>30 (48.4)</td>
<td>60 (50.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>9 (5)</td>
<td>2 (3.2)</td>
<td>7 (5.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
<td></td>
<td></td>
<td>.97</td>
</tr>
<tr>
<td>Primary</td>
<td>23 (12.8)</td>
<td>8 (12.9)</td>
<td>15 (12.7)</td>
<td></td>
</tr>
<tr>
<td>Secondary and above</td>
<td>157 (87.2)</td>
<td>54 (87.1)</td>
<td>103 (87.3)</td>
<td></td>
</tr>
</tbody>
</table>

**SRH Knowledge Score**

Participants’ responses were analyzed by attitude toward contraceptives, gender role stereotypes, abstinence, and perceived vulnerability to negative SRH outcomes. Knowledge scores were also analyzed as aggregated data. A paired sample t test analysis of the relationship between the knowledge score and the use of the mobile app was performed using R software. Table 2 presents an analysis of the effect of the intervention on specific indicator scores. The difference in the mean scores between those enrolled in the intervention group compared with those in the control group showed statistical significance in the
total knowledge scores. The overall mean change in total scores in the intervention group was 0.5 ($P=.02$) compared with the control group 0.246 ($P=.24$). The $P$ value between the 2 groups on the total knowledge scores was .03, which was statistically significant, indicating that the mobile app had an impact on the adolescents’ SRH knowledge scores. In the intervention group, the intervention had a statistically significant effect on contraceptive scores (0.355; $P=.02$). The intervention also showed a trend toward statistical significance in abstinence knowledge scores (0.129; $P=.09$).

### Table 2. Effects of intervention on overall and specific knowledge scores.

<table>
<thead>
<tr>
<th>Outcome (knowledge score)</th>
<th>Intervention</th>
<th>Control</th>
<th>Between group, $P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline, mean (SD); 95% CI</td>
<td>End line, mean (SD); 95% CI</td>
<td>Difference in scores, mean (SD); 95% CI</td>
</tr>
<tr>
<td>Contraceptives</td>
<td>3.613 (1.107); 3 to 4</td>
<td>3.968 (0.887); 4 to 5</td>
<td>0.355 (1.147); 0.064 to 0.646</td>
</tr>
<tr>
<td>Vulnerability</td>
<td>2.000 (0.768); 1.25 to 3</td>
<td>2.032 (0.768); 2 to 3</td>
<td>0.0323 (0.829); −0.178 to 0.243</td>
</tr>
<tr>
<td>Gender stereotype</td>
<td>3.097 (0.987); 3 to 4</td>
<td>3.081 (1.060); 3 to 4</td>
<td>−0.016 (0.757); −0.208 to 0.176</td>
</tr>
<tr>
<td>Abstinence</td>
<td>1.565 (0.532); 1 to 2</td>
<td>1.694 (0.465); 1 to 2</td>
<td>0.129 (0.586); −0.020 to 0.278</td>
</tr>
<tr>
<td>Total knowledge score</td>
<td>10.270 (2.050); 9 to 12</td>
<td>10.770 (2.012); 10 to 12</td>
<td>0.5 (1.576); 0.099 to 0.900</td>
</tr>
</tbody>
</table>

### Use and Perceptions of the Mobile Phone App

The use and perceptions questionnaires were used to measure the perceived usefulness of the app. We also aimed to evaluate how the knowledge adolescents received from the app influenced their SRH decision-making. Tables 3 and 4 show the descriptive statistics of our evaluation. The tables show the responses from each adolescent who had used the mobile app at least once in 3 months. The questions addressed topics of interest, the perceived usefulness of information, and the mobile app features the users appreciated. The information in Table 3 is stratified by age—adolescents aged <18 years and those ≥18 years. Table 4 is stratified by gender.

Information about STIs was of great interest to the participants, with 26.7% (2075) of the responses by users seeking information on this subject the last time they used the app. Adolescent girl participants had a higher interest in STIs, with 55% (11/20) accessing this information. Most participants (56/62, 90.8%) found the information provided in the app to have adequately answered their questions or met their SRH information needs. All the 62 adolescents who used the app felt that the information they received could improve their decision-making on issues relating to SRH. This outcome was similar when data were stratified by age and gender.

The participants reported gaining knowledge from the app on several SRH issues in their responses, including abstinence (53/125, 42.4%), STIs (30/125, 24%), and condom use (22/125, 17.6%). Although only 9.7% (12/125) of the participant’s responses showed increased knowledge of contraceptives, 75% (9/12) of these were female, showing a trend toward significance ($P=.08$).

On improved decision-making, 38.1% (51/134) of the adolescent participant’s responses show they were able to abstain from sex. Of these responses, 54.9% (28/51) were aged between 15 and 17 years and 52.9% (27/51) were male. The knowledge obtained may have also prompted 26.9% (36/134) of the responses to show use a condom by the adolescent participants during a sexual encounter. Although sex is illegal for ages under 18 years in Kenya, 50% of those who reported deciding to use a condom were aged ≤17 years. Of the participants who used a condom, 52.8% (19/36) were male. Adolescent participants were also able to identify STIs, with 21.6% (29/134) responses reporting that app information guided their decision to seek treatment after identifying an STI; 51.7% (15/29) of these responses were from female participants.

Ease of use was the most important feature of the app for 28.3% (54/191) of the participants’ responses, followed by confidentiality at 26.7% (51/191) and high-quality information
at 23.6% (45/191), with 60% (27/45) of the latter being from responses by female participants.

Table 3. Use and perception of the mobile app stratified by age groups (62 participants).

<table>
<thead>
<tr>
<th>Variable</th>
<th>All, n (%)</th>
<th>Age &lt;18 years, n (%)</th>
<th>Age ≥18 years, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What information did you require when you last used the mobile app?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STIs&lt;sup&gt;a&lt;/sup&gt;</td>
<td>20 (26.7)</td>
<td>8 (40)</td>
<td>12 (60)</td>
<td>.37</td>
</tr>
<tr>
<td>Drugs</td>
<td>18 (24)</td>
<td>12 (66.7)</td>
<td>6 (33.3)</td>
<td>.16</td>
</tr>
<tr>
<td>Relationship</td>
<td>17 (22.7)</td>
<td>9 (52.9)</td>
<td>8 (47.1)</td>
<td>.81</td>
</tr>
<tr>
<td>Sex</td>
<td>12 (16)</td>
<td>4 (33.3)</td>
<td>8 (66.7)</td>
<td>.25</td>
</tr>
<tr>
<td>Contraceptives</td>
<td>6 (8)</td>
<td>3 (50)</td>
<td>3 (50)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Pregnancy</td>
<td>2 (2.7)</td>
<td>0 (0)</td>
<td>2 (100)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>What knowledge about SRH&lt;sup&gt;b&lt;/sup&gt; issues have you gained?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abstinence</td>
<td>53 (42.4)</td>
<td>28 (52.8)</td>
<td>25 (47.2)</td>
<td>.68</td>
</tr>
<tr>
<td>STIs</td>
<td>30 (24)</td>
<td>14 (46.7)</td>
<td>16 (53.3)</td>
<td>.72</td>
</tr>
<tr>
<td>Condom use</td>
<td>22 (17.6)</td>
<td>12 (54.5)</td>
<td>10 (45.5)</td>
<td>.67</td>
</tr>
<tr>
<td>Contraceptives</td>
<td>12 (9.6)</td>
<td>6 (50)</td>
<td>6 (50)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Drugs</td>
<td>8 (6.4)</td>
<td>5 (62.5)</td>
<td>3 (37.5)</td>
<td>.48</td>
</tr>
<tr>
<td><strong>What decision-making was informed by the information you accessed on the mobile app?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abstinence</td>
<td>51 (38.1)</td>
<td>28 (54.9)</td>
<td>23 (45.1)</td>
<td>.48</td>
</tr>
<tr>
<td>Condom use</td>
<td>36 (26.9)</td>
<td>18 (50)</td>
<td>18 (50)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>STIs</td>
<td>29 (21.6)</td>
<td>11 (37.9)</td>
<td>18 (62.1)</td>
<td>.19</td>
</tr>
<tr>
<td>Contraceptives</td>
<td>9 (6.7)</td>
<td>6 (66.7)</td>
<td>3 (33.3)</td>
<td>.32</td>
</tr>
<tr>
<td>Drugs</td>
<td>9 (6.7)</td>
<td>6 (66.7)</td>
<td>3 (33.3)</td>
<td>.32</td>
</tr>
<tr>
<td><strong>Were the questions you had on SRH answered adequately?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>56 (90.3)</td>
<td>30 (53.6)</td>
<td>26 (46.4)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>No</td>
<td>6 (9.7)</td>
<td>3 (50)</td>
<td>3 (50)</td>
<td></td>
</tr>
<tr>
<td><strong>Did the information you receive inform better decision-making on SRH matters?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>62 (100)</td>
<td>33 (53.2)</td>
<td>29 (46.8)</td>
<td>.62</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>What are the most important features of the mobile phone app?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>54 (28.3)</td>
<td>28 (51.9)</td>
<td>26 (48.1)</td>
<td>.79</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>51 (26.7)</td>
<td>26 (51)</td>
<td>25 (49)</td>
<td>.89</td>
</tr>
<tr>
<td>Quality of information</td>
<td>45 (23.6)</td>
<td>24 (53.3)</td>
<td>21 (46.7)</td>
<td>.65</td>
</tr>
<tr>
<td>Immediate feedback</td>
<td>41 (21.5)</td>
<td>20 (48.8)</td>
<td>21 (51.2)</td>
<td>.88</td>
</tr>
</tbody>
</table>

<sup>a</sup>STI: sexually transmitted infection.
<sup>b</sup>SRH: sexual reproductive health.
Table 4. Use and perception of the mobile app stratified by gender (62 participants).

<table>
<thead>
<tr>
<th>Variable</th>
<th>All, n (%)</th>
<th>Male, n (%)</th>
<th>Female, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What information did you require when you last used the mobile app?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STIs&lt;sup&gt;a&lt;/sup&gt;</td>
<td>20 (27)</td>
<td>9 (45)</td>
<td>11 (55)</td>
<td>.65</td>
</tr>
<tr>
<td>Drugs</td>
<td>18 (24.3)</td>
<td>10 (55.6)</td>
<td>8 (44.4)</td>
<td>.64</td>
</tr>
<tr>
<td>Relationships</td>
<td>16 (21.6)</td>
<td>8 (47.1)</td>
<td>9 (52.9)</td>
<td>.81</td>
</tr>
<tr>
<td>Sex</td>
<td>12 (16.2)</td>
<td>5 (41.7)</td>
<td>7 (58.3)</td>
<td>.56</td>
</tr>
<tr>
<td>Contraceptives</td>
<td>6 (8.1)</td>
<td>1 (16.7)</td>
<td>5 (83.3)</td>
<td>.10</td>
</tr>
<tr>
<td>Pregnancy</td>
<td>2 (2.7)</td>
<td>1 (50)</td>
<td>1 (50)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>What knowledge about sexual reproductive health matters have you gained?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abstinence</td>
<td>53 (42.7)</td>
<td>26 (49.1)</td>
<td>27 (50.9)</td>
<td>.89</td>
</tr>
<tr>
<td>STIs</td>
<td>30 (24.2)</td>
<td>13 (43.3)</td>
<td>17 (56.7)</td>
<td>.47</td>
</tr>
<tr>
<td>Condom use</td>
<td>22 (17.7)</td>
<td>13 (50.1)</td>
<td>9 (40.9)</td>
<td>.39</td>
</tr>
<tr>
<td>Contraceptives</td>
<td>12 (9.7)</td>
<td>3 (25)</td>
<td>9 (75)</td>
<td>.08</td>
</tr>
<tr>
<td>Drugs</td>
<td>7 (5.6)</td>
<td>2 (25)</td>
<td>6 (75)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>What better decision-making was informed by the information you accessed on the mobile app?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abstinence</td>
<td>51 (38.1)</td>
<td>27 (52.9)</td>
<td>24 (48.1)</td>
<td>.67</td>
</tr>
<tr>
<td>Condom use</td>
<td>36 (26.9)</td>
<td>19 (52.8)</td>
<td>17 (47.2)</td>
<td>.74</td>
</tr>
<tr>
<td>STIs</td>
<td>29 (21.6)</td>
<td>14 (48.3)</td>
<td>15 (51.7)</td>
<td>.85</td>
</tr>
<tr>
<td>Contraceptives</td>
<td>9 (6.7)</td>
<td>4 (44.4)</td>
<td>5 (55.6)</td>
<td>.74</td>
</tr>
<tr>
<td>Drugs</td>
<td>9 (6.7)</td>
<td>3 (33.3)</td>
<td>6 (66.7)</td>
<td>.32</td>
</tr>
<tr>
<td><strong>Were the questions you had on SRH&lt;sup&gt;b&lt;/sup&gt; answered adequately?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>56 (90.3)</td>
<td>26 (46.4)</td>
<td>30 (53.6)</td>
<td>.61</td>
</tr>
<tr>
<td>No</td>
<td>6 (9.7)</td>
<td>4 (33.3)</td>
<td>2 (66.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Did the information you receive inform better decision-making on SRH matters?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>62 (100)</td>
<td>30 (48.4)</td>
<td>32 (51.6)</td>
<td>.80</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><strong>What are the most important features of the mobile phone app?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy to use</td>
<td>54 (28.3)</td>
<td>26 (48.1)</td>
<td>28 (51.9)</td>
<td>.79</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>51 (26.7)</td>
<td>24 (47.1)</td>
<td>27 (52.9)</td>
<td>.67</td>
</tr>
<tr>
<td>Quality of information</td>
<td>45 (23.6)</td>
<td>18 (40)</td>
<td>27 (60)</td>
<td>.18</td>
</tr>
<tr>
<td>Immediate feedback</td>
<td>41 (21.5)</td>
<td>19 (46.3)</td>
<td>22 (53.7)</td>
<td>.64</td>
</tr>
</tbody>
</table>

<sup>a</sup>STI: sexually transmitted infection.
<sup>b</sup>SRH: sexual reproductive health.

### Discussion

#### Principal Findings

This study explored the use of a USSD-based mobile phone intervention to deliver on-demand adolescent SRH information in an RCT. We studied the effectiveness and impact of a USSD-based mobile phone app on increasing adolescents’ knowledge of contraceptives, gender-based stereotypes, STIs, abstinence, and perceived vulnerability. We also evaluated the USSD-based ability of the mobile phone app to help adolescents make informed decisions regarding their SRH. Our results show improved awareness of SRH information and improved knowledge about contraceptives and abstinence. Increased awareness has enabled more adolescents to abstain from sex, improve condom use, and identify STIs. Confidentiality when accessing SRH information was of particular importance to the participants.

Adolescents’ needs for information on contraceptives is unmet in most resource-limited settings; adolescents are unable to secure information on available contraceptive options or discover where they can access this information [27]. In our study, adolescents using the app improved their knowledge of contraceptives, with a trend toward statistical significant (P=.06). Our findings are promising, and mobile phone apps...
could help increase awareness on and knowledge of contraceptives among adolescents. The provision of information on contraceptives to adolescents is complex because of cultural, religious, and political setbacks. Innovative approaches are needed to meet adolescents’ information needs. The study outcomes also show the need to make information about contraceptives accessible to adolescents in a culturally and age-appropriate manner [28,29].

When accessing SRH information and services, adolescents want their confidentiality to be respected and upheld. Fear of being judged and the possibility of negative attitudes from health care providers can prevent adolescents from accessing these important services [30]. During follow-up visits, of the 62 adolescent participants who had used the mobile app, 51 (82.3%) indicated that confidentiality was one of the most important features of the app. Adolescent users can access any SRH information in a user-friendly manner. Research has shown that adolescents value confidentiality when accessing SRH information and are more willing to seek SRH care and interventions when their confidentiality is assured [31].

mHealth apps have shown great potential for engaging with and increasing SRH information access for adolescents from different age groups and social demographics [32,33]. In one study, text messages improved SRH outcomes by reducing pregnancy rates [34]. The aforementioned studies demonstrate the great potential of mHealth apps in improving and increasing adolescents’ knowledge of SRH. Our study findings show that adolescents require high-quality SRH information provided in an easy-to-use, confidential manner with immediate feedback. The USSD technology enables an interactive user-driven mobile app to provide information based on a user’s inputs. This USSD technology is low cost, works on both feature phones and smartphones, and can be provided free of charge.

Limitations
During the study, 47 adolescents were unable to use the mobile app, mainly because of a lack of access to mobile phones. This may explain why there appeared to have been a minimal change in adolescent users’ knowledge scores. Access to mobile phones in most resource-limited settings is associated with the household economic status. In addition, access to a phone was self-reported. Several adolescents hoped to be provided with a phone by their parents, caregivers, or older siblings. Adolescent participants in the intervention group who were unable to use the app reported that either their parents traveled or the mobile phone they hoped to use stopped functioning. Some studies have opted to provide adolescent participants with mobile phones to ensure that participants in the intervention group accessed the mobile apps. This approach has increased the cost of the study, and other researchers have viewed providing mobile phones as an inducement. In resource-limited settings such as Kenya, access to the internet is limited and web-based apps may not be an option in this setting. However, internet cybercafes are available in many places. Providing internet payment vouchers to adolescents to access the internet and a customized web-based study app could be explored. The results of our study may not be generalizable across Kibra.

Conclusions
Adolescents require accurate and up-to-date SRH information to guide their decision-making and improve health outcomes. As they already use mobile phones in their day-to-day lives, mobile phone apps provide an ideal platform. Considerable promise has been demonstrated by studies using mobile apps to improve adolescents’ access to SRH information. Scaled-up research on mHealth apps providing SRH information is required to better evaluate their impact on SRH outcomes.
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Abstract

Background: Behavioral representations obtained from mobile sensing data can be helpful for the prediction of an oncoming psychotic relapse in patients with schizophrenia and the delivery of timely interventions to mitigate such relapse.

Objective: In this study, we aim to develop clustering models to obtain behavioral representations from continuous multimodal mobile sensing data for relapse prediction tasks. The identified clusters can represent different routine behavioral trends related to daily living of patients and atypical behavioral trends associated with impending relapse.

Methods: We used the mobile sensing data obtained from the CrossCheck project for our analysis. Continuous data from six different mobile sensing-based modalities (ambient light, sound, conversation, acceleration, etc) obtained from 63 patients with schizophrenia, each monitored for up to a year, were used for the clustering models and relapse prediction evaluation. Two clustering models, Gaussian mixture model (GMM) and partition around medoids (PAM), were used to obtain behavioral representations from the mobile sensing data. These models have different notions of similarity between behaviors as represented by the mobile sensing data, and thus, provide different behavioral characterizations. The features obtained from the clustering models were used to train and evaluate a personalized relapse prediction model using balanced random forest. The personalization was performed by identifying optimal features for a given patient based on a personalization subset consisting of other patients of similar age.

Results: The clusters identified using the GMM and PAM models were found to represent different behavioral patterns (such as clusters representing sedentary days, active days but with low communication, etc). Although GMM-based models better characterized routine behaviors by discovering dense clusters with low cluster spread, some other identified clusters had a larger cluster spread, likely indicating heterogeneous behavioral characterizations. On the other hand, PAM model-based clusters had lower variability of cluster spread, indicating more homogeneous behavioral characterization in the obtained clusters. Significant changes near the relapse periods were observed in the obtained behavioral representation features from the clustering models. The clustering model-based features, together with other features characterizing the mobile sensing data, resulted in an F2 score of 0.23 for the relapse prediction task in a leave-one-patient-out evaluation setting. The obtained F2 score was significantly higher than that of a random classification baseline with an average F2 score of 0.042.

Conclusions: Mobile sensing can capture behavioral trends using different sensing modalities. Clustering of the daily mobile sensing data may help discover routine and atypical behavioral trends. In this study, we used GMM-based and PAM-based cluster models to obtain behavioral trends in patients with schizophrenia. The features derived from the cluster models were found to be predictive for detecting an oncoming psychotic relapse. Such relapse prediction models can be helpful in enabling timely interventions.
Introduction

Background
Schizophrenia is the most common psychotic disorder, affecting up to 20 million people worldwide [1] and accounting for more than 13.4 million years of life lived with a disability [2]. It can be caused by a combination of genetic, environmental, and psychosocial factors. Patients with schizophrenia experience a range of positive symptoms (hallucinations, delusions, etc), negative symptoms (anhedonia, social withdrawal, etc), and cognitive dysfunctions (lack of attention, working memory, executive function, etc) [3,4]. The disorder is highly disabling and often has consequences such as impairment of education, employment, and social contact [4]. Adults with schizophrenia also have an increased risk of premature mortality than the general population [5]. Therefore, proper treatment and management of schizophrenia are important to limit the negative impact of the disorder on the individual's life.

Schizophrenia is usually treated with a combination of antipsychotic medications and psychosocial treatments. However, patients undergoing treatment can still experience psychotic or symptomatic relapse, an acute exacerbation of schizophrenia symptoms [6]. A previous study found that the cumulative first and second relapse rates were 81.9% and 78%, respectively, within 5 years of recovery from the first episode of schizophrenia and schizoaffective disorder [7]. The risk of relapse is found to be significantly higher after treatment reduction or discontinuation [6]. Relapse poses severe health risks for the individuals and can jeopardize their treatment progression and daily functioning. Each relapse episode is associated with a risk of self-harm and harm to others [8].

To monitor a patient’s health status and recovery, routine clinic visits for continual assessment are recommended. Clinical interviews and questionnaire tools were used during the visit to assess current health symptoms and provide timely intervention to prevent relapses [9]. However, relapses may occur between the visits, during which a patient’s health status is not assessed. In addition, patients may have limited insight during a psychotic relapse and may struggle to report it to the treatment team or a significant other. Therefore, improving treatment adherence and preventing relapses have become a focus of schizophrenia management. Toward the effort of relapse prevention, there has been significant interest in mobile sensing-based behavioral monitoring models for automatic relapse risk prediction.

Previous Studies
Smartphone apps and wearable devices have been used in several previous studies to collect passive sensing data and track daily behaviors, which can then be used to model the relationship between behaviors and mental well-being. For example, in the StudentLife study, an Android sensing app collected passive sensing data from 48 college students, and the inferred behavioral features from the collected data were found to be correlated with academic performance and self-reported mental health conditions [10]. In a study on depression severity, the mobile sensing-based features, such as daily behavioral rhythms, variance of patient’s location, and phone use, were found to be related to depressive symptom severity [11]. The use of mobile sensing to collect long-term monitoring data has also been demonstrated to be feasible and acceptable for patients with schizophrenia disorders [12-15]. Surveys have found that people with schizophrenia commonly access digital devices for communication and support related to the disorder, which again shows the applicability of using mobile sensing as a platform to monitor schizophrenia symptoms [16].

Mobile sensing data have been used to model behaviors and predict psychotic relapses in patients with schizophrenia. If an oncoming relapse can be detected with high accuracy, timely medical interventions can be provided to mitigate the associated risks. Researchers have found anomalies in daily behavior assessed from mobile sensing before relapses and developed relapse prediction models with promising accuracy [17-19]. In a pilot study, the Beewise app collected mobile sensing data from 15 patients with schizophrenia for 3 months, during which 5 patients experienced relapses [17]. The researchers found that the rate of anomalies in mobility and social behavior increased significantly closer to relapses. In the CrossCheck project, a mobile sensing app was developed to collect self-reporting ecological momentary assessment and continuous passive sensing data from 75 outpatients with schizophrenia [20]. On the basis of this data set, Wang et al [18] compared different machine learning models for relapse prediction, with several feature extraction windows, and identified the best classifier and prediction settings for detecting an oncoming relapse. The best performance was obtained using a support vector machine (with radial basis function kernel) model and a feature extraction window of 30 days, leading to an F1 score of 0.27 on the relapse prediction task. Similarly, the Adler et al [21] used an anomaly detection framework based on an encoder-decoder reconstruction loss to predict psychotic relapse in schizophrenia.

Concerning current mental health status, the extent to which an individual adheres to work, sleep, social, or mobility routine (ie, a regular behavioral pattern) largely impacts their mental well-being and symptom severity of mental disorders [11,22,23]. Behavioral stability features that measure the adherence to routines have been proposed as relapse predictors in some of the previous studies. Features computed in our previous study measured behavioral stability by calculating the temporal evolution of daily templates of features derived from mobile sensing data (daily templates are time series obtained with representative feature values at regular time intervals in a given day; eg, time series of hourly feature values) [19]. Tseng et al [24] also showed the effectiveness of using behavioral
rhythm-based features to predict different symptom severities. Stability features such as deviation of daily templates were found to be significant predictors of schizophrenia symptoms, such as depression. He-Yueya et al [25] also proposed a stability metric for behaviors with a fine temporal resolution by calculating the distance between 2 cumulative sum functions describing behaviors in a certain minute of the day. The computed stability index had similar predictive power as the state-of-the-art behavioral features (mean and SD of each behavior) in the study by Wang et al [26], while being complementary. In all the previous studies using behavioral stability to model relapse prediction, the measured stability was limited to the behaviors observed within a short feature extraction window (eg, few weeks only). An individual’s routine behaviors were not fully represented owing to the short time window considerations. A summary of behavioral patterns can rather be obtained when large time windows are considered.

In this study, instead of measuring behavioral patterns using the variance of day-to-day behaviors, we identify the overall cluster of behaviors for an individual using multimodal mobile phone data and unsupervised machine learning and derive features based on the distance of behaviors observed in a day compared with the individual’s most representative routines. The identified behavioral clusters for an individual could represent their weekday routine, weekend routine, low-phone-use routine (no sensor reading), and so on. The identified clusters provide a representation of the long-term behavioral trends across the patients, which are not directly captured by short-term behavioral rhythm features, as used in previous studies. Furthermore, clusters obtained from the mobile sensing data represent quantized behaviors, and features derived from these clusters are robust to the insignificant variations in behavior compared with the short-term behavioral rhythm change features. Typical behavioral routines for individuals can be found via the clustering analysis of their daily behaviors. Previously, clustering has been applied for identifying mobility patterns using GPS sensing data and evaluating anomalies accordingly [21,26]. However, to the best of our knowledge, clustering analysis has not been performed for characterizing the overall behavioral patterns of patients with schizophrenia, using multimodal mobile sensing data toward relapse prediction tasks.

**Goal of This Study**

In this study, we aim to (1) develop a method to characterize patients’ daily behaviors using multimodal smartphone sensor data, (2) understand the relationship between behavioral patterns and psychotic relapse events in schizophrenia, and (3) evaluate the predictive power of the identified behavioral pattern-based features for relapse prediction. We propose multivariate time series clustering of daily templates obtained from mobile sensing data to obtain behavioral patterns. Then, the features derived from clustering are used in the relapse prediction task. The paper is organized as follows. In the **Methods** section, we describe the method used to cluster multidimensional daily templates from mobile sensing data, model selection approach for clustering, and feature extraction and relapse prediction modeling. In the **Results** section, we present the results obtained from the clustering models, association of the obtained clustering-based behavioral features with relapses, and evaluation of the developed relapse prediction model. The obtained results are discussed and future directions are outlined in the **Discussion** section.

**Methods**

**Ethics Approval**

This study was approved by the ethical review committee of Dartmouth College (#24356) and the institutional review board of North Shore-Long Island Jewish Health System (#14-100B) [20].

**Data Preparation**

The data used in this study were obtained from the CrossCheck project (clinical trial registration: ClinicalTrials.gov, NCT01952041 [27]), which was conducted at the Zucker Hillside Hospital in New York City, New York [20,24,26,28,29]. Informed consents were obtained from the participants. The inclusion criteria for the participants are described in the study by Ben-Zeev et al [20]. The CrossCheck app collected mobile sensing data from 75 outpatients with schizophrenia with a data collection period of >12 months per patient. Of the 75 patients, 63 (84%) patients completed the data collection (n=27, 43% men and n=36, 57% women; average age 37.2, SD 13.7 years; range 18-65 years), and a total of 27 relapse events occurred in 32% (20/63) of the patients during the monitoring period. Some patients had multiple incidences of relapses, but as the monitoring period was long, each of the incidences was treated as a unique event if separated by a month. A relapse incident was defined as one that has occurred under one or more of the following seven criteria: psychiatric hospitalization, increased frequency or intensity of services, increased medications or dosages or >25% changes in Brief Psychiatric Rating Scale scores, suicidal ideation, homicidal ideation, self-injury, and violent behavior resulting in harm to self or others [18]. A total of 6 mobile sensing modalities including physical activity, sociability, and ambient environmental readings were obtained using the app. Different features were extracted from these mobile sensing modalities, as presented by Tseng et al [24]. From these features, a total of 21 passive sensing features were selected for our proposed clustering-based behavioral characterization: acceleration, distance traveled, sleep duration, ambient sound, ambient light, conversation duration, phone unlock duration, and different types of call log, SMS text message log, and app use. All the features were transformed to an hourly resolution by averaging the observations within 1 hour. For features that were obtained with lower resolution (eg, every few hours), for example, distance traveled from morning to noon, the feature values were split to each hour spanned by the time represented by these feature values. With hourly resolution for each of the 21 features considered and these hourly feature values considered as separate feature space, the resulting data set had a dimension of 504 (21×24). Observational data for a total of 18,436 days were collected for all the patients. Per-patient feature normalization (min-max normalization between 0 to 1) was performed to adjust for differences between patients. From the normalized data set, principal component analysis on the full data set (with data from all the patients) was
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performed for dimensionality reduction. The first 200 principal components were retained, which explained 96.9% of the total variance.

**Clustering Models**

We evaluated two different clustering methods: Gaussian mixture model (GMM) and partition around medoids (PAM), to cluster the features from the mobile sensing data and obtain behavioral representations. The 2 clustering models differ in how the similarity between different points are assessed, representing different ways in which behaviors across days can be compared with each other, and therefore, produce different cluster outputs.

**GMM Clustering**

**Model Introduction**

The GMM is a probabilistic model that assumes data are generated from a finite set of Gaussian distributions. Gaussian mixture probability density is the weighted sum of k component Gaussian densities [30]. The GMM can address correlation between attributes by selecting the optimal covariance matrix for each cluster and has been used in previous behavioral clustering problems [31]. Moreover, it can derive the probability of each sample in its assigned Gaussian distribution. In this study, we used the GMM implementation from the scikit-learn package in Python to obtain a clustering model for the mobile sensing data [32]. The parameters of the GMM were obtained using the expectation-maximization algorithm [33]. We selected the number of clusters and covariance matrix type based on Akaike information criterion (AIC) score and Bayesian information criterion (BIC) score of all the candidate models (see more details in Multimedia Appendix 1 [34,35]).

**Model Output**

Three output variables for each of the data points (observations), offering GMM-based clustering features for the data points, were generated based on the developed GMM: cluster label, assigned cluster likelihood score, and weighted average likelihood score.

Cluster label is represented by integers from 1 to k (k is the number of clusters selected in the GMM). Cluster likelihood scores derived from the model measure how irregular each day (represented by a data point) is by calculating its deviation from the Gaussian mixtures. If we consider the center of each Gaussian as a typical routine, the farther out a point is in this Gaussian space, the higher the chances that the point represents an anomalous day or behavior.

The likelihood of a data point in a multivariate Gaussian distribution can be computed by calculating the probability of observing a point farther than the given point. In other words, the cumulative distribution function is evaluated at a given data point, which can be obtained using Mahalanobis distance metric. Note that the squared Mahalanobis distance from a point to the center of a Gaussian distribution has been proven to follow a chi-squared distribution with p df, where p is the number of variables [36]. Therefore, the likelihood of a point in the Gaussian distribution is equivalent to the cumulative probability of observing a value larger than the given Mahalanobis distance in a chi-squared distribution with p df.

The assigned cluster likelihood score of the data point was obtained as the probability of each point to its assigned cluster. The weighted average likelihood score was computed as the weighted (with the cluster’s corresponding weights) sum of the probability of a given point belonging to each of the Gaussian classes. Intuitively, the assigned cluster likelihood score measures how similar a day is to its closest routine. The weighted average likelihood score measures how similar a day is to all routines. As the weighted average likelihood score accounts for cluster weights, a point that is closer to a more populous cluster will be considered less anomalous. A 2D illustration of the likelihood scores is provided in Figure S1 in Multimedia Appendix 1.

**PAM With Dynamic Time Warping Clustering**

**Model Introduction**

GMM measure the similarity between observations (data points) using point-wise alignment of different features in the observation. However, the dissimilarity between 2 observations could be overestimated owing to an outlier (eg, because of faulty sensor measurements) or when there is a small time-shift or speed difference between observations. For example, 2 daily templates with a similar pattern but a shift of 1 hour would be expected to represent similar behavioral representations, but these templates would likely be considered dissimilar from the GMM. To allow flexible similarity assessments, we used dynamic time warping (DTW) to determine the optimal alignment of indices of the 2 time series that minimizes the distance between the time series [37]. The DTW distance can be paired with a distance-based clustering method such as a PAM clustering model [38]. The PAM model searches for k representative objects (medoids) from the data and creates clusters so that the total dissimilarity of points within clusters is minimized. We compared the number of clusters k based on the sum of the squared DTW distance of every data point with its cluster medoid and the elbow method (see more details in Multimedia Appendix 1).

**Model Output**

From the fitted PAM model, similar to the procedure after GMM fit, we generated three output features characterizing each data point: cluster label, assigned cluster distance score, and weighted average distance score. Similar to the GMM-based likelihood score computation, the cluster distance scores evaluate how dissimilar each object is from a representative data point or from all representative data points. The assigned cluster distance score is the DTW distance of each data point (representing a daily template) to its cluster medoid. A lower value indicates that a day conforms better to its most similar routine. Weighted average distance score was obtained by summing the DTW distance to all medoids scaled by the corresponding cluster sizes. A lower value indicates that a day conforms better to all possible routines. DTW distance from the previous day’s daily template was also calculated as a potential relapse predictor.
Analyzing Cluster Results

After obtaining the output variables from the cluster models, we evaluated whether there were significant changes in any of these cluster output variables closer to relapse events. To quantify this change, we first defined different key periods to focus before a relapse. Similar to a previous study, we defined NRx as x days near relapse period (before the relapse event) and pre-NRx as all days before relapses that were not in NRx (healthy period) [21]. We evaluated the cluster outputs for NR7, NR14, NR20, and NR30 periods to test different window sizes. Cliff $\delta$ was computed to estimate the size of the change in the likelihood scores (GMM output) and distance scores (PAM model output) between the NRx and pre-NRx periods for each patient separately [39]. Cliff $\delta$ was chosen because of the nonnormality and variance heterogeneity of our data, for which the Cliff $\delta$ is a suitable metric. It is calculated as follows:

$$\text{Cliff } \delta = \frac{\#(x_1 > x_2)}{n_1 n_2}$$

In the formula, $\#(x_1 > x_2)$ counts the number of values in group 1 (NRx period) that is larger than a value in group 2 (pre-NRx period) for all value pairs, and $n_1$ and $n_2$ are the sample sizes.

Relapse Prediction

Relapse Prediction Approach

We framed relapse prediction as a binary classification problem similar to the earlier studies [19,41]. On the basis of the mobile sensing features derived from a feature extraction window (current and immediately past observations from a patient), we predicted whether the patient is likely to experience a relapse in an oncoming period (prediction window). Similar to previous studies [19,41], we used a 4-week period as the feature extraction window and a 1-week period as the prediction window (Figure 1). Thus, mobile sensing observations from the past 4-week period were used in the relapse prediction model to predict whether there will be a relapse in the next week.

Features

Overview

Mobile sensing data contain features that characterize behavioral patterns in the relapse prediction model. In this study, we evaluated the contribution of the clustering features derived from the GMM and PAM models for the psychotic relapse prediction task. We briefly describe the baseline features (based on an earlier study [19]) and clustering-based features that are added to the relapse prediction model.

Baseline Features

These consist of all the features as used in the study by Lamichhane et al [19] along with distance-based and duration-based mobility features and screen use-based features. The CrossCheck data set contains information about when the screen of the patient’s smartphone is active. A single screen-use modality that represents the time spent using the phone (phone screen was active) was derived. Using this modality, the mean and SD of daily averages in a given feature extraction window were computed as features for the relapse prediction model. Similarly, for mobility-based features, we computed four different mobility modalities: distance traveled from home (home information obtained based on the clustering of the GPS locations), total movement, average time spent in a location, and total time spent at home. Then, for each mobility-based modality, we computed the mean and SD of the daily averages as features characterizing a feature extraction window.

Clustering-Based Features

We extended the baseline feature set with our proposed clustering-based features for the relapse prediction task. These features are listed in Table 1.
features (mean), absolute difference between mean and maximum template (max), distance between normalized mean templates, weighted distance between normalized mean templates, distance between normalized maximum template and mean template, and daily averages (mean and SD)

10-item EMAs$^d$

Screen use, distance-based mobility features: distance from home and total movement, and duration-based mobility features: time spent at a location and time spent at home

Clustering features

GMM$^b$ features

Mean and SD of GMM label and GMM likelihood scores, number of cluster transitions, and number of cluster states

PAM$^c$ features

Mean and SD of PAM label, PAM distance scores, and DTW$^d$ difference from the previous day; number of cluster transitions; and number of cluster states

Demographic features

Age and education years

$^a$EMA: ecological momentary assessment.

$^b$GMM: Gaussian mixture model.

$^c$PAM: partition around medoids.

$^d$DTW: dynamic time warping.

Classifier

For our relapse prediction pipeline, we used a balanced random forest (BRF) classifier with a low overall model complexity (using 11 decision trees). As a classifier, BRF is suitable for learning from an imbalanced data set, as is the case in our relapse prediction task and provides meaningful prediction probabilities in different decision fusion schemes (eg, in situations where only a limited number of sensor modalities are available for a patient). The number of decision trees to be used was heuristically chosen to limit the model size (lower number of trees), while still having a number of trees to maintain diversity for the generalizability of the ensemble model. We used the BRF implemented in the imbalanced-learn library in Python [42], allowing the default unrestricted depth of trees and squared root of number of features considered for best split in the trees. Similar to the approach used by Lamichhane et al [19], features were quantized into discrete bins before being provided as input to the classifier. The number of bins was set as a hyperparameter, and for the set number of equal-width bins, the count of feature values in each bin was retained as the processed feature values. The approach of feature quantization was found to be helpful in relapse prediction, probably by ignoring small insignificant changes while retaining large feature variations representing significant behavioral deviations. We used leave-one-patient-out cross-validation for the evaluation of the model. The number of bins to be used was a hyperparameter for the classification model and was set with cross-validation within the training set (nested cross-validation). The number of bins for feature quantization considered in hyperparameter tuning were 2, 3, 4, 5, 10, and 15, and the tuning procedure is further described in Multimedia Appendix 1.

Relapse Labels

For our relapse prediction pipeline, as the relapse dates are not a fixed discrete event, a hard label and earlier indications of an oncoming relapse are also valuable, we considered the entire month preceding the date of indicated relapse as a relapse period for classification. Thus, any prediction of relapse within a 4-week period before the relapse was considered as a useful output from the prediction model, as has also been used in previous study on relapse prediction [21]. A relapse prediction generated up to a month before the relapse would be observable and potentially actionable for interventions, as behavioral changes associated with relapse could manifest up to a month preceding a relapse [18].

Personalization

Human behavior and behavioral change manifestations of relapse can be person-dependent. Lamichhane et al [19] proposed a method for personalizing a relapse prediction model based on feature selection adapted to a particular test patient. The adaptation occurs using a personalization subset. This is illustrated in Figure 2. For a test patient, within the leave-one-patient-out cross-validation approach, the data from patients closest in age to the given test patient comprised the personalization subset. We included age-based personalization as a first step toward personalized relapse prediction, as behavioral tendencies could be dependent on age, among other factors. Age has been reported to be a significant factor in univariate regression modeling of relapse behaviors in patients with schizophrenia [43], and age dependence of psychosocial functions, substance use behaviors, psychotic symptoms, hospitalization risks, and so on, have been reported in the
context of psychotic relapse in patients with schizophrenia [44]. We evaluated the gains from age-based personalization compared with a nonpersonalized model to empirically establish if age-based personalization could be helpful in behavioral modeling and relapse prediction. As relapse incidents are rare, all the relapse incidents in the training data set were included as a part of the personalization subset. For training a classifier toward the test patient, the optimal features were selected using the personalization subset. We used this approach for training our relapse prediction model, and used the correlation between features and target labels as the feature selection criteria. The number of clusters for the PAM selection was 9 clusters because lower number of clusters allows least overlap between Gaussian classes. The final model with 9 and 13 clusters achieved the best model stability and the models with equally good AIC and BIC scores, the models narrowed to 8 to 14 clusters with full covariance matrix. Among after evaluating AIC and BIC scores, model selection was in Figures S2 and S3 in Multimedia Appendix 1. For GMM, 1, and model comparison metrics for GMM and PAM are plotted model selection procedure is explained in Multimedia Appendix 1 and identify different behavioral routine representations. The number of features to be selected was set as a hyperparameter in our classifier, and this dictated the threshold for correlation value used for feature selection. For example, if the number of features to be selected is 5, the threshold for correlation coefficient (absolute value) is selected such that top-5 features with the highest correlation with the labels are retained. The number of features to be used was selected from 3, 5, 10, and 15, and the features and size of the personalization subset was selected from 50, 75, 100, 125, 150, 200, and 300 for the hyperparameter tuning (further described in Multimedia Appendix 1).

**Figure 2.** Personalization approach for the relapse prediction model [19]. A personalization subset, consisting of data from patients who are closest in age to the test patients, is used to identify the best feature sets, using which a (personalized) relapse prediction model can be trained.

![Diagram of personalization approach for relapse prediction model](image)

**Evaluation Metric**

We evaluated relapse prediction performance to assess the contributions from clustering-based features. Any improvement in the relapse prediction performance when clustering-based features are added to the baseline features would establish the value of clustering-based features to represent behavioral trends and detect anomalies relevant for relapse prediction. Similar to the study by Lamichhane et al [19], we used F2 score for model evaluation to slightly prioritize recall over precision (detecting a relapse is slightly prioritized over generating a false positive). F2 score is given as follows:

$$F2 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$

We also report the obtained precision and recall scores together with the F2 scores.

**Results**

**Clustering Results**

We trained GMM and PAM models to obtain cluster centers and identify different behavioral routine representations. The model selection procedure is explained in Multimedia Appendix 1, and model comparison metrics for GMM and PAM are plotted in Figures S2 and S3 in Multimedia Appendix 1. For GMM, after evaluating AIC and BIC scores, model selection was narrowed to 8 to 14 clusters with full covariance matrix. Among the models with equally good AIC and BIC scores, the models with 9 and 13 clusters achieved the best model stability and least overlap between Gaussian classes. The final model selection was 9 clusters because lower number of clusters allows for higher interpretability. The number of clusters for the PAM model was also selected to be 9 based on the distance dissimilarity metric and elbow method.

See Figures S4 and S5 in Multimedia Appendix 1 for the output from the GMM and PAM models, including cluster size, average likelihood scores (for GMM), distance scores (for PAM; Figure S4 in Multimedia Appendix 1), and kernel density plots that illustrate the distributions of likelihood scores and distance scores (Figure S5 in Multimedia Appendix 1).

To evaluate how well the days in each cluster conform to a routine—the one represented by the cluster center—we measured the spread of each cluster using the trace of the covariance matrix of all cluster samples. Results are illustrated in Figure 3. Clusters with small covariance trace had low within-cluster variability. The GMM cluster model resulted in a more extreme distribution of cluster spread (higher range of covariance trace) because it allowed the clusters to overlap (despite our model selection approach to limit overlaps), whereas the PAM model created partitions in the data.

By averaging all daily templates (data points) in every cluster, it was possible to observe the cluster profiles. For example, Figure 4 illustrates the average daily templates of two example signal modalities: acceleration and conversation. The GMM performed better in stratifying daily templates based on the overall level of activity in these signal modalities. The PAM model had high variance in each cluster because it allows for a more lenient dissimilarity measurement. Although the daily templates in each cluster have different levels of signal activity, they generally follow the same pattern as a normal circadian rhythm; for example, the conversation signal activity peaking during the day and being at minimum during the night.

Table 2 summarizes the average profile for each cluster, ordered from the most common to the least common cluster.
Figure 3. Trace of the sample covariance matrix for each cluster obtained with Gaussian mixture model (GMM) and partition around medoids (PAM) clustering approach. A low covariance matrix trace indicates more homogeneous clusters, that is, clusters with lower within-cluster variability.

Figure 4. Average daily templates of two signal modalities acceleration (top) and conversation time (bottom) in the clusters obtained from the Gaussian mixture model (GMM) and partition around medoids (PAM) models. Different clusters capture different behavioral patterns.
showed that, on average, likelihood scores increased and points did not deviate very much from the cluster centers. Model-based feature) because these clusters were more compact (GMM-based feature) and a decrease in distance scores (PAM cluster was associated with an increase in likelihood scores off a few days before the relapse. This transition to an inactive sensor recordings, most likely had their phone turned hypothesized that the patients, for whom we see their assigned for example, GMM cluster 3 and PAM cluster 1 (Figure 5). We represented a transition to a cluster with inactive sensor readings; most of these anomalies were observed qualitatively in the time series of these features before and after the relapse. Most of these anomalies Association With Relapses Of the 27 relapse events in total, clustering features were missing before 3 (11%) events owing to missing signal modalities. For 11 (46%) of the remaining 24 relapses, anomalies in clustering features were observed qualitatively in the time series of these features and after the relapse. Most of these anomalies represented a transition to a cluster with inactive sensor readings; for example, GMM cluster 3 and PAM cluster 1 (Figure 5). We hypothesized that the patients, for whom we see their assigned cluster labels near relapse period being assigned to the cluster of inactive sensor recordings, most likely had their phone turned off a few days before the relapse. This transition to an inactive cluster was associated with an increase in likelihood scores (GMM-based feature) and a decrease in distance scores (PAM model-based feature) because these clusters were more compact and points did not deviate very much from the cluster centers. Our cluster analysis between the NRx and pre-NRx periods showed that, on average, likelihood scores increased and distance scores decreased closer to relapses (Figure 6). This trend was robust with respect to different window sizes, and the largest change was observed with NR20 window size. Asterisks indicate that the absolute Cliff δ value between the 2 periods is >0.147 (ie, effect is nonnegligible; refer to Analyzing Cluster Results in the Methods section). Note that the plots were made using all patients’ data collectively. Individual patient’s plots would show a large difference between the near-relapse window and healthy period. Average Cliff δ values across all relapse events are presented in Table S1 in Multimedia Appendix 1. We evaluated the relapse prediction pipeline discussed in Relapse Prediction in the Methods section, with and without the clustering-based features. The highest F2 score of 0.23 was obtained when the baseline features were complemented with the clustering-based features, which was significantly higher than the F2 score from random classification baseline (0.042) and the F2 score obtained using the baseline features only (0.18).
Figure 5. Time series plots of cluster assignment as obtained from the Gaussian mixture model (GMM) and partition around medoids (PAM) models (left pane) and weighted average likelihood score and distance score of a sample patient (right pane). Changes in cluster features are seen near the relapse instance (shown with the vertical red line).

Figure 6. Boxplot of the clustering features (likelihood scores from Gaussian mixture model on top and distance scores from partition around medoids model at the bottom) in x days near relapse (NRx) and all days before relapses not in NRx (pre-NRx) periods. Bars indicate nonnegligible effect size.
The mobile sensing-based features. Such a lenient matching fits
lenient match of daily templates of behaviors as represented by
clusters. The PAM model with DTW distance allows a more
best clustering model with least overlap between identified
trends, we evaluated Bhattacharyya distances to identify the
cluster. As we wanted the clusters to capture distinct behavioral
also shows high likelihood of belonging to the large-spread
clusters (cluster overlaps); a point belonging to compact clusters
considered as a large-spread cluster with no typical cluster
profile. These large-spread clusters also contain the compact
clusters (cluster overlaps); a point belonging to compact clusters
also shows high likelihood of belonging to the large-spread
cluster. As we wanted the clusters to capture distinct behavioral
trends, we evaluated Bhattacharyya distances to identify the
best clustering model with least overlap between identified
clusters. The PAM model with DTW distance allows a more
lenient match of daily templates of behaviors as represented by
the mobile sensing-based features. Such a lenient matching fits
the context of this study because DTW is able to adjust for
spikes, speed differences, or time shifts when evaluating
dissimilarity between 2 daily templates of behaviors. However,
the clusters obtained from the PAM model contain more
dissimilarities. Then, it is more difficult to summarize the cluster
profiles for qualitative model interpretation.
Overall, GMM-based modeling can identify highly dense or
populous clusters with very specific behaviors associated with
these clusters and some dispersed clusters that do not have a
typical cluster profile. For example, cluster 3 and cluster 9
identified from the GMM (Table 2) represented 2 types of
typical routines. Cluster 3 from the GMM had almost all sensor
readings, except sleep, close to 0, likely representing an inactive
or sedentary day, and cluster 9 had the days with the phone
screen always turned on, likely representing a day with high
mobile phone use. The PAM model also had a cluster with
mostly inactive days and constantly long screen time (cluster
5). However, this cluster had higher cluster variance. When the
average cluster profile of this cluster was observed (Figure 4),
some days that did not strictly follow the patterns of inactive
day and long screen time were also assigned to the cluster. In
terms of behavioral features, this implies that clusters obtained
from a PAM model are likely to cluster together the behaviors
that do not always show homogeneity based on qualitative
observations. This is because of the flexibility of the PAM model
in allowing unparalleled alignment between behavior time series.
Nonetheless, it might be beneficial to consider PAM-based
modeling for the previously mentioned features: ability to

<table>
<thead>
<tr>
<th>Features</th>
<th>Frequency (normalized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline feature–distance template skewness</td>
<td>0.19</td>
</tr>
<tr>
<td>Clustering feature–mean PAMa label</td>
<td>0.17</td>
</tr>
<tr>
<td>Clustering feature–mean PAM weighted distance</td>
<td>0.14</td>
</tr>
<tr>
<td>Baseline feature–conversation template kurtosis</td>
<td>0.14</td>
</tr>
<tr>
<td>Clustering feature–number of transitions</td>
<td>0.12</td>
</tr>
<tr>
<td>Clustering feature–SD GMMb label</td>
<td>0.10</td>
</tr>
<tr>
<td>Clustering feature–SD PAM label</td>
<td>0.10</td>
</tr>
<tr>
<td>Clustering feature–mean GMM assigned cluster likelihood</td>
<td>0.10</td>
</tr>
<tr>
<td>Baseline feature–conversation template skewness</td>
<td>0.08</td>
</tr>
<tr>
<td>Baseline feature–volume template range</td>
<td>0.08</td>
</tr>
</tbody>
</table>

aPAM: partition around medoids.
bGMM: Gaussian mixture model.

**Discussion**

**Principal Findings**

In this study, we used clustering models to obtain behavioral
representation from mobile sensing data, which could be useful
for relapse prediction. The two clustering models explored in
this study, GMM and PAM, grouped observations using
different notions of distance or similarity between data points,
and therefore, captured different behavioral representations
(Table 2; Figure 4). These representations can be useful in
downstream applications such as relapse prediction.

The GMM defines distance based on one-to-one matching
between the hourly observation of mobile sensing data in the
daily template. The clusters identified from the GMM have a
widely varied distribution of cluster spread (Figure 3). With
some compact clusters (represented by low cluster covariance)
being identified within the GMM, the remaining data points
that do not belong to any of these compact clusters are
considered as a large-spread cluster with no typical cluster
profile. These large-spread clusters also contain the compact
clusters (cluster overlaps); a point belonging to compact clusters
also shows high likelihood of belonging to the large-spread
cluster. As we wanted the clusters to capture distinct behavioral
trends, we evaluated Bhattacharyya distances to identify the
best clustering model with least overlap between identified
clusters. The PAM model with DTW distance allows a more
lenient match of daily templates of behaviors as represented by
the mobile sensing-based features. Such a lenient matching fits
the number of features selected in each
cross-validation loop was different because the number of
features was a hyperparameter selected using nested
cross-validation. Then, we normalized the total selection count
of each feature at the end of the cross-validation by the number
of cross-validation loops. The results obtained are presented in
Table 3.

**Table 3.** The top 10 significant features in the relapse prediction pipeline based on the entire feature set (baseline and clustering-based features). The frequency of selection of a particular feature across the cross-validation loop is used to assess the most significant features for relapse prediction. It is
to be noted that different numbers of features are selected in each cross-validation loop, as the number of features to be used is a hyperparameter tuned with a nested cross-validation loop.

<table>
<thead>
<tr>
<th>Features</th>
<th>Frequency (normalized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline feature–distance template skewness</td>
<td>0.19</td>
</tr>
<tr>
<td>Clustering feature–mean PAMa label</td>
<td>0.17</td>
</tr>
<tr>
<td>Clustering feature–mean PAM weighted distance</td>
<td>0.14</td>
</tr>
<tr>
<td>Baseline feature–conversation template kurtosis</td>
<td>0.14</td>
</tr>
<tr>
<td>Clustering feature–number of transitions</td>
<td>0.12</td>
</tr>
<tr>
<td>Clustering feature–SD GMMb label</td>
<td>0.10</td>
</tr>
<tr>
<td>Clustering feature–SD PAM label</td>
<td>0.10</td>
</tr>
<tr>
<td>Clustering feature–mean GMM assigned cluster likelihood</td>
<td>0.10</td>
</tr>
<tr>
<td>Baseline feature–conversation template skewness</td>
<td>0.08</td>
</tr>
<tr>
<td>Baseline feature–volume template range</td>
<td>0.08</td>
</tr>
</tbody>
</table>
discount spikes and speed differences or time shifts when evaluating dissimilarity between 2 daily templates of behaviors. Similarity (or dissimilarity) between behaviors may not always be fully represented by hourly alignment and comparison of mobile sensing data across days.

The behavior of a particular day, represented by the mobile sensing data template for that day, was characterized in a clustering model with different clustering-based features such as Gaussian likelihood and DTW distance to the cluster centers. Days with assigned cluster likelihood scores close to 1 and assigned cluster distance scores close to 0 tend to belong to a dense cluster with a small spread. For example, cluster 3 from the GMM and cluster 5 from the PAM model have the highest likelihood and lowest distance to its assigned cluster, respectively (Figure S4 in Multimedia Appendix 1). They also have low within-cluster variability, as measured by the trace of sample covariance (Figure 3). On the other hand, days characterized by low likelihood scores and high distance scores tend to be more dispersed and do not conform well to a specific routine. For example, cluster 5 and cluster 7 in GMM and cluster 9 in the PAM model have such properties. Overall, GMM clustering and PAM clustering tend to produce clusters with different behavioral representations in the assigned clusters, and this is reflected in the clustering-based features such as likelihood scores and cluster distance that are assigned to characterize each day.

In terms of relapse prediction, clustering-based features can capture long-term behavioral trends across the patients. This representation can complement existing approaches to behavioral representation for psychotic relapse prediction in schizophrenia; for example, based on the use of daily behavioral rhythm change features as proposed by Lamichhane et al [19]. We compared the clustering-based features before and near the relapse periods and observed significant differences in some features. This was also seen qualitatively in a time series plot of clustering-based features, indicating that an upcoming relapse for a patient is associated with changes seen in clustering-based features (Figure 5). Clustering-based features were helpful in relapse prediction models (Table 4).

When clustering-based features were used together with daily behavioral rhythm change features, a significant gain in relapse prediction performance was obtained (F2 score improved from 0.18 to 0.23). These F2 scores and the associated improvements are significant, considering that a random classification baseline gives an F2 score of 0.042 on average. A Wilcoxon signed-rank test on performances in multiple classifier initializations for classification with and without clustering features yielded a significantly high score for classification when clustering features were included (P=.002). Clustering-based features were among the top features when significance of features for the relapse prediction task was evaluated (Table 3). Features such as mean cluster labels and number of transitions of labels were among the top (most frequently selected) features. Thus, both the information about which behavioral clusters the observations from the current period of monitoring belong to (likely representing behavioral clusters that are not normal behaviors) and how often transitions between different behavioral clusters occur (representing the patient showing frequent behavioral variations) are likely predictive of an oncoming relapse. Clustering-based features alone also proved to be valuable for relapse prediction. GMM-based and PAM-based clustering features only used in the relapse prediction pipeline led to an F2 score of 0.16 and 0.16 for relapse prediction, respectively (Table 4). Therefore, clustering-based features are found to be a useful approach to obtain behavioral representations and can be used in clinical applications such as relapse prediction.

### Table 4. Relapse prediction performance with different feature sets. The baseline features introduced in the previous study [19] are complemented with clustering-based features for evaluation. The performance of both the GMM-based and PAM-based feature sets are also separately evaluated.

<table>
<thead>
<tr>
<th>Method</th>
<th>F2 score (precision/recall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All features</td>
<td>0.23 (0.063/0.662)</td>
</tr>
<tr>
<td>Baseline features [19]</td>
<td>0.18 (0.055/0.400)</td>
</tr>
<tr>
<td>Clustering features</td>
<td>0.14 (0.035/0.487)</td>
</tr>
<tr>
<td>GMM features</td>
<td>0.16 (0.042/0.487)</td>
</tr>
<tr>
<td>PAM features</td>
<td>0.19 (0.042/0.525)</td>
</tr>
<tr>
<td>GMM+baseline features</td>
<td>0.19 (0.052/0.525)</td>
</tr>
<tr>
<td>PAM+baseline features</td>
<td>0.16 (0.045/0.438)</td>
</tr>
</tbody>
</table>

*aGMM: Gaussian mixture model.
*bPAM: partition around medoids.
*cRandom classification baseline: mean score 0.042 (SD 0.020).

### Comparison With Previous Studies, Limitations, and Future Research

To the best of our knowledge, this is the first study that used clustering analysis to group behavioral patterns of individuals with schizophrenia. Compared with previous studies that used hourly data to train the relapse prediction models, our study, based on clustering features to represent different behavioral patterns, has better model interpretability. Clustering analysis allows clinicians to understand different types of patient routines and their frequencies. In terms of schizophrenia, cluster transitions observed before relapses could suggest which types of behavior are potential relapse-related behavioral signatures.
Then, intervention strategies to prevent relapses can be made accordingly.

Researchers have studied how missing data are related to relapses and anomalies in mental health conditions. In the data set that we used for evaluation in this study, some passive-sensing daily templates have consecutive hours with missing data from almost all signal modalities. In an anomaly detection study, Adler et al. [21] used mean imputation, whereas here, we filled missing values with zeros. Filling missing data with mean values may ignore the potential relationship between missing data and anomalies. In reality, it is highly possible that outpatients may turn off their phone when they experience relapse symptoms. We observed that there are more days from an inactive sensor reading cluster closer to relapses. The increased prevalence of inactive days also caused likelihood scores to increase and distance scores to decrease before relapses. Initially, we hypothesized that adhering to any routine or cluster center might reduce the risk of relapse, but it turned out that some routines, such as missing sensing data, are actually associated with a higher risk of relapse.

Although the clustering features successfully improved relapse prediction results, the only observable relapse signature was an increase in likelihood score or a decrease in distance score and a transition to an inactive cluster. For the relapse events that were not indicated by sensor inactivity, we did not find any nontrivial changes in any specific feature before the relapse. Similarly, the relapse prediction performance with the best F2 score of 0.23 is relatively low. However, investigations of mobile sensing-based relapse prediction in mental health disorders are relatively new, and further improvements in this field can be expected as more data sets become available and improvements in machine learning models for the specific task of relapse prediction are made. In the study by Borges et al. [45], relapse prediction in bipolar disorder was developed using clinical assessment features during patient visits. A high F score (F1) of up to 0.80 was reported. The relapse rate was quite high (relapse in >60% of the included patients) in the data set used by the authors, and the relapse prediction was performed at a patient level (instead of a weekly prediction model in free-living conditions, as in our case), which might have led to high performance.

In this study, we obtained patient-independent clusters; that is, generalized behavioral clusters, by pooling data from all the patients. We generalized that there are certain types of routines across all outpatients with schizophrenia. Future studies can focus on establishing personalized cluster models. As suggested in the study by He-Yueya et al. [25], every patient’s relapse signatures and the extent to which they adhere to their daily routine are different. The same study found that individual-level models can achieve better performance in predicting symptom severity. Our model also found that participants have different routines, as their frequencies of staying in different clusters largely varies. Moreover, although most patients had high likelihood scores and low distance scores closer to relapses, some other patients demonstrated the opposite trend. Generalized behavioral models might not fully represent and discount the effect of different confounding variables such as job type, sex, current health, and so on, which could impact behavioral trends. Although we used model personalization in relapse prediction, we considered only age as a covariate of behavioral trends. Personalized cluster models that account for different aspects of interpersonal differences would further help mitigate possible biases in behavioral representations owing to confounding variables. Personalized relapse prediction models will also be required to test the effectiveness of the individual-level clusters. However, sufficient data for each new patient are needed to find cluster models specific to the patient, and thus, clinical deployment for new patients will be delayed. Cluster adaptation from generalized cluster models to personalized cluster models, as more patient-specific data become available, needs to be investigated in future studies.

Conclusions

In this study, we proposed a methodology to compute clustering models on 24-hour daily behavior of outpatients with schizophrenia and showed that information extracted from the cluster model improved relapse prediction. New features were generated from the cluster models by measuring the deviation of every observation from the cluster centers representing typical behavioral patterns. Two different clustering models were investigated. The GMM allows for cluster overlap and has a more extreme cluster dispersion. The PAM model with DTW distance creates partitional clusters that are more generalized toward new data, but fails to identify dense clusters. The clustering-based features helped to improve relapse prediction model performance. In future studies, we will further investigate personalized clusters and relapse prediction models.
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Abstract

Background: High-intensity physical activity improves the health of people with HIV. Even when people have good intentions to engage in physical activity, they often find it difficult to maintain physical activity behavior in the long term. Two Minds Theory is a neurocognitive model that explains gaps between people’s intentions and behaviors based on the operations of 2 independent mental systems. This model predicts that everyday experiences will affect physical activity and that factors outside people’s awareness, such as sleep and stress, can have particularly strong effects on physical activity behaviors.

Objective: We designed this study to test the effects of daily experiences on physical activity among people with HIV, including measures of people’s conscious experiences using daily electronic surveys and measures of nonconscious influences using sensor devices.

Methods: In this study, 55 people with HIV wore a Fitbit Alta for 30 days to monitor their physical activity, sleep, and heart rate variability (HRV) as a physiological indicator of stress. Participants also used their smartphones to complete daily electronic surveys for the same 30 days about fatigue, self-efficacy, mood, stress, coping, motivation, and barriers to self-care. Time-lagged, within-person, multilevel models were used to identify the best prospective predictors of physical activity, considering the daily survey responses of people with HIV and sensor data as predictors of their physical activity the following day. We also tested baseline surveys as predictors of physical activity for comparison with daily variables.

Results: Different people had different average levels of physical activity; however, physical activity also varied substantially from day to day, and daily measures were more predictive than baseline surveys. This suggests a chance to intervene based on day-to-day variations in physical activity. High-intensity physical activity was more likely when people with HIV reported less subjective fatigue on the prior day (r=−0.48) but was unrelated to actual sleep based on objective sensor data. High-intensity physical activity was also predicted by higher HRV (r=0.56), indicating less stress, lower HIV-related stigma (r=−0.21), fewer barriers to self-care (r=−0.34), and less approach coping (r=−0.34). Similar variables predicted lower-level physical activity measured based on the number of steps per day of people with HIV.

Conclusions: Some predictors of physical activity, such as HRV, were only apparent based on sensor data, whereas others, such as fatigue, could be measured via self-report. Findings about coping were unexpected; however, other findings were in line with the literature. This study extends our prior knowledge on physical activity by demonstrating a prospective effect of everyday experiences on physical activity behavior, which is in line with the predictions of Two Minds Theory. Clinicians can support the physical activity of people with HIV by helping their patients reduce their daily stress, fatigue, and barriers to self-care.
ecological momentary assessment; fatigue; HIV; physical activity; stress; mobile phone

Introduction

Background

Physical activity is important in managing many chronic diseases, including HIV. With current antiretroviral treatment (ART) options, people with HIV have almost but not quite a normal life expectancy [1]. Lingering disease-related morbidity and mortality among people with HIV are likely because of accelerated or accentuated aging [2], which may be tied to chronic inflammation and immune activation caused by the virus and by the immune system’s efforts to attack it [3]. In particular, long-term HIV infection predisposes people to develop age-related comorbidities such as heart disease and diabetes at a younger age than their peers without HIV [2].

Benefits of Physical Activity for People With HIV

Assuming that a patient’s HIV is controlled with ART, prevention of cardiovascular complications in people with HIV involves a number of health promotion strategies similar to those recommended for people without HIV. Hypertension, diabetes, and cholesterol screening are needed, and medications may be required to manage these conditions [4]. Smoking cessation should be discussed, and patients should be supported to quit smoking if desired [5]. Regular exercise, including cardiovascular, strength, flexibility, and balance training, is also recommended. People with HIV, as a group, have less physical activity than that recommended by public health guidelines [6]. In fact, an emerging line of research suggests that people with HIV need more intensive levels of exercise than usual to offset the negative cardiovascular effects of long-term HIV infection [7]. To achieve needed benefits for measures of physical function and cardiovascular fitness, people with HIV require high-intensity physical activity that elevates their heart rate (HR) for at least 30 minutes most days [8]. This is more intensive physical activity than is typical for most Americans [9].

In addition to its cardiovascular benefits, exercise is known to enhance mood and reduce stress, with higher levels of physical activity showing positive effects on many mental health indicators among people with HIV [10]. In addition, exercise interventions have been shown to improve neurocognitive function; improve mitochondrial function; reduce inflammation; improve bone mineral density; reduce fatigue; and, in some studies, directly improve immune function based on CD4 counts among people with HIV [11]. Physical activity may even improve ART medication adherence in people with HIV, an effect that seems to be mediated by reductions in depressive symptoms [12].

Barriers to Physical Activity Among People With HIV

Unfortunately, depressive symptoms make it less likely for people with HIV to engage in physical activity; other barriers to physical activity among people with HIV include ART side effects, comorbid health problems, physical pain, lower self-efficacy for exercise, fewer perceived benefits of exercise, and lower motivation for exercise [13]. Fatigue is the most common symptom experienced by people with HIV and is cited by patients as a barrier to exercise, although exercise actually tends to reduce fatigue [3]. Qualitative research suggests additional social or environmental barriers to physical activity, including concerns about HIV-related stigma, lack of interpersonal support for exercise, environmental or resource limitations that make physical activity more challenging, and difficulty incorporating exercise into daily activities [14]. Once an exercise habit is started, other barriers to maintenance may arise because the factors that help someone to initiate a physical activity habit are often different from those that help them to maintain it over time [15]; maintenance is more likely when people with HIV have social support and when exercise is well integrated into their daily routines [16].

Explaining Physical Activity via Two Minds Theory

The differences between the positive effects of exercise and people’s difficulty in adopting and maintaining exercise routines can be explained by Two Minds Theory (TMT), which is a novel approach to understanding and changing health behaviors based on the idea of intention-behavior gaps [17]. TMT explains this discrepancy by positing that intentions and behaviors are produced by 2 separate neurocognitive systems. Behavior arises from the intuitive system, a set of deep brain structures and functions that perceives situations, compares them to memories, generates emotions, triggers behavioral responses, and is shaped by consequences. All of these intuitive-level processes can occur largely outside of people’s conscious awareness. In contrast, intentions for the future (as well as explanations about past behaviors) are produced by the narrative system, a set of conscious higher brain processes coordinated by the prefrontal cortex that interprets and draws conclusions about a person’s experiences and behaviors. The intuitive system is much more efficient and automatic but is more strongly affected by emotions, surface characteristics of a situation, and immediate barriers or rewards; thus, it is sometimes fooled or misled [18].

The narrative–intuitive distinction also helps to explain why, even after a person begins an exercise habit, unexpected barriers can interfere with maintaining it. In general, people start a new behavior because it seems important (ie, when narrative-level benefits are high); however, they continue the new behavior over time when it is easy (ie, when intuitive-level barriers such as HIV-related stigma and environmental challenges are low) [15].

As the intuitive system operates in the moment and in the context of everyday environments, Cook et al [17] suggested that researchers must examine people’s immediate experiences to understand their behavior. Many of the barriers to physical activity for people with HIV fall under the heading of immediate experiences; negative mood, pain, fatigue, ART side effects, and low motivation are all experiential states that go up or down
over time for a given person living with HIV [19]. The best practice for studying in-the-moment states is ecological momentary assessment (EMA) using diaries or electronic surveys to collect real-time data on multiple occasions from the same person [20]. Some everyday states are not necessarily accessible for conscious reporting; for example, fatigue may be a symptom experience that people with HIV can report or may manifest via poor sleep, psychomotor slowing, or cognitive confusion [3]. In such cases, ambulatory monitoring data from personal sensor devices may provide additional information [21]. In prior research involving people with HIV, everyday situational factors such as mood, stress, stigma, fatigue, and self-care barriers predicted both ART adherence [19] and fatigue [22]: based on TMT, we expect that these variables would also predict another daily variable, physical activity. Furthermore, we predict that nonconscious influences such as sleep and stress would have particularly strong effects on the subsequent physical activity of people with HIV.

**Purpose of This Study**

To better understand the factors that facilitate or interfere with physical activity among people with HIV, we conducted a secondary analysis of data from a mixed method study of daily fatigue experiences among people with HIV [22]. The purpose of the current analysis is to understand the factors that affect everyday physical activity among people with HIV, as measured by 1 month of monitoring using a Fitbit digital sensor device (Fitbit Inc). Predictors of physical activity were assessed using daily sensor data and survey data collected using EMA methods. As EMA generates many days’ worth of data from each individual participant, it permits reliable conclusions to be drawn from studies with smaller sample sizes; the effective N for such studies is in between the number of participants and the number of observations after statistically correcting for the dependency of observations within participants.

**Methods**

**Recruitment**

Recruitment took place in an infectious disease specialty clinic at an academic medical center in Denver, Colorado, United States, from September 2017 to November 2018. The clinic provides care for approximately 1850 people with HIV annually, 97% of whom are on ART, 91% of whom are virally suppressed, and 30% to 45% of whom have significant fatigue [7,23]. The clinic is funded through the Ryan White program and uses a medical home model with on-site services, including mental health, pharmacy, and medical case management. HIV care providers at the clinic screened the patients for potential study eligibility based on the criteria described in the following sections. When a patient was potentially interested, a research team member met with them in the clinic to obtain informed consent. In most cases, the baseline study procedures were completed immediately. In addition, flyers for the study were placed in the clinic waiting room and examination rooms, and patients could self-refer and schedule a time for consent and baseline measures.

The inclusion criteria were people with HIV with (1) well-controlled HIV (viral load<20 copies/mL) with current ART, (2) English language fluency, (3) age of 18 to 80 years, and (4) at least mild fatigue based on the Patient-Reported Outcomes Measurement Information System (PROMIS) 4-item screening tool [24]. The exclusion criteria were (1) serious substance abuse; (2) cognitive impairment; or (3) mental or physical illness that, in the referring clinician’s judgment, precluded participation.

**Procedure**

Participants wore a Fitbit Alta HR sensor device for 30 days. The overall physical activity was measured based on the total steps per day, whereas high-intensity physical activity was measured based on the number of active minutes when the participant had an elevated HR during exercise. Additional data collected from the Fitbit wristband included sleep metrics, HR indicators, and HR variability (HRV) as a physiological measure of stress.

Participants also completed the validated EMA survey measures on mood, fatigue, self-efficacy, and other psychological variables by responding to a daily message on their smartphones with a link to a REDCap (Research Electronic Data Capture; Vanderbilt University) web-based data form. The EMA survey included questions about situational variables that might interfere with physical activity, such as travel, substance use, or medication side effects.

After consent was obtained, people with HIV completed baseline questionnaires on fatigue and other symptoms. They provided a release of information to extract demographic and clinical data from their electronic health records and received instructions on how to use the Fitbit device and web-based EMA surveys for the next 30 days. A link to complete the survey was delivered once per day at a random time, either by email or SMS text message (participant’s choice). Participants returned after 1 month to complete additional questionnaires and provide a blood sample, and the first 25 participants completed a qualitative interview about their fatigue experiences and physical activity; these data have been presented elsewhere [22].

**Measures**

**Baseline Data**

Demographic data from patients’ charts and intake paperwork included age, gender, race, ethnicity, and current employment status. Participants also completed baseline self-report measures, including PROMIS scales for fatigue, depression, applied cognition, sleep, and pain [24]; the HIV Quality of Life scale [25]; and a short form of the HIV Stigma Scale [26].

**Ambulatory Sensors**

The Fitbit wristbands collected continuous ambulatory data on physical activity (total steps and active minutes per day), sleep (time in bed, total sleep time, wake after sleep onset, sleep efficiency, and sleep stages), HR (average, resting, minimum, and maximum), and HRV, with each of the metrics calculated as daily averages for 1 month. Consumer-grade Fitbit monitors provide a balance of sensitivity and data collection efficiency for both activity and sleep data, showing valid step counts compared with research-grade devices and acceptable results for acquiring HRV in field settings [27], as well as high...
interdevice reliability for various sleep metrics [28]. Fitbit uses a proprietary algorithm to calculate active minutes based on the ratio of current energy expenditure to the amount of energy typically expended by that person at rest [29]; when that ratio is ≥3, Fitbit’s algorithm considers the person to be engaged in high-intensity physical activity [30]. The Fitbit data were retrieved from the manufacturer’s consumer-facing data portal and through an application programming interface [31]. This site allowed the researchers to download participants’ HR data for each minute of the day and then calculate the daily HRV averages for each participant. Participants were allowed to keep the Fitbit device at the conclusion of the study. Participants also used a Pilsy electronic pill bottle to monitor ART adherence (data not presented here) over the same 30 days.

**Daily Surveys**

EMA survey items included the 4-item PROMIS fatigue short form (Cronbach $\alpha$=.95) [24]; a 4-item self-efficacy scale from the Diary of Ambulatory Behavioral States (DABS) (Cronbach $\alpha$=.84) [32]; the 3-item DABS mood scale (Cronbach $\alpha$=.85) [32]; a 6-item stress scale adapted from the Daily Hassles Scale (Cronbach $\alpha$=.75) [19]; the 9-item Assessment of Daily Coping (Cronbach $\alpha$=.83), with 2 subscales measuring approach versus avoidance coping [33]; the 2-item DABS social support scale (Cronbach $\alpha$=.81) [32]; 3 items from the HIV stigma scale (Cronbach $\alpha$=.77) [26]; the 7-item Herzog motivation scale (Cronbach $\alpha$=.79) [34]; an ART adherence item from the AIDS Clinical Trials Group measure [35]; and a 9-item barriers to self-care scale developed in our prior daily survey research (Cronbach $\alpha$=.66), which measured daily situational variables such as travel, substance use, and medication side effects [19]. All reliability statistics reported are from data in this study.

**Statistical Analysis**

**Analysis Plan**

To quantify the effects of intuitive-level daily variables versus those of narrative-level measures collected once at baseline, we first examined within-person (day by day) and between-person (stable over time) variation on each of the physical activity measures using graphical displays and intraclass correlation coefficients (ICCs). The squared ICC is similar to the coefficient of determination ($R^2$) in regression analysis and can be interpreted as the percentage of variability in the outcome measure that is stable at the level of the individual participant—in other words, the between-person level of variability [36]. Any remaining variability that is not accounted for based on the squared ICC is the variability that occurs within individuals over time. Some of this remaining variability can potentially be predicted using day-by-day predictor variables that also vary within individuals over time.

We evaluated the effects of stable between-person characteristics using Pearson $r$ correlations between participants’ baseline characteristics and each of the 2 physical activity variables. To identify significant correlations, each Pearson $r$ was converted to a $t$ test using the $r$-to-$t$ formula based on sample size, with $P$ values obtained from the $t$ distribution.

We then tested the effects of within-person sensor and survey variables via within-person multilevel models using SPSS (version 27, IBM Corp). Our models used restricted maximum likelihood estimation to generate $\beta$ coefficients, which compensated for missing data by imputing a distribution within each participant’s scores based on all available data points. The actual number of survey data points was 58.28% (or 943/1618 person-days) of the possible days. Of the 1618 person-days, data completeness for sensor measures varied by type, with 1130 (69.84%) person-days of valid HR and physical activity data but only 890 (55.01%) person-days of sensor-based sleep data.

A time-lagged analysis was used to predict each day’s physical activity from the experiences of people with HIV on the previous day, which allows for causal conclusions based on the assumption that the cause precedes the effect [23]. Each predictor’s effect on each of the two outcome variables—steps per day as a measure of low- to moderate-intensity exercise and number of active minutes as a measure of high-intensity exercise—was tested separately. For each outcome variable, each possible predictor was tested individually using a minimally restrictive .05 $\alpha$ level. All variables that passed this screening step were then combined into a single multivariable model to identify the most parsimonious set of predictors that together accounted for daily variations in physical activity among people with HIV. In the multivariable models, predictors were entered in block order (HR metrics, then sleep metrics, and then survey data), and backward elimination was used to remove redundant predictors within each block and in the final model.

**Statistical Power**

All models used fixed effects, a standard diagonal matrix, and group mean centering of predictors to control for the clustering of observations within participants. Under these assumptions, a sample size of 55 people with HIV yielded a power of 0.80 to detect moderate effect sizes ($\beta>.40$) in multilevel analyses, assuming up to 5 predictors with moderate multicollinearity (variance inflation factor 2.0), moderate ICC of 0.50, and $\alpha=.05$.

**Ethical Considerations**

This study was approved by the Colorado Multiple Institutional Review Board (protocol 16-2603).

**Results**

**Participant Characteristics**

Of the 61 people with HIV approached for the study, 55 (90%) agreed to participate. The most common reasons for nonparticipation were (1) too busy for daily surveys, (2) not interested in using sensor devices, or (3) their smartphones being too old or low on memory to add the software needed for the study. The final sample included 85% (47/55) men and 15% (8/55) women. Participants’ age ranged from 20 to 69 years, and 58% (32/55) of the participants were White and non-Hispanic. In addition, the sample included 20% (11/55) of Black participants and 22% (12/55) of Latino/Latina participants. These demographics are typical of people with HIV in Colorado.
Descriptive analyses of the baseline variables showed high levels of fatigue (greater than the PROMIS 50th percentile on 66% of days; 622/943), a high level of perceived stigma related to HIV (78% of days; 718/921), poor mood (at least once for 80% of people with HIV; 42/52), and high stress (at least once for 53% of people with HIV; 28/52). Furthermore, people with HIV frequently had interrupted sleep based on Fitbit data (284/888, 32% of nights), and some (8/40, 20%) had an overall sleep efficiency level <85%, suggesting disordered sleep. Consistent with the idea that even well-managed HIV involves chronic inflammation, participants had a moderate average C-reactive protein level (mean 2.51, SD 3.34 mg/L), and 5% (2/42) had high levels of inflammation based on C-reactive protein >10. Participant demographics were described in greater detail by Makic et al [22].

**Patterns of Physical Activity**

Physical activity varied dramatically both between and within individuals. Figure 1 shows the average activity levels (black dots) and SDs (gray bars) of the steps-per-day measurements for each participant. As shown in Figure 1, some people with HIV had higher average levels of physical activity than others; however, there was also a high level of within-person variability in physical activity from day to day. The heavy dashed line on the graph illustrates the recommended daily amount of overall physical activity (10,000 steps) for adults; in our sample, 61% (25/44) of participants either met or came close to meeting that goal, which suggests a higher level of physical activity among these people with HIV than among US adults overall. Some individual participants were very active, with an average of ≥15,000 steps per day. The relative length of the bars suggests that participants with lower activity levels were more likely to be consistently inactive; however, among those with high physical activity, there tended to be a broader range of activity from day to day. Overall, the ICC for this measure was 0.70, and 51% of the variance (1 – ICC²) was not explained by a person’s overall tendency toward activity or inactivity. In this context, we looked for within-person predictors that could help explain why some people with HIV exercised more on some days than others.

![Figure 1. Steps per day for each study participant. Black dots represent each person’s average steps across all days that they wore the Fitbit sensor device (up to 1 month for each participant). Gray bars represent the within-person average (SD 1). SDs were calculated within individuals, and therefore, the varying height of the bars reflects the fact that some people’s daily amount of physical activity varied more than that of others. The dashed line at 10,000 steps reflects the recommended daily amount of overall physical activity for adults.](image)

Figure 2 shows the second way of conceptualizing physical activity in this study: the number of active minutes per day. This measure may correspond more closely to the high level of physical activity that is needed for people with HIV to prevent cardiovascular complications of HIV infection. Similar to the steps-per-day metric, 59% (26/44) of the participants had cross-day averages above or close to the recommended level of 30 minutes per day. The active minutes measure had a higher ICC=0.78, meaning that active minutes were more consistently the same within individuals over time than the total minutes of activity. Only 39% of the variance was unexplained at the between-person level, but given the importance of high activity, and because of the fact that most people with averages <30 minutes per day still had some days with higher activity, it was also important to examine within-person predictors of active minutes.

![Figure 2](image)
Figure 2. Active minutes per day for each study participant. Black dots represent each person’s average number of active minutes per day, across all days that they wore the Fitbit sensor device (up to 1 month for each participant). Gray bars represent the within-person average (SD 1). SDs were calculated within persons, and therefore, the varying height of the bars reflects the fact that some people’s daily amount of physical activity varied more than that of others. The dashed line at 30 minutes per day reflects the recommended daily amount of active minutes for adults.

Intuitive-Level Predictors of Steps per Day

Table 1 shows the sensor and survey variables that predicted the number of steps taken by the same individual on the subsequent day. People with HIV took more steps the next day when they reported less fatigue, had higher sleep efficiency based on Fitbit sensor data, had higher percentages of time spent in deep sleep and rapid eye movement sleep, and woke up less often after going to bed. Having more steps was also related to lower stress based on higher HRV, although it was not statistically related to self-reported stress. Higher average HR, higher maximum HR, and lower minimum HR values also predicted the number of steps on the subsequent day, although these findings might simply reflect an association between more physical activity and better cardiovascular fitness. Among the survey variables, lower barriers to self-care, more social support, and more use of avoidance coping strategies each predicted the number of steps the following day. The finding on coping was in an unexpected direction and merits further investigation; however, all other relationships were consistent with the literature. In a follow-up exploratory analysis of individual items to determine the specific barriers that were the most important, effects were significant for alcohol use ($\beta=-3311$, SE$_{\beta}$ 875; $P<.001$), drug use ($\beta=1153$, SE$_{\beta}$ 256; $P<.001$), medication side effects ($\beta=-6426$, SE$_{\beta}$ 954; $P<.001$), feeling unwell ($\beta=-1573$, SE$_{\beta}$ 665; $P=.02$), feeling healthy ($\beta=-2038$, SE$_{\beta}$ 660; $P=.002$), and feeling irritated about having to take medications ($\beta=-2428$, SE$_{\beta}$ 621; $P<.001$), but not for forgetting, travel, or feeling confused.

In the multivariable model, the maximum HR and all of the sleep variables were no longer significant. As shown in the right-hand column of Table 1, the final model included average and minimum HR; higher HRV, indicating lower stress; lower self-reported fatigue based on PROMIS; higher self-reported social support; more use of avoidance coping; and fewer reported barriers to self-care.

Predictors of Active Minutes per Day

A smaller set of daily variables predicted high-intensity physical activity (Table 2). None of the sleep variables had significant effects in univariate analyses. Fewer HR metrics were significant, with higher maximum and average HR predicting active minutes the next day, but no relationship between high-intensity physical activity and minimum HR. Lower stress based on higher HRV predicted more active minutes the next day, and lower self-reported stress also predicted active minutes in a univariate model. In contrast to the findings about total steps, social support was nonsignificant as a predictor of active minutes, but HIV-related stigma (a related measure tied to negative social perceptions rather than positive ones) was significant and predicted active minutes in the opposite direction. Coping was significant in both analyses; however, high-intensity physical activity was predicted by the absence of approach coping rather than by the presence of avoidance coping. This is an inverse coping construct and, therefore, is in the same unexpected direction as the relationship between coping and total steps. The PROMIS fatigue scale and overall barriers to self-care scale again predicted active minutes. In the exploratory analyses, we found the same relationships between individual barriers and active minutes as were seen for total steps; the only exception was alcohol use, which predicted total steps but did not predict active minutes. Self-efficacy also predicted high-intensity physical activity, a relationship that was not seen in the analysis of total steps.

Maximum HR, self-efficacy, and stress were excluded from the multivariable model. Therefore, lower fatigue, less use of approach coping, less HIV-related stigma, and fewer perceived barriers were the only significant EMA predictors of next day active minutes, along with the sensor measures of average HR and lower HRV.
Table 1. Predictors of next day total steps.

<table>
<thead>
<tr>
<th>Daily predictor variable</th>
<th>Univariate model</th>
<th>Combined model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (SE)</td>
<td>F test (df)</td>
</tr>
<tr>
<td>HR(^a) sensor data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resting HR (bpm(^b))</td>
<td>4.74 (16.0)</td>
<td>0.09 (83)</td>
</tr>
<tr>
<td>Maximum HR (bpm)</td>
<td>33.8 (8.67)</td>
<td>15.2 (520)</td>
</tr>
<tr>
<td>Average HR (bpm)</td>
<td>133 (15.2)</td>
<td>76.3 (733)</td>
</tr>
<tr>
<td>Minimum HR (bpm)</td>
<td>−45.2 (22.9)</td>
<td>3.88 (520)</td>
</tr>
<tr>
<td>HRV(^d) (mspb(^e))</td>
<td>14.5 (4.33)</td>
<td>11.2 (52)</td>
</tr>
<tr>
<td>Sleep sensor data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sleep time (minutes)</td>
<td>−1.43 (1.32)</td>
<td>1.18 (473)</td>
</tr>
<tr>
<td>Time in bed (minutes)</td>
<td>−1.19 (1.16)</td>
<td>1.05 (467)</td>
</tr>
<tr>
<td>Sleep efficiency (%)</td>
<td>−7663 (3658)</td>
<td>4.39 (376)</td>
</tr>
<tr>
<td>Interrupted sleep (yes or no)</td>
<td>−719 (377)</td>
<td>3.65 (335)</td>
</tr>
<tr>
<td>Wake after sleep onset (number)</td>
<td>96.9 (47.0)</td>
<td>4.25 (431)</td>
</tr>
<tr>
<td>Light sleep (%)</td>
<td>−449 (1719)</td>
<td>0.07 (98)</td>
</tr>
<tr>
<td>Deep sleep (%)</td>
<td>10.546 (2970)</td>
<td>12.6 (274)</td>
</tr>
<tr>
<td>REM(^f) sleep (%)</td>
<td>−6978 (1423)</td>
<td>24.0 (406)</td>
</tr>
<tr>
<td>Daily survey data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PROMIS(^g) fatigue (T score)</td>
<td>−95.9 (9.80)</td>
<td>95.8 (338)</td>
</tr>
<tr>
<td>Self-efficacy (1-4 scale)</td>
<td>734 (435)</td>
<td>2.84 (41)</td>
</tr>
<tr>
<td>Mood (1-4 scale)</td>
<td>66.2 (310)</td>
<td>0.05 (161)</td>
</tr>
<tr>
<td>Stress (1-4 scale)</td>
<td>−414 (348)</td>
<td>1.41 (300)</td>
</tr>
<tr>
<td>Avoidance coping (1-4 scale)</td>
<td>1114 (287)</td>
<td>15.1 (295)</td>
</tr>
<tr>
<td>Approach coping (1-4 scale)</td>
<td>589 (336)</td>
<td>3.08 (429)</td>
</tr>
<tr>
<td>Social support (1-4 scale)</td>
<td>822 (278)</td>
<td>871 (445)</td>
</tr>
<tr>
<td>Stigma (1-4 scale)</td>
<td>−29.1 (288)</td>
<td>0.01 (355)</td>
</tr>
<tr>
<td>ART(^h) adherence (yes or no)</td>
<td>−526 (1385)</td>
<td>0.14 (134)</td>
</tr>
<tr>
<td>Motivation (1-7 scale)</td>
<td>97.3 (623)</td>
<td>0.02 (367)</td>
</tr>
<tr>
<td>Barriers (1-4 scale)</td>
<td>−3590 (597)</td>
<td>36.1 (221)</td>
</tr>
</tbody>
</table>

\(^a\)HR: heart rate.
\(^b\)bpm: beats per minute.
\(^c\)Only statistically significant results are reported.
\(^d\)HRV: heart rate variability.
\(^e\)mspb: milliseconds per beat.
\(^f\)REM: rapid eye movement.
\(^g\)PROMIS: Patient-Reported Outcomes Measurement Information System.
\(^h\)ART: antiretroviral treatment.
### Table 2. Predictors of next day active minutes.

<table>
<thead>
<tr>
<th>Daily predictor variable</th>
<th>Univariate model</th>
<th>Combined model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (SE)</td>
<td>F test (df)</td>
</tr>
<tr>
<td><strong>HR</strong> sensor data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resting HR (bpm&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>.26 (.26)</td>
<td>1.03 (528)</td>
</tr>
<tr>
<td>Maximum HR (bpm)</td>
<td>.91 (.10)</td>
<td>82.9 (99)</td>
</tr>
<tr>
<td>Average HR (bpm)</td>
<td>1.77 (.19)</td>
<td>90.9 (768)</td>
</tr>
<tr>
<td>Minimum HR (bpm)</td>
<td>.35 (.26)</td>
<td>1.77 (512)</td>
</tr>
<tr>
<td>HRV&lt;sup&gt;d&lt;/sup&gt; (mspb&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>.41 (.05)</td>
<td>55.1 (616)</td>
</tr>
<tr>
<td><strong>Sleep sensor data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total sleep time (minutes)</td>
<td>−.02 (.02)</td>
<td>0.97 (488)</td>
</tr>
<tr>
<td>Time in bed (minutes)</td>
<td>−.01 (.01)</td>
<td>0.67 (507)</td>
</tr>
<tr>
<td>Sleep efficiency (%)</td>
<td>−41.9 (44.4)</td>
<td>0.89 (536)</td>
</tr>
<tr>
<td>Interrupted sleep (yes or no)</td>
<td>−4.96 (4.67)</td>
<td>1.13 (517)</td>
</tr>
<tr>
<td>Wake after sleep onset (number)</td>
<td>−20 (.56)</td>
<td>0.13 (205)</td>
</tr>
<tr>
<td>Light sleep (%)</td>
<td>−.01 (.02)</td>
<td>0.09 (98)</td>
</tr>
<tr>
<td>Deep sleep (%)</td>
<td>−.03 (.04)</td>
<td>0.54 (274)</td>
</tr>
<tr>
<td>REM&lt;sup&gt;f&lt;/sup&gt; sleep (%)</td>
<td>−.04 (.06)</td>
<td>0.38 (406)</td>
</tr>
<tr>
<td><strong>Daily survey data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PROMIS&lt;sup&gt;g&lt;/sup&gt; fatigue (T score)</td>
<td>−1.81 (.27)</td>
<td>45.4 (185)</td>
</tr>
<tr>
<td>Self-efficacy (1-4 scale)</td>
<td>12.2 (5.30)</td>
<td>5.31 (72)</td>
</tr>
<tr>
<td>Mood (1-4 scale)</td>
<td>7.43 (3.85)</td>
<td>3.72 (108)</td>
</tr>
<tr>
<td>Stress (1-4 scale)</td>
<td>−9.45 (4.23)</td>
<td>4.99 (51)</td>
</tr>
<tr>
<td>Avoidance coping (1-4 scale)</td>
<td>1.04 (3.69)</td>
<td>0.08 (165)</td>
</tr>
<tr>
<td>Approach coping (1-4 scale)</td>
<td>−10.4 (4.22)</td>
<td>6.05 (198)</td>
</tr>
<tr>
<td>Social support (1-4 scale)</td>
<td>6.07 (3.46)</td>
<td>3.09 (226)</td>
</tr>
<tr>
<td>Stigma (1-4 scale)</td>
<td>−9.33 (3.47)</td>
<td>7.24 (50)</td>
</tr>
<tr>
<td>ART&lt;sup&gt;h&lt;/sup&gt; adherence (yes or no)</td>
<td>−2.27 (19.8)</td>
<td>0.01 (180)</td>
</tr>
<tr>
<td>Motivation (1-7 scale)</td>
<td>.79 (8.39)</td>
<td>0.01 (307)</td>
</tr>
<tr>
<td>Barriers (1-4 scale)</td>
<td>−35.5 (8.03)</td>
<td>19.6 (352)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HR: heart rate.
<sup>b</sup>bpm: beats per minute.
<sup>c</sup>Only statistically significant results are reported.
<sup>d</sup>HRV: heart rate variability.
<sup>e</sup>mspb: milliseconds per beat.
<sup>f</sup>REM: rapid eye movement.
<sup>g</sup>PROMIS: Patient-Reported Outcomes Measurement Information System.
<sup>h</sup>ART: antiretroviral treatment.

### Narrative-Level and Demographic Predictors of Physical Activity

Table 3 shows the effects of baseline measures on the 2 physical activity metrics, including demographic variables and self-report questionnaires. These self-report tools assessed some of the same constructs that were included in the daily surveys but did so by engaging the participant’s narrative mind through questions about “average” or “typical” experiences over the past 7 days. Although such retrospective self-report tools are commonly used, prior research suggests that they are more strongly biased by memories, beliefs, and expectancies than in-the-moment questions asked via daily surveys [20].
Table 3. Effects of demographic and narrative-level predictors.

<table>
<thead>
<tr>
<th>Baseline variable</th>
<th>Effect on total steps</th>
<th>Effect on active minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>t test (df)</td>
</tr>
<tr>
<td><strong>Demographic predictors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed versus not</td>
<td>-0.19</td>
<td>-0.92 (22)</td>
</tr>
<tr>
<td>Gender (male or female)</td>
<td>0.003</td>
<td>0.01 (10)</td>
</tr>
<tr>
<td>Race (any minority status)</td>
<td>0.05</td>
<td>0.28 (26)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.03</td>
<td>0.23 (54)</td>
</tr>
<tr>
<td><strong>Baseline questionnaires</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fatigue (PROMIS(^a) tool)</td>
<td>0.02</td>
<td>0.15 (54)</td>
</tr>
<tr>
<td>Mood (PROMIS tool)</td>
<td>-0.28</td>
<td>-1.92 (54)</td>
</tr>
<tr>
<td>Confusion (PROMIS tool)</td>
<td>0.24</td>
<td>1.92 (54)</td>
</tr>
<tr>
<td>Sleep (PROMIS tool)</td>
<td>0.05</td>
<td>0.39 (54)</td>
</tr>
<tr>
<td>Pain (PROMIS tool)</td>
<td>-0.08</td>
<td>-0.61 (54)</td>
</tr>
<tr>
<td>Stress (HIV-QoL(^d) subscale)</td>
<td>-0.25</td>
<td>-1.97 (54)</td>
</tr>
<tr>
<td>Stigma (HIV Stigma scale)</td>
<td>-0.12</td>
<td>-0.92 (54)</td>
</tr>
</tbody>
</table>

\(^a\)PROMIS: Patient-Reported Outcomes Measurement Information System.  
\(^b\)Significant at P<.05.  
\(^c\)Significant at P<.01.  
\(^d\)HIV-QoL: HIV-related Quality of Life scale.

None of the demographic variables predicted either of the physical activity variables, and none of the baseline questionnaire measures had any effect on the total steps measure of physical activity. Three survey measures predicted active minutes: mood, cognitive confusion, and stigma. Some variables that were significant as day-by-day measures at the intuitive level of analysis failed to predict physical activity when measured at the narrative level, including stress and fatigue. Mood and cognitive confusion had the opposite pattern, with small to moderate effects on active minutes when measured at the narrative level only. Stigma predicted active minutes when measured at either the narrative or intuitive level, although it had a stronger relationship with active minutes when measured day by day.

**Discussion**

**Principal Findings**

The daily physical activity of people with HIV was predicted based on their previous day environments, experiences, and behaviors. Overall, this study found substantial within-person variability in physical activity and illustrated the importance of everyday experiences and behaviors in understanding daily levels of activity among people with HIV, as suggested by TMT. To our knowledge, this is the first study to examine EMA daily survey measures as predictors of physical activity in people with HIV. Survey-based predictors of overall physical activity in people with HIV included greater avoidance coping, higher perceived social support, and fewer reported barriers to self-care, including the absence of alcohol use, drug use, ART side effects, feeling unwell, and irritation about medication use. The finding on coping was in an unexpected direction; however, other findings were consistent with barriers to physical activity that have been reported in previous studies of people with HIV [13,14].

This study also examined sensor-based predictors of physical activity, which provided data on everyday experiences that might have affected the behavior of people with HIV outside of their conscious awareness. Significant predictors of next day total steps included maximum and average HR, both of which might reflect cardiovascular fitness, as well as HRV, which is a physiological indicator of stress. In contrast to this physiologically based stress metric, participants’ self-reported stress was a less useful predictor that had no association with next day total steps, although it weakly predicted next day active minutes in a univariate model. On the other hand, next day physical activity was more consistently related to subjective fatigue based on the PROMIS tool than to sensor-based measures of sleep quality.

Findings about high-intensity physical activity were generally consistent with those for overall activity, although there were fewer significant predictors for the high-intensity level of physical activity that is more important in preventing cardiovascular disease. High fatigue, high levels of HIV-related stigma, and high stress based on HRV are risk factors for inactivity that can be identified by monitoring everyday psychological states. All of these are potentially modifiable risk factors, which could be addressed by clinicians either directly or with a referral to mental health support services. In a prior study, poor mood was a unique prospective marker for days when people with HIV were less likely to miss a dose of ART.
Implications for TMT

In this study, variables from EMA surveys and wrist-worn sensors were found to prospectively predict participants’ physical activity on the day after the variable was measured. The daily experiences measured in this study are considered to represent the intuitive system identified by TMT [17], as their closeness in time to the actual point of behavior reduces the chance of retrospective mental editing of experiences. Furthermore, some of the data gathered via the sensors were immune to self-reporting bias and might not even have been accessible using standard retrospective questionnaire methods. Daily within-person variations in behavior accounted for 51% of the total variability in steps per day and 39% of the variability in active minutes, illustrating the importance of testing day-by-day predictors of physical activity. The time-lagged analysis in this study also allowed us to draw prospective conclusions that are stronger than purely correlational findings. Although our results cannot prove a causal relationship because nothing was manipulated, they do show a cause preceding an effect, a feature often lacking in correlational studies.

For a direct comparison between narrative- and intuitive-level predictors, we also examined the effects of stable participant demographic characteristics and the effects of predictor variables assessed using standard retrospective questionnaires at a single point in time. None of these variables were significantly associated with steps per day, and only three of the questionnaire measures—depressed mood, cognitive confusion, and HIV stigma—significantly predicted active minutes. The best narrative-level measures had small to moderate effects, despite the fact that we used best practice PROMIS tools to measure constructs of interest. In general, our findings suggest that intuitive-level measures are more useful than narrative-level measures for predicting the physical activity of people with HIV, although one of the predictors (mood) was significant only when it was measured at the narrative level.

Strengths and Limitations

Participants in this study were people with HIV recruited from a Ryan White clinic in Denver, Colorado, United States. Of the 1.2 million people currently living with HIV in the United States, approximately 59% are currently in care [37], and of those in care, >80% receive their medical treatment through Ryan White clinics [38]. In that sense, the participants in this study were representative of people with HIV receiving care in the United States. However, our sample was disproportionately White, reflecting the demographics of Colorado, whereas the US population of people with HIV includes higher percentages of people who are Black and Latinx. Therefore, our findings may not be applicable to people of color with HIV.

This study was also limited by a moderate sample size, which may reduce generalizability, although the collection of data on multiple days from each participant increased the effective sample size for multilevel analyses. We used a minimally restrictive α level of .05 to identify potential predictors of physical activity in this initial study of everyday experiences; however, there is a risk of type 1 error in our findings. Future studies with larger sample sizes might use more restrictive statistical assumptions to further narrow the number of predictors of physical activity. In addition, Fitbits are not generally viewed as research-grade devices, although they have shown an ability to differentiate sedentary individuals from moderately active individuals in prior studies. Future research could further clarify the relative importance of predictor variables on physical activity by using research-grade activity sensors that have less measurement error, thereby providing greater statistical power for analyses.

Finally, there may be some measurement challenges in this study: the interpretation of HR metrics, including HRV, is not always clear and may be affected by overall cardiovascular fitness and participants’ psychological states. Other daily measures were self-report surveys, and although the tools were validated in prior EMA studies, there is some potential for bias based on self-presentation or inaccurate recall. Findings on coping were in an unexpected direction, which might also be an indication of measurement problems specific to this construct; for example, a participant’s use of more coping strategies might suggest ineffective or inefficient coping, whereas a high score on just 1 of the 9 items might suggest successful coping. Alternatively, it might be that some participants specifically used exercise as a form of coping; although exercise is a healthy behavior, it could be considered avoidance coping as it does not directly engage with the source of stress. If this is the explanation, it might even be the case that exercising close in time to the source of stress results in more effective coping later on (eg, at a time point that is 2 steps removed from the initial stressor). Thus, the unexpected finding about coping presents intriguing possibilities that could benefit from future research.

Implications for Practice and Research

Our findings illustrate the need for improved physical activity among people with HIV based on day-to-day variability, even among people with HIV who had average daily activity levels above those recommended by health promotion guidelines. Within-person variability was particularly apparent with regard to high-intensity physical activity. Given that everyday experiences such as stress, fatigue, and HIV-related stigma were found to interfere with high-intensity physical activity, clinicians should ask people with HIV about their stress and fatigue. Clinicians can also help their patients develop strategies to address barriers such as stigma and provide referrals to mental health resources, as appropriate. Finally, clinical care environments should take steps to reduce HIV-related stigma and make people with HIV feel welcomed. This may help to reduce the overall barriers to health care for people with HIV, as well as support their physical activity.

Further research is needed on interventions to increase physical activity among people with HIV. In-the-moment interventions might target improvement in EMA-measured variables such as HIV-related stigma and fatigue, as well as sensor-based predictors such as stress based on HRV. TMT suggests that different variables might be important in initiating versus...
maintaining physical activity over time; however, this study did not differentiate new versus established exercise habits, which might be another important question to investigate in future intervention studies. Finally, research on physical activity using EMA is still relatively novel, and questions related to the accuracy of measurements using both sensors and surveys are also important topics for ongoing investigation. Future studies using both EMA and sensor data can enhance our understanding of the physical activity and other everyday behaviors of people with HIV.

**Conclusions**

Overall, this study suggests an opportunity to improve how people with HIV manage everyday challenges in order to enhance their physical activity. People with HIV reported significant levels of fatigue, which predicted both total steps and high-intensity physical activity. Subjective fatigue was a better predictor of high-intensity physical activity than actual sleep stages, as estimated using the Fitbit device. In addition, stress predicted physical activity; however, a physiological stress measure, HRV, was a stronger predictor of both total steps and active minutes than self-reported daily stress. Other daily psychological experiences, including self-efficacy, coping, and HIV-related stigma, also predicted physical activity, as did everyday self-care barriers such as alcohol use and ART side effects. Many of these are potentially modifiable variables that could be targeted by clinicians or in future research interventions to improve the physical activity of people with HIV.
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Abstract

Background: Tinnitus is a phantom auditory sensation in the absence of an external stimulus. It is accompanied by a broad range of negative emotional symptoms and a significantly lower quality of life. So far, there is no cure for tinnitus, although various treatment options have been tried. One of them is mobile technology employing dedicated apps based on sound therapy. The apps can be managed by the patient and tailored according to their needs.

Objective: The study aims to assess the effect of a mobile app that generates background sounds on the severity of tinnitus.

Methods: The study involved 68 adults who had chronic tinnitus. Participants were divided into a study group (44 patients) and a control group (24 patients). For 6 months those in the study group used a free mobile app that enriched the sound environment with a background sound. Participants were instructed to use the app for at least 30 minutes a day using their preferred sound. The participants in the control group did not use the app. Subjective changes in the day-to-day functioning of both groups were evaluated using the Tinnitus Handicap Inventory (THI) questionnaire, a visual analog scale, and a user survey.

Results: After 3 months of using the app, the THI global score significantly decreased ($P < .001$) in the study group, decreasing again at 6 months ($P < .001$). The largest improvements were observed in the emotional and catastrophic reactions subscales. A clinically important change in the THI was reported by 39% of the study group (17/44). Almost 90% of the study participants (39/44) chose environmental sounds to listen to, the most popular being rain and ocean waves. In the control group, tinnitus severity did not change over 3 or 6 months.

Conclusions: Although the participants still experienced limitations caused by tinnitus, the advantage of the app was that it led to lower negative emotions and thus reduced overall tinnitus severity. It is worth considering whether a mobile app might be incorporated into the management of tinnitus in a professional setting.
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Introduction

The digital revolution initiated in the 20th century has impacted many fields of life, including those related to health [1]. The use of technological solutions to improve treatments can be seen in every branch of medicine. Examples are solutions with social benefits, such as e-referrals and e-prescriptions [2], as well as those with individual benefits such as health monitoring wristbands [3] and virtual assistants [4]. Modern solutions are
The use of mobile apps in the treatment of tinnitus has been of interest to researchers for several years. There have been some papers describing the effects that mobile apps which generate sounds have on tinnitus. Henry et al. [24] conducted a study on a group of 25 individuals who used a mobile sound-generating app for 8 weeks. The changes in tinnitus sensation as assessed by the Tinnitus Functional Index (TFI) questionnaire were generally small, although 8 of the 25 individuals achieved a reduction in total score of 13 points or more. This degree of reduction reflects a change that is likely to be clinically important to the patient.

Another study of app use was conducted in 2016 by Tyler et al. [25] in a group of 16 individuals with a cochlear implant. The study assessed the level of acceptance of the sounds generated from the app. The participants reported that using an app was satisfactory and more comfortable than using tablets or computers. The participants indicated that the app provided them with a wide range of sounds and that the sounds provided to the implant were acceptable and pleasant.

In 2020 the current authors conducted a pilot study on 52 patients with tinnitus [26]. Participants listened to the mobile app daily for 6 months. Two questionnaires (TFI and Tinnitus Handicap Inventory [THI]) were used to evaluate the effect of the app on tinnitus severity. As gauged by both questionnaires, a significant reduction in tinnitus severity was found. Overall severity decreased after the first 3 months and again over the subsequent 3 months.

Although all these results are promising, these studies require further substantiation because only small groups of patients were studied, standardized tinnitus instruments were not always used, and there were no control groups. Thus, this study aimed to assess the effect of using a smartphone app that generates acoustic signals on the severity of tinnitus. The effect was evaluated by validated tinnitus-specific questionnaires after 3 and 6 months of use, and the results were compared with those obtained from people with tinnitus who did not use the app.

**Methods**

**Participants and Setting**

The participants were patients admitted to our tertiary referral center due to tinnitus. Only adult patients who had tinnitus for at least 6 months were recruited. The study’s purpose and procedures were explained to all potential participants. Afterward, those who were willing to participate and owned an Android or iOS smartphone were included in the study group; those who did not own an appropriate device or did not want to participate in the study group but wanted to have their tinnitus monitored were included in the control group.

A total of 147 participants were initially enrolled in the study, but the final analysis included results from 68 participants, made up of 44 in the study group and 24 in the control group. There were 79 participants who were excluded, made up of 50 patients initially recruited to the study group and 29 patients recruited to the control group. They were excluded due to the following reasons: (1) 52 (30 enrolled in the study group and 22 in the control group) did not send back the questionnaires; (2) 17 (14 enrolled in the study group and 3 in the control group) sent back questionnaires with incomplete responses and were unsuitable for further analysis; (3) 10 (6 enrolled in the study group and 4 in the control group) admitted they had used other forms of therapy while participating in the study.

The dropout rate was similar in both groups: 53% (50/94) in the study group and 55% (29/53) in the control group. In the study group the dropouts were of similar age (mean 52.7 [SD 13.6]) as those who completed the study (mean 51.9 [SD 11.6]; t92=0.30, P=.77). Tinnitus severity as measured with the THI global score was similar in the dropouts (mean 54.9 [SD 26.6]) and in the completers (mean 54.9 [SD 23.9]; t92=0.02; P=.99). Their results on all 3 THI subscales were also similar in the study group.

The same was true for the control group. The dropouts were of similar age (mean 51.6 [SD 13.0]) as those who completed the study (mean 51.9 [SD 14.1]; t92=0.09; P=.93). Tinnitus severity as measured with the THI global score was similar in the
dropouts (mean 43.7 [SD 22.3]) and in the completers (mean 52.1 [SD 23.1]; \( t_{51}=0.132; P=0.19 \)). Besides, their results on all 3 THI subscales were similar in the control group.

**Table 1.** Characteristics of the participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Study group (n=44)</th>
<th>Control group (n=24)</th>
<th>Test result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td>( t_{66}=0.01; P=.99 )</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>51.9 (11.6)</td>
<td>51.9 (14.1)</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>26-72</td>
<td>28-74</td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td>( \chi^2=0.04; P=.83 )</td>
</tr>
<tr>
<td>Female</td>
<td>25 (57)</td>
<td>13 (54)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>19 (43)</td>
<td>11 (46)</td>
<td></td>
</tr>
<tr>
<td><strong>Educational status, n (%)</strong></td>
<td></td>
<td></td>
<td>( \chi^2=0.14; P=.71 )</td>
</tr>
<tr>
<td>No higher education</td>
<td>19 (45)</td>
<td>12 (50)</td>
<td></td>
</tr>
<tr>
<td>Higher education</td>
<td>23 (55)</td>
<td>12 (50)</td>
<td></td>
</tr>
<tr>
<td><strong>Place of residence, n (%)</strong></td>
<td></td>
<td></td>
<td>( \chi^2=0.68; P=.41 )</td>
</tr>
<tr>
<td>Rural</td>
<td>9 (20)</td>
<td>3 (13)</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>35 (80)</td>
<td>21 (87)</td>
<td></td>
</tr>
<tr>
<td><strong>Tinnitus duration (years)</strong></td>
<td></td>
<td></td>
<td>( t_{66}=0.82; P=.42 )</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>6.2 (8.1)</td>
<td>4.7 (5.4)</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>0.7-40</td>
<td>1-26</td>
<td></td>
</tr>
<tr>
<td><strong>Tinnitus localization, n (%)</strong></td>
<td></td>
<td></td>
<td>( \chi^2=2.57; P=.11 )</td>
</tr>
<tr>
<td>One ear</td>
<td>13 (30)</td>
<td>12 (50)</td>
<td></td>
</tr>
<tr>
<td>Both ears</td>
<td>30 (70)</td>
<td>12 (50)</td>
<td></td>
</tr>
<tr>
<td><strong>Manifestation over time, n (%)</strong></td>
<td></td>
<td></td>
<td>( \chi^2=0.04; P=.84 )</td>
</tr>
<tr>
<td>Constant</td>
<td>40 (93)</td>
<td>22 (92)</td>
<td></td>
</tr>
<tr>
<td>Intermittent</td>
<td>3 (7)</td>
<td>2 (8)</td>
<td></td>
</tr>
<tr>
<td><strong>Hearing loss, n (%)</strong></td>
<td></td>
<td></td>
<td>( \chi^2=0.11; P=.74 )</td>
</tr>
<tr>
<td>Yes</td>
<td>22 (50)</td>
<td>13 (54)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>22 (50)</td>
<td>11 (46)</td>
<td></td>
</tr>
</tbody>
</table>

\( a \)n=42 for the study group because 2 participants did not state this.

\( b \)n=43 for the study group because 1 participant did not state this.

**ReSound Tinnitus Relief App**

The ReSound Tinnitus Relief app was tested in our pilot study, and because of promising results, it was used again in this study [26,27]. The app was created in 2014 and is available on the Google Play Store and the App Store. Before starting the study, we tested the operation of the app on both platforms. As the operation of the app on both platforms was the same, in our study we did not control which operating system the participants used. This particular app was chosen because it is free, has a menu in Polish, and has already been described in the literature [24,25,27,28]. The main function of the app is to generate various acoustic signals. It is equipped with a library of 33 sounds divided into 3 categories: environment, music, and therapeutic sounds. In addition, it offers meditation support, a set of relaxation exercises, and a panel with information about tinnitus. Participants included in the study group were given the same recommendations for using the app as those in the pilot study [26]: duration of stimulation should be a minimum of 30 minutes per day and the sound should be emitted in free field and at a level slightly lower than the patient’s tinnitus. Patients decided for themselves which sounds they would listen to [26]. The patients in the control group did not use the app.

**Measures**

To assess the patients, the Tinnitus Handicap Inventory, a visual analog scale (VAS), and a survey were used.

The THI is a standardized questionnaire to assess the impact of tinnitus on a patient’s daily functioning [29]. It is composed of 25 questions divided into 3 subscales: Functional, Emotional,
Results

Tinnitus Severity as Measured With the THI

Descriptive statistics for the THI scores for initial and follow-up measurements in the study and control groups are shown in Tables 2 and 3.

A mixed-design ANOVA revealed that an interaction effect (group × time) was statistically significant for the THI global score and for 2 of the 3 subscales (Emotional and Catastrophic). The interaction effect for the THI global score was $F_{2,132}=6.15$; $P=.003$; $e^2=0.085$. After 3 months of using ReSound the THI global score significantly decreased in the study group ($P<.001$), and at the 6-month follow-up it was significantly lower in comparison with the initial level ($P<.001$). However, there was no statistically significant difference ($P=.23$) between the 3- and 6-month follow-ups. In the control group, scores were similar at the initial measurement and at both follow-ups.

The same was true for the Emotional subscale, where the interaction effect was statistically significant ($F_{2,132}=9.79$; $P<.001$; $e^2=0.139$). Again, 3 months of using ReSound resulted in a significant decrease of tinnitus severity in the study group ($P<.001$), and at the 6-month follow-up tinnitus severity was significantly lower in comparison with the initial level ($P<.001$). There was no statistically significant difference ($P=.13$) between the 3- and 6-month follow-ups. Tinnitus severity remained stable in the control group across all analyzed measurements.

The interaction effect for the Catastrophic subscale was statistically significant ($F_{2,132}=11.97$; $P<.001$; $e^2=0.185$). Multiple comparisons showed that tinnitus severity significantly decreased in the study group at the 3-month follow-up ($P<.001$) and again significantly decreased after another 3 months ($P=.01$). The scores on the Catastrophic subscale remained stable in the control group.

For the Functional subscale the interaction effect was statistically nonsignificant ($F_{2,132}=2.89$; $P=.06$).

Mean scores for the THI in both groups and all measurements are shown in Figure 1.
Table 2. Study group results: descriptive statistics of tinnitus severity as measured with the THI subscale.

<table>
<thead>
<tr>
<th>THI³ subscale and Measurement</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Q1ᵇ</th>
<th>Median</th>
<th>Q3ᶜ</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Functional</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2-44</td>
<td>23.09 (11.67)</td>
<td>14.5</td>
<td>22</td>
<td>34</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>0-44</td>
<td>18.84 (11.32)</td>
<td>10</td>
<td>17</td>
<td>26</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>4-44</td>
<td>18.59 (10.15)</td>
<td>10</td>
<td>19</td>
<td>24</td>
</tr>
<tr>
<td><strong>Emotional</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>4-36</td>
<td>19.95 (9.53)</td>
<td>12</td>
<td>20</td>
<td>28</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>0-36</td>
<td>15.41 (10.26)</td>
<td>8</td>
<td>16</td>
<td>21.5</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>0-36</td>
<td>14.05 (9.20)</td>
<td>6.5</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td><strong>Catastrophic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2-20</td>
<td>11.91 (4.40)</td>
<td>8</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>0-20</td>
<td>9.14 (5.29)</td>
<td>6</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>0-18</td>
<td>7.82 (4.88)</td>
<td>4</td>
<td>8</td>
<td>11.5</td>
</tr>
<tr>
<td><strong>THI global</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>14-100</td>
<td>54.95 (23.98)</td>
<td>36.5</td>
<td>55</td>
<td>76.5</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>0-96</td>
<td>43.39 (25.60)</td>
<td>20.5</td>
<td>41</td>
<td>57.5</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>6-92</td>
<td>40.45 (22.57)</td>
<td>18.5</td>
<td>42</td>
<td>54</td>
</tr>
</tbody>
</table>

³THI: Tinnitus Handicap Inventory.
bQ1: lower quartile.
cQ3: upper quartile.

Table 3. Control group results: descriptive statistics of tinnitus severity as measured with the THI subscale.

<table>
<thead>
<tr>
<th>THI³ subscale and Measurement</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Q1ᵇ</th>
<th>Median</th>
<th>Q3ᶜ</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Functional</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>4-40</td>
<td>22.75 (10.18)</td>
<td>14.5</td>
<td>23</td>
<td>31.5</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>0-40</td>
<td>22.42 (10.20)</td>
<td>18</td>
<td>23</td>
<td>28</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>2-40</td>
<td>22.67 (9.37)</td>
<td>16</td>
<td>24</td>
<td>28</td>
</tr>
<tr>
<td><strong>Emotional</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0-34</td>
<td>17.46 (10.60)</td>
<td>8</td>
<td>18.5</td>
<td>26</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>2-32</td>
<td>17.67 (9.41)</td>
<td>8.5</td>
<td>19</td>
<td>26</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>0-32</td>
<td>17.00 (10.22)</td>
<td>8.5</td>
<td>21</td>
<td>25.5</td>
</tr>
<tr>
<td><strong>Catastrophic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>4-20</td>
<td>11.92 (4.59)</td>
<td>8</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>0-18</td>
<td>11.17 (4.64)</td>
<td>6.5</td>
<td>12</td>
<td>15.5</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>0-18</td>
<td>10.58 (4.27)</td>
<td>8</td>
<td>12</td>
<td>13.5</td>
</tr>
<tr>
<td><strong>THI global</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>12-92</td>
<td>52.13 (23.14)</td>
<td>31</td>
<td>52.5</td>
<td>69.5</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>6-90</td>
<td>51.25 (22.74)</td>
<td>33</td>
<td>54</td>
<td>68</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>6-94</td>
<td>50.25 (21.82)</td>
<td>36.5</td>
<td>50</td>
<td>66</td>
</tr>
</tbody>
</table>

³THI: Tinnitus Handicap Inventory.
bQ1: lower quartile.
cQ3: upper quartile.
Clinically Important Change in Tinnitus Severity
At the 3-month follow-up a clinically significant improvement in tinnitus severity as shown with the THI (an improvement of ≥20 points) was found in 13/44 patients in the study group (30%) but in none of the controls. The difference between the groups was statistically significant ($\chi^2=8.77; P=.003$). At the 6-month follow-up, a clinically significant improvement in the THI was found in 17/44 patients in the study group (39%) and again in none of the controls; the difference was statistically significant ($\chi^2=12.36; P<.001$).

Tinnitus Loudness and Annoyance as Measured With VAS
Descriptive statistics for the tinnitus loudness and tinnitus annoyance scores for initial and follow-up measurements in both the study and control groups are shown in Tables 4 and 5, respectively.

For tinnitus loudness, the interaction effect (group × time) was statistically significant ($F_{2,126}=3.19; P=.04; \delta^2=0.048$) and multiple comparisons showed that tinnitus loudness at the 3-month follow-up had decreased significantly in comparison with baseline ($P<.001$). It was also significantly lower at the 6-month follow-up in comparison with baseline ($P<.001$), but there was no statistically significant difference ($P>.99$) between the 3- and 6-month follow-ups. Tinnitus loudness did not change significantly ($P>.99$) in the control group over 6 months. A similar but stronger effect was observed for tinnitus annoyance ($F_{2,126}=11.28; P<.001; \delta^2=0.152$). Mean scores for tinnitus loudness and tinnitus annoyance in both groups and all measurements are shown in Figure 2.
Table 4. Study group results: descriptive statistics of the results of tinnitus loudness and tinnitus annoyance as measured with VAS.

<table>
<thead>
<tr>
<th>VAS² and Measurement</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Q1ᵇ</th>
<th>Median</th>
<th>Q3ᶜ</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Loudness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>20-100</td>
<td>64.55 (21.81)</td>
<td>50</td>
<td>66.5</td>
<td>80.8</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>11-95</td>
<td>53.11 (23.44)</td>
<td>35.5</td>
<td>50.5</td>
<td>74.3</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>0-95</td>
<td>51.66 (24.98)</td>
<td>32.8</td>
<td>51.5</td>
<td>75.5</td>
</tr>
<tr>
<td><strong>Annoyance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>10-100</td>
<td>64.20 (24.72)</td>
<td>50.5</td>
<td>66.5</td>
<td>81</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>0-97</td>
<td>45.43 (27.13)</td>
<td>23.3</td>
<td>45</td>
<td>67.3</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>0-95</td>
<td>42.61 (29.45)</td>
<td>17.8</td>
<td>39.5</td>
<td>66.5</td>
</tr>
</tbody>
</table>

ⁿVAS: visual analog scale.
ᵇQ1: lower quartile.
ᶜQ3: upper quartile.

Table 5. Control group results: descriptive statistics of the results of tinnitus loudness and tinnitus annoyance as measured with VAS.

<table>
<thead>
<tr>
<th>VAS² and Measurement</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Q1ᵇ</th>
<th>Median</th>
<th>Q3ᶜ</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Loudness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>14</td>
<td>58.62 (24.13)</td>
<td>36</td>
<td>60</td>
<td>80</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>6</td>
<td>55.57 (26.70)</td>
<td>37</td>
<td>51</td>
<td>80</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>5</td>
<td>54.50 (27.47)</td>
<td>31.3</td>
<td>58.5</td>
<td>78</td>
</tr>
<tr>
<td><strong>Annoyance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>3</td>
<td>57.19 (27.54)</td>
<td>38</td>
<td>60</td>
<td>80</td>
</tr>
<tr>
<td>3 months’ follow-up</td>
<td>3</td>
<td>56.39 (28.58)</td>
<td>35</td>
<td>56</td>
<td>82</td>
</tr>
<tr>
<td>6 months’ follow-up</td>
<td>3</td>
<td>57.04 (27.40)</td>
<td>35.5</td>
<td>63</td>
<td>80.8</td>
</tr>
</tbody>
</table>

ⁿVAS: visual analog scale.
ᵇQ1: lower quartile.
ᶜQ3: upper quartile.

Figure 2. Mean scores obtained by the participants in the study and control groups on tinnitus loudness and tinnitus annoyance as measured by VAS. The squares and circles are mean scores, the error bars are SDs. VAS: visual analog scale.

Data Concerning the Use of ReSound by the Participants

A majority of study group participants (39/44, 89%) said they listened to environmental sounds, 43% (19/44) chose music, and 18% (8/44) therapeutic sounds. The most popular environmental sounds were rain and ocean waves, which were chosen by more than half of the participants. Detailed data on the sounds listened to are shown in Figure 3.

Of the 44 participants, 24 (55%) reported they used the app every day, 18 participants (41%) used it a few times a week, and 2 participants (5%) only once a week.
As many as 12 participants (27%) reported they used the app less than 30 minutes a day; 28 (64%) 1-2 hours a day, 3 (7%) 3-8 hours a day, and 1 (2%) used it for more than 8 hours a day.

As mentioned, the ReSound app also provides breathing and relaxation exercises and meditation support. Eight patients declared they had used other functions included in the app. Five of them used breathing exercises, 5 used the “Information” section, and 1 used the “Meditation” section (some people used >1 function). Therefore, in general, using additional functions was not very frequent. At the same time, participants knew that the main purpose of using the app was to listen to sounds, and they answered the surveys and questionnaires from this angle.

Participants rated the overall effectiveness of the app. Most of them (n=23, 52%) assessed it as moderate, 15 (34%) as high, 1 (2%) as very high, and 4 (9%) as low; 1 person did not answer the question.

**Figure 3.** Sounds listened to by the participants.

**Discussion**

**Principal Findings**

This study showed that using a mobile app that generates sounds reduces tinnitus severity. An improvement was found especially in the emotional domain. Furthermore, the patients accepted the app and its overall rating was positive.

Based on the general results of the THI questionnaire, tinnitus severity in the study group decreased significantly, whereas it remained unchanged in the control group. The overall mean tinnitus severity in the study group decreased from 54.95 to 40.45 points, whereas in the control group it remained stable (mean values: 52.13 and 50.25 points, respectively). Additionally, we found a clinically significant improvement in 17/44 patients (39%) who used the mobile app for 6 months. A similar observation was made by Henry et al [24] who tested the app in a group of 25 people with tinnitus for 8 weeks and found that almost one-third of them (8/25) reported a significant improvement. Similarly, in our pilot study [26], a clinically significant change (as calculated based on the THI questionnaire scores) was reported in 54% of our participants (n=28).

The observed reduction in tinnitus severity may be due to many mechanisms. Some were offered by Munir and Pryce [37,38], who observed that listening to pleasant sounds allowed patients to escape from a problem by providing a diversion from the intrusiveness of tinnitus. The sounds also stimulated pleasant memories and allowed a break away from reality. Another possible explanation is that the sound enrichment devices are a way of having control over tinnitus. The smartphone and its app can be regarded as a tool that enables control over an invisible condition. A study by Dauman and Dauman [39] suggested that deciding what sounds to listen to created a sense of control over tinnitus and reduced the mental effort required to distract oneself from tinnitus. They also suggested that controlling tinnitus using an external tool had a positive effect on self-empowerment and improved psychological functioning of the patient [39].
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Our results show that the highest improvement in tinnitus severity was found on the Emotional subscale. This subscale identifies emotions and states that accompany tinnitus such as anger, frustration, worry, irritability, and perhaps depressive symptoms [40]. A statistically significant improvement was also found on the Catastrophic reaction subscale, which assesses reactions a patient typically encounters when tinnitus arises: feelings of desperation, enslavement, seeing it as a terrible disease, and the sense of lack of control [40]. A reduction in the emotional burden of tinnitus also may be reflected in the changes measured by the second tool, the VAS. We saw a significant improvement (VAS scores) in both loudness and annoyance in the study group, but the effect was stronger for annoyance than for loudness. By comparison, in the control group, both measures were stable over 6 months. It should be noted that in our study a change in tinnitus severity was not found for the Functional subscale. This means that the participants always felt a diminishment due to their tinnitus in the areas of cognitive, social, and physical functioning. The advantage of the app was that it led to lower negative emotions and thus reduced overall tinnitus severity.

When the patients’ preferences for the type of sound to listen to were assessed, almost 90% (39/44) listened to environmental sounds. The most popular sounds were rain and ocean waves. These results are consistent with those of Henry et al [24] who found that participants preferred the sounds of ocean waves and rain. In the study by Tyler et al [25], the sounds most frequently listened to and enjoyed were rain and waves on rocks, and for Perreau et al [28] heavy rain, pink noise, and waterfalls.

The usage survey showed that most of the participants used the app every day and usually for 1-2 hours a day. However, the data were based only on self-reports and we were unable to confirm them. In its present form, the app does not allow the duration of use to be recorded. This is a limitation that might be overcome in future research by providing a data logging function that could track and store user activity. Another limitation of the study is the appreciable number of participants who dropped out. The data were collected by postal mail and coincided with the outbreak of COVID-19 [41]. The introduction of a national lockdown and other restrictions reduced the ease with which patients could send in data. In the future, it would be better to collect data electronically, for example, using an online platform that ensures a full set of results.

It should be also mentioned that when treatment is applied, patients could be influenced by placebo effects. Therefore, it is worth considering the use of a technical placebo for the control group in future research. Unfortunately, in the present setting it was not possible. The app used is a commercial product, and we did not have the possibility to introduce any changes to the generated sounds.

Taken together, however, using a mobile app for tinnitus sound therapy does seem to be a promising solution. In future work, research in a more controlled environment is needed. App developers might consider implementing a system that allows data to be logged, as well as tracking the time and mode of app usage. This would enable a better understanding of how patients interact with the app and document their patterns of usage.

Conclusions

Use of an app that generates background sounds appears to be an effective way of reducing tinnitus severity. Although participants still experienced limitations caused by tinnitus in the areas of cognitive, social, and physical function, the advantage of the app was that it led to lower negative emotions and thus reduced overall tinnitus severity. It is worth considering whether mobile apps might be usefully employed to manage tinnitus in a professional setting.
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Abstract

Background: Composition of tissue types within a wound is a useful indicator of its healing progression. Tissue composition is clinically used in wound healing tools (e.g., Bates-Jensen Wound Assessment Tool) to assess risk and recommend treatment. However, wound tissue identification and the estimation of their relative composition is highly subjective. Consequently, incorrect assessments could be reported, leading to downstream impacts including inappropriate dressing selection, failure to identify wounds at risk of not healing, or failure to make appropriate referrals to specialists.

Objective: This study aimed to measure inter- and intrarater variability in manual tissue segmentation and quantification among a cohort of wound care clinicians and determine if an objective assessment of tissue types (i.e., size and amount) can be achieved using deep neural networks.

Methods: A data set of 58 anonymized wound images of various types of chronic wounds from Swift Medical’s Wound Database was used to conduct the inter- and intrarater agreement study. The data set was split into 3 subsets with 50% overlap between subsets to measure intrarater agreement. In this study, 4 different tissue types (epithelial, granulation, slough, and eschar) within the wound bed were independently labeled by the 5 wound clinicians at 1-week intervals using a browser-based image annotation tool. In addition, 2 deep convolutional neural network architectures were developed for wound segmentation and tissue segmentation and were used in sequence in the workflow. These models were trained using 465,187 and 17,000 image-label pairs, respectively. This is the largest and most diverse reported data set used for training deep learning models for wound and wound tissue segmentation. The resulting models offer robust performance in diverse imaging conditions, are unbiased toward skin tones, and could execute in near real time on mobile devices.

Results: A poor to moderate interrater agreement in identifying tissue types in chronic wound images was reported. A very poor Krippendorff $\alpha$ value of .014 for interrater variability when identifying epithelization was observed, whereas granulation was most consistently identified by the clinicians. The intrarater intraclass correlation (3.1), however, indicates that raters were relatively consistent when labeling the same image multiple times over a period. Our deep learning models achieved a mean intersection over union of 0.8644 and 0.7192 for wound and tissue segmentation, respectively. A cohort of wound clinicians, by consensus, rated 91% (53/58) of the tissue segmentation results to be between fair and good in terms of tissue identification and segmentation quality.

Conclusions: The interrater agreement study validates that clinicians exhibit considerable variability when identifying and visually estimating wound tissue proportion. The proposed deep learning technique provides objective tissue identification and measurements to assist clinicians in documenting the wound more accurately and could have a significant impact on wound care when deployed at scale.
subjectivity in manual wound tissue measurements and how clinicians. We sought to establish the extent of variability and to measure the inter- and intrarater variability in manual tissue healing times. Therefore, the objectives of our work were, first, data-driven pressure injury staging, and better predict wound accuracy of wound healing progress monitoring, enable can be measured objectively, the results could improve the proportions is still largely subjective. When tissue compositions are considered chronic wounds [1]. Wound progress through the 4 phases of healing is generally assessed using subjective observation of changes in size and tissue types by clinicians. Improvement to these subjective measures offers potential for better assessment of healing, improved treatment selection, and potential to predict patients at risk of developing a chronic or nonhealing wound.

Estimates indicate that 40 million patients worldwide may be affected by chronic wounds. A recent study that examined the prevalence of wounds in Canada between 2011 and 2012 found that almost 4% of inpatient acute hospitalization clients, >7% of home-care clients, almost 10% of long-term care clients, and almost 30% of hospital-based continuing care clients developed compromised wounds. Chronic wound care also imposes a hefty economic burden on the national health care system. The adverse economic impact of wound care has been well studied [2,3]. For example, it is estimated that the total direct-care cost of diabetic foot ulcers to the Canadian health care system was determined to be CAD $547 million (US $546.6 million), with an average cost per case of CAD $21,371 (US $21,364). A major concern is to ensure that health care professionals provide timely and effective wound care to affected individuals. Although better treatment protocols, drugs, and tissue regeneration methods are being constantly developed, it is imperative that research into timely treatment and wound healing monitoring is pursued in parallel. The protocols for treatments and medication may also be dependent on accurate assessment of wound healing and wound tissue identification.

Wound assessments and measurements have long been fraught with subjectivity and considerable variability between clinicians [4]. Although there has been progress made in automated wound area measurements using computer vision and machine learning, the reporting of wound tissue composition and their reactive proportions is still largely subjective. When tissue compositions can be measured objectively, the results could improve the accuracy of wound healing progress monitoring, enable data-driven pressure injury staging, and better predict wound healing times. Therefore, the objectives of our work were, first, to measure the inter- and intrarater variability in manual tissue identification and quantification among a cohort of wound care clinicians. We sought to establish the extent of variability and subjectivity in manual wound tissue measurements and how this related to specific tissue types of interests. Second, we investigated if an objective assessment of tissue types (ie, size and amount) could be achieved using a machine learning model that predicts wound tissue types. The proposed model’s performance is reported in terms of numerical metrics, that is, mean intersection over union (mIOU) between model prediction and the ground truth labels. Finally, we evaluated the performance of the proposed model for wound tissue segmentation as collectively judged by a cohort of wound care clinicians observing the model predictions.

In this study, we proposed a fully automated wound and tissue segmentation technique based on deep convolutional neural networks. In wound segmentation, the goal is to delineate the region in the image that corresponds to the wound bed, and in tissue segmentation; the goal is to further breakdown regions within the identified wound bed into its constituent tissue types. The proposed deep learning models have been integrated into a mobile app and allow clinicians to obtain objective measurements, thereby eliminating the guesswork associated with wound tissue identification. This objective measurement addressed 2 challenges. First, differentiating tissue types within chronic wounds, when done manually, often varies between clinicians for a variety of reasons (eg, training and experience). Second, accurately determining the proportion or quantification (ie, measurement) of tissue types is challenging for a human. The models developed could automatically detect the location of a wound in an image, delineate the accurate boundaries of the wound, determine if any of the 4 types of tissue are present within the wound bed, and finally compute their relative proportions for reporting.

Background and Related Work

For the context of this study, we aim to identify and quantify four major tissue types present in chronic wounds using deep learning: epithelial tissue, granulation tissue, slough, and eschar which are typically reported in wound assessment tools such as the Bates-Jensen Wound Assessment Tool (BWAT) [5] and to stage pressure ulcers using the National Pressure Injury Advisory Panel pressure injury staging system (Pressure Ulcer Scale for Healing [PUSH]) [6]. These tissues are present in an open wound in various color spectra when observed through a conventional imaging sensor. Epithelial tissue is observed as being pinkish or white regions that migrate from the wound margin with minimal exudate. It eventually covers the wound bed and is the final visual sign of healing. Granulation tissue is found mainly in the red spectrum. Its presence in a chronic wound indicates that regeneration is progressing well and that the wound is being properly treated. Slough is observed as a soft, yellow glutinous covering on the wound and is a type of necrotic tissue. Made up of dead cells and fibrin, a wound may be completely or partially filled with slough. It may also be fibrous or strand-like, adhering to the wound bed. Finally, because of tissue death, the surface of the wound is covered with a layer of dead or devitalized tissue (eschar) that is

Introduction

Overview

Wounds result from the breakdown in the protective function of the skin and the loss of continuity of the epithelium. Wounds can be generally categorized into acute and chronic wounds. Normal wound healing involves four overlapping stages: hemostasis, inflammation, proliferation, and remodeling. Wound closure can be observed between several weeks to several months depending on wound size and other patient factors. Although debatable, generally wounds taking >3 months to heal are considered chronic wounds [1]. Wound progress through the 4 phases of healing is generally assessed using subjective observation of changes in size and tissue types by clinicians. Improvement to these subjective measures offers potential for better assessment of healing, improved treatment selection, and potential to predict patients at risk of developing a chronic or nonhealing wound.
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frequently black or brown. Initially soft, the dead tissue can lose moisture rapidly and become dehydrated with the surface becoming hard and dry. Colligative necrosis are a subtype of this category and are yellow in color, similar to fibrin deposits. They are produced when the necrotic tissue softens and are, therefore, of a mushy consistency. The appearance of necrosis indicates degenerative breakdown of wound tissue.

The tissue composition and their relative quantity within the wound bed are important parameters for estimating wound healing progress. For example, the PUSH score [6] was proposed for pressure injuries and consists of three parameters: length x width, exudate amount (none, light, moderate, and heavy), and tissue type (necrotic tissue, slough, granulation tissue, epithelial tissue, and closed). Each parameter was scored, and the sum of the 3 scores yielded a total wound status score, which helped classify wound severity and identify nonhealing wounds. The relative quantities of relevant wound bed tissues are subjectively determined during assessments. As human beings, we are poor in accurately judging relative proportions, and inaccurate assessments can lead to incorrect downstream tasks like wound staging and treatment.

Wound Area Measurement

There are numerous approaches [7] for wound area measurement, which vary in their accuracy and repeatability across multiple raters [8]. The most common approach would be to use a ruler and measure the width and length of a wound. This measurement does not allow accurate area measurement as wounds are not typically rectilinear in shape. The next step up could be to lay a grid pattern over the wound and mark the number of square grid boxes which overlap with the wound and thereby estimate the area.

Computer-aided approaches for wound segmentation (defining wound area) have been proposed in the past for small, controlled data sets, and their robustness on large-scale data sets has never been proven to be effective. Techniques include active contours [9], graph cuts [10], and color histograms [11] as well as machine learning approaches such as support vector machines [12,13] and artificial neural networks [14].

With the recent advances in artificial intelligence, it has now become possible to train a deep learning model to perform automatic segmentation of chronic wounds [15-17] in an end-to-end manner. These methods forego the need for image feature engineering and can automatically learn a hierarchy of image features required for a specific task. Despite the increasing number of papers being published for deep learning–based wound segmentation, most approaches have only been trained and tested on limited data sets often conducted in controlled settings as shown in Table 1. In addition, most of these approaches have not been demonstrated to run on mobile devices having limited computing resources—a critical factor in enabling objective electronic wound documentation at the bedside.

Table 1. Comparison of wound image data sets used for wound segmentation model training.

<table>
<thead>
<tr>
<th>Study</th>
<th>Database used</th>
<th>Type</th>
<th>Total images in training set</th>
<th>Acquisition settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lu et al [16]</td>
<td>Medetec</td>
<td>Public</td>
<td>&lt;500</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Yadav et al [18]</td>
<td>Medetec</td>
<td>Public</td>
<td>77</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Goyal et al [17]</td>
<td>Lancashire DFU database</td>
<td>Proprietary</td>
<td>600</td>
<td>Controlled, DSLR^b, and flash used</td>
</tr>
<tr>
<td>Li et al [19]</td>
<td>Hospital+internet search</td>
<td>Proprietary</td>
<td>950</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Wang et al [21]</td>
<td>NYU^c wound image database</td>
<td>Proprietary</td>
<td>500</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Scebba et al [22]</td>
<td>SWISSWOU, Medetec, FUSC SIH^d</td>
<td>Public</td>
<td>&lt;300</td>
<td>Unspecified</td>
</tr>
<tr>
<td>This study</td>
<td>Swift Wound Data Set</td>
<td>Proprietary</td>
<td>Approximately 465,000</td>
<td>Uncontrolled and mobile phone camera</td>
</tr>
</tbody>
</table>

^aDFU: diabetic foot ulcer.
^bDSLRI: digital single-lens reflex camera.
^cNYU: New York University.
^dSIH: secondary intention healing.

Wound Tissue Segmentation

Wound tissue segmentation, which is a more challenging problem, has received far less attention than wound segmentation. Tissue segmentation entails a pixel-wise classification of various tissues that are found within the wound bed region. Past approaches have attempted to solve this using image patch–based color clustering or segmentation [18,20,23]. When classifiers are used, a training data set of image patches is built from a small set of wound images. The data set of image patches are then used to train a classifier to assign each patch to a specific tissue type. During inference, a wound image is first segmented from its background, and the wound region is split into smaller image patches. Each image patch is then classified by the trained model. This process is slow and typically not robust enough to handle variations in imaging conditions (eg, lighting and image angle) as it is often the case in practice. Recently, deep learning techniques such as fully convolutional neural networks have been applied to wound tissue segmentation [19]. The approach is not fully automated;
wound segmentation is performed using a dynamic color thresholding in the YbCbCr color space to segment the wound area, and then a fully convolutional neural network [24] is used to classify wound tissue within the segmented wound region. A limited set of images were used to train the network, and mobile implementation was not reported.

Methods

Overview

The inter- and intrarater agreement for wound tissue identification by wound care clinicians was first measured to establish the degree of variability present in visual estimation of tissue proportions and labeling tissue regions in wound images. The Swift Wound Data Set, which to the best of our knowledge is the largest labeled chronic wound data set for both wound segmentation and tissue segmentation ever reported in the literature for training deep neural networks for wound image segmentation and tissue segmentation, is described. Subsequently, a fully automated wound and tissue segmentation approach is presented, which is based on a deep encoder-decoder convolutional neural network and trained using data from our internal Swift Wound Data Set. Finally, the authors discuss the results obtained for both the interrater agreement study and the proposed deep learning technique for wound tissue segmentation in depth. A diagram depicting steps in this study is presented in Figure S1A-1 in Multimedia Appendix 1.

Rater Agreement in Wound Tissue Identification and Quantification

To establish the variability of wound assessment when it comes to tissue region labeling, we examined the inter- and intrarater variability between wound care clinicians when estimating not only the presence of a given tissue type in the wound bed but also their relative proportions and their confidence in the estimations. In this paper, we interchangeably use the term raters to refer to the wound clinicians and nurses who were involved in our study.

For this study, a random sample of 58 anonymized wound images (taken under uncontrolled lighting and viewing angles) from the Swift Wound Data Set consisting of pressure injuries, arterial ulcers, and venous ulcers was used. The data set was stratified according to skin tone using the Fitzpatrick scale and split into 3 subsets, with 50% overlap between subsets to measure intrarater agreement. In particular, 4 different tissue regions (epithelial, granulation, slough, and eschar) were manually labeled within the wound bed in each image. In addition, 5 experienced clinicians (a family physician, a dermatologist, a vascular surgeon, a burn surgeon, and a registered nurse) were tasked to label these images in random order using a browser-based image annotation tool shown in Figure 1. Apart from labeling (or annotating) the tissue regions, labelers were instructed to visually estimate the proportions of the 4 tissue types present within the wound bed and indicate their confidence levels when identifying these tissues.

To measure the inter- and intrarater variability, we used the Shrout and Fleiss CC [25]. As the same set of k raters labeled the same set of n samples in the data set, we used a 2-way, mixed effects model, specifically the intraclass correlation (ICC) as described in that paper to compute the ICC as a measure of reliability. Another measure of reliability is the Krippendorff α, which measures disagreement between a number of raters. For the sake of brevity, we refer readers to the study by Krippendorff [26] for a complete description of this statistical measure.
Swift Medical Wound Data Set

Previous studies on wound segmentation were either trained or validated on small wound image data sets [18-23], often acquired under very controlled conditions and focused on a limited number of wound types; for example, diabetic foot ulcers were analyzed with high-resolution digital single-lens reflex cameras with large imaging sensors (23×15.6 mm²) and macro lenses; [17] however, questions remain as to the robustness of these approaches in real-world scenarios as results were demonstrated using very limited data.

In this study, we used our internal deidentified data set to train and validate the deep learning models for wound segmentation and tissue segmentation. Wound images in our data set were acquired using heterogeneous cellphone cameras under uncontrolled settings using the Swift Skin and Wound app from hundreds of skilled nursing facilities and long-term care centers across North America. Our data set is significantly larger (by 2 to 3 orders of magnitude) than data sets reported in previous studies [15,17,21,22] (Table 1). In addition, it is to be noted that there are no publicly available data sets for fully labeled wound tissues (ie, for epithelial, granulation, eschar, and slough), unlike the data sets listed in Table 1 which are data sets with purely binary labels (wound or background), which are much simpler to manually label.

There is significant variability in terms of viewing angles, lighting conditions, background, and magnification factors for wound images in the Swift data set as shown in Figure 2. This data set also covers a wider range of skin lesions and chronic wounds than any of the previously published studies. Specifically, it consists of 14 different types of wounds or skin lesions at various stages of healing. These include bruise or abrasion, blister, burn, cancer lesion, diabetic foot ulcer, laceration, moisture associated skin damage, mole, open lesion, pressure injury, venous ulcer, rash, skin tear, and surgical wound.

There are numerous variations in skin tones because of ethnicity, which makes it challenging to isolate healthy skin and wound bed regions using traditional computer vision techniques. In most images in the data set, healthy skin area was found to be covered with age spots—a pigmentation effect associated with older individuals. Figure 2 shows examples of skin tone variations present in the data set. There is also a wide variation of the visible characteristics of the wounds in our data set; for example in terms of wound type, location, and severity.

This data set reflects the actual diversity in wound images typically observed in practice. As deep learning techniques generally scale well and perform better when trained with larger data sets, the automatic wound and tissue segmentation approach presented in this paper are expected to be more robust and accurate than previously reported approaches for large-scale
deployment. It is to be noted that owing to patient privacy concerns, we are unable to publicly share the data sets used to train our models.

Figure 2. Sample images from the data set. The blue-white sticker seen in the images is the Food and Drug Administration–registered HealX calibrant used with the Swift Skin and Wound app for color-correction and scale calibration. Note variations in terms of viewing angles and distances, background, wound types, severity, skin tone, and wound sizes.

Fully Automated Wound Tissue Segmentation
A high-level depiction of this fully automated wound and tissue segmentation method is shown in Figure 3. A high-resolution image is first acquired using the smartphone camera. The first stage involves detecting the presence of a wound and determining the bounding box of the wound. Although other reported approaches [21] used a separate object detection model such as YoloV3 [27] to locate the wound, we used an encoder-decoder wound segmentation network, dubbed AutoTrace, whose predictions can not only be used to compute the bounding box of the wound, but also determine the accurate segmentation (trace) of the wound bed. This model is small and fast enough to enable real-time inference on mobile devices.
When implementing deep learning architectures, particularly on mobile devices, the input image dimension is a critical factor to ensure that memory and computation requirements are manageable. Therefore, deep learning approaches typically use a low-resolution version of the images for training and inference. A drawback of using low-resolution image inputs is that information loss is attributed to downscaling. The higher the downscaling factor, the higher the possibility of information loss owing to interpolation (see Figure 4 for an illustration). To ensure that we minimize the potential information loss from image scaling or subsampling, we take steps to apply our deep learning models on regions of interest in an image, particularly at locations where an actual wound is located within the image. Therefore, we first use the AutoTrace model to detect the presence of an open wound in the image, then select a bounding box encompassing the detected wound region, and finally rescale that region to the dimension required as inputs to our tissue segmentation model, that is, AutoTissue.

Because a wound typically only constitutes between 25% and 65% of the imaged area in our data set, applying our tissue segmentation model directly on the detected wound region ensures a high wound-to-background pixel ratio for the model inputs, which leads to more accurate predictions and less errors from the series of downsampling and upsampling operations which are applied when using the deep learning models.

The tissue segmentation network, AutoTissue, produces a dense prediction of 4 wound tissue types (epithelial, granulation, slough, and eschar) when present within the detected wound bed. Wound border refinement is made using the wound contour computed from AutoTrace’s wound prediction. Here, we clip the predicted tissue predictions with the accurate wound contour to ensure only tissues that are present within the wound bed are used to compute the tissue proportions.

In the following subsections, we present a high-level overview of both the AutoTrace and AutoTissue models.

Figure 4. Diagram depicting the relationship between scaling factor and potential information loss owing to downsampling and the proposed approach. Note that scaling factor x is much larger than y as shown in the diagram.

AutoTrace: Wound Segmentation Model

Our wound segmentation model, as depicted in Figure 5, is a deep convolutional encoder-decoder neural network with attention gates in the skip connections. The encoder block is responsible for feature extraction, and the decoder block decodes the learned features to produce the required output (ie, the segmentation mask). The AutoTrace architecture was derived from the study by Schlemper et al [28] who first proposed attention gates in convolutional neural networks. Additional customizations were implemented in our models to allow them to run on mobile devices. We replaced the normal convolutional

---

**Figure 3.** A high-level overview of AutoTissue, the proposed fully-automated wound and tissue segmentation approach.
blocks with depth-wise separable convolutional layers [29]. The main advantage of replacing normal convolutions with depth-wise separable convolutions is the significant reduction in computation required with only a small penalty to the final accuracy. Second, we implemented strided depth-wise convolutions that can learn to downsample activations instead of a fixed max-pooling operation for downsampling. Third, an additive attention gate was placed in each of the skip connections in the architecture. The inclusion of additive self-attention modules in the skip connections regulates the flow of activations from earlier layers. The attention coefficients identify salient image regions and prune feature responses to preserve only the activations relevant to the specific task. This ultimately provides improved performance for the wound segmentation task. Finally, to further reduce computational and memory requirements, the decoder blocks consisted of a bilinear upsampling followed by 2 depth-wise separable convolution layers per block instead of transposed convolution layers.

We trained this model on 467,000 image-label pairs with wound region labels provided by clinicians. Our held-out test set consists of 2000 image-label pairs of arterial, venous, pressure, and diabetic ulcers taken in diverse imaging conditions and wound locations. During training, data augmentation performed included random crops, horizontal or vertical flips and random contrast and brightness adjustments. Unlike the U-Net with Attention model [28] which was trained using deep supervision, we trained our model using a single loss function by minimizing the soft dice loss which is the form of the following:

$$\text{loss} = \frac{2 \cdot \text{intersection} \cdot \text{union}}{\text{ground truth} + \text{predicted}}$$

where \(\hat{p}\) is the predicted probability of the pixel and \(p\) is the ground truth of the pixel. The early stopping criterion was used to stop the training after convergence. L2 regularization and dropout regularization [30] were used to control overfitting.

**Figure 5.** A graphical representation of the AutoTrace model for wound segmentation. ReLu: Rectified Linear Unit.

**AutoTissue: Tissue Segmentation Model**

The wound tissue segmentation model presented in this paper is significant as most of the previously published studies using deep learning in the domain focused on wound segmentation [15-18,20] and not tissue segmentation. The *AutoTissue* model (shown in Figure 6) is an encoder-decoder convolutional neural network that uses an *EfficientNetB0* architecture [31] as the encoder. The decoder is made up of 4 blocks; each of which consists of a single 2-dimensional bilinear upsampling layer followed by 2 depth-wise convolution layers.

The *AutoTissue* model was trained using a subset of 17,000 anonymized wound images from the *Swift Wound Data Set*.
where healthy tissue, background, the HealX calibrant sticker, and the 4 wound bed tissue regions, if present, were labeled in the images. The data set was meticulously labeled by a team of trained labelers and was curated by a panel of wound clinicians. The authors could not identify any published work that used labeled data at this scale for deep learning–based wound tissue segmentation in the literature. Data augmentation, a technique used to increase the amount of training data and prevent overfitting when training deep learning models, was performed on the fly, during model training by applying random crop and rotation, random color jittering and cutout regularization [32]. Both networks were trained using AdamW (Adam With Decoupled Weight Decay) [33] adaptive learning rate using an initial learning rate of 0.001. The held-out test set consisted of 383 images consisting of stage-2 pressure, arterial, and venous ulcers and diabetic wounds.

**Figure 6.** Graphical representation of the AutoTissue architecture for wound tissue segmentation.

---

**Results**

**Interrater Agreement Study Results**

First, the authors presented the results obtained from the interrater agreement study. As mentioned earlier, the data set was split into 3 subsets, and each subset was presented to the raters (clinicians) for labeling at 1-week intervals. In all, 50% (29/58) of the images were labeled thrice, each presented 1 week apart to measure intrarater agreement. From each manually labeled image, the tissue proportions within the wound bed were assessed by counting the pixels that belonged to a certain class and computing its proportion against the total wound area. In addition, visual estimation of the tissue proportions was also recorded. 

**Figure 7** illustrates an example set of labels made by the wound clinicians in our study. Note the considerable variability between the labels and this observation in this example. A similar observation extends to the entire set of 58 images used to study the interrater variability and is captured by the interrater agreement ICC score presented in **Table 2**. Additional examples of inter- and intrarater variability in labeling tissue are provided in **Multimedia Appendix 1**.

The intrarater agreement for computed tissue proportions is presented in **Table 3**. As mentioned earlier in this section, a subset of wound images were repeatedly presented to the clinicians to label at 1-week intervals. Thus, each image has a set of 3 labels provided by the same clinician.
**Figure 7.** The variability between raters in labeling different tissue regions is visualized in this figure. The colors of the labels correspond to different tissue types: red corresponding to granulation, pink to epithelial, yellow to slough, and green to eschar.

<table>
<thead>
<tr>
<th>Tissue type</th>
<th>Intraclass correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epithelial</td>
<td>0.389</td>
</tr>
<tr>
<td>Granulation</td>
<td>0.765</td>
</tr>
<tr>
<td>Slough</td>
<td>0.591</td>
</tr>
<tr>
<td>Eschar</td>
<td>0.759</td>
</tr>
</tbody>
</table>

**Table 3.** Intrarater intraclass correlation for tissue proportions that were computed from wound images labeled by wound clinicians in our study.

<table>
<thead>
<tr>
<th>Rater</th>
<th>Epithelial</th>
<th>Granulation</th>
<th>Slough</th>
<th>Eschar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rater 1</td>
<td>0.785</td>
<td>0.789</td>
<td>0.843</td>
<td>0.803</td>
</tr>
<tr>
<td>Rater 2</td>
<td>0.410</td>
<td>0.685</td>
<td>0.836</td>
<td>0.840</td>
</tr>
<tr>
<td>Rater 3</td>
<td>0.535</td>
<td>0.729</td>
<td>0.641</td>
<td>0.493</td>
</tr>
<tr>
<td>Rater 4</td>
<td>0.475</td>
<td>0.806</td>
<td>0.745</td>
<td>0.809</td>
</tr>
<tr>
<td>Rater 5</td>
<td>0.757</td>
<td>0.958</td>
<td>0.986</td>
<td>0.963</td>
</tr>
</tbody>
</table>

As can be seen in **Table 3**, the high ICC score for individual raters (rows in the table) signifies that raters were relatively consistent when labeling (thereby reflected by computed tissue proportions) the same image multiple times over a period. The only exception was the relatively poorer intrarater agreement for epithelial tissue labeling compared with other tissue types. Although there was moderate to high agreement in the *intrarater* agreement, only moderate *interrater* agreement was observed between raters when labeling tissue types in wound images. In particular, intrarater agreement was poor for epithelial and slough tissues and moderate for other tissues based on ICC, values shown in **Table 2**. Note that the computation of tissue proportions as identified by experts as performed in this study...
differs from how tissue proportions are visually estimated in practice, which can be extremely subjective. The images were labeled using a browser-based image annotation tool that allows precise annotation of different tissue types; however, in practice, wound clinicians do not have the time or tools to perform the same. We can, therefore, anticipate even higher inter- and intrarater variability in subjective visual estimations of tissue proportions compared with that reported in this study.

Figure 8 shows a box plot depicting the differences between the computed proportions based on labeled regions and the visual estimates of 4 different tissues present in the set of 58 labeled wound images as labeled in the inter- and intrarater agreement study. The subjectivity in visual estimation naturally leads to variability between the rater’s visual estimates and the proportions computed from tissue labels provided by the raters through the image annotation tool. Raters largely overestimated epithelization and eschar (shown by mean and median of the box plot being negative values) and underestimated granulation and slough during visual estimation. There is substantial variability (in terms of SDs) in the distribution of errors between estimation and computed proportions for all tissue types in the range of 38% to 39%.

Apart from measuring inter- and intrarater agreement for tissue proportions calculated from labeled tissue regions, we additionally computed the interrater agreement in the clinician’s ability to identify the presence of any 1 of the 4 tissue types in the wound images presented to them. As this involves binary decisions (ie, True when a given tissue is labeled as present and False when it is not—disregarding the proportions computed), we used the Krippendorff $\alpha$ to measure the interrater agreement. Our results, as presented in Table 4, indicate very poor interrater agreement in determining the presence and regions of epithelial tissue with a Krippendorff $\alpha$ value of only .014, whereas fair to moderate agreement was scored for the other tissue types. Granulation was the most agreed upon tissue type, which was in line with observations in clinical practice.

Table 4. Interrater agreement in identifying wound tissue types.

<table>
<thead>
<tr>
<th>Measure of reliability</th>
<th>Epithelial</th>
<th>Granulation</th>
<th>Slough</th>
<th>Eschar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Krippendorff $\alpha$</td>
<td>.014</td>
<td>.664</td>
<td>.415</td>
<td>.379</td>
</tr>
</tbody>
</table>

Figure 8. Box plot showing difference (in percentages) between computed tissue proportions and visual estimates for different tissue types in the rater agreement study. Negative differences indicate overestimation of rater’s visual estimation. Scatter plot shows actual distribution of data points for computed differences in tissue proportions. Red triangle point indicates the mean.
One final parameter that we captured during this study was each clinician’s confidence in labeling the 4 tissue types in question. Results indicate that the clinicians involved in the study were generally very confident in labeling granulation and slough tissues, moderately confident when labeling eschar, and least confident when labeling epithelial tissue as shown in Figure 9.

Figure 9. Clinician’s confidence in tissue identification.

This result correlated well with the Krippendorff $\alpha$ value we observed in Table 4. The significance of this observation will be seen later when we discuss our model performance for different tissue types. Data and code pertaining to these experiments is available for public download on the web [34].

Automated Wound and Tissue Segmentation Results

The performances of both the wound segmentation and wound tissue segmentation models were evaluated separately on 2 different held-out test sets. We evaluated the performances of our models by computing an objective numerical metric, which is the mIOU between the ground truth labels and the predictions made by our models. The intersection over union metric measures the number of pixels common between the target and prediction label masks divided by the total number of pixels present across both label masks (see Figure 10 for a graphical depiction). When there are several classes of labels involved (eg, in the case of wound segmentation, there are two classes to be predicted, ie, wound and background classes), then the mean value of individual per class intersection over union is computed to arrive at a single metric, which is the mIOU.

The wound segmentation model, AutoTrace, achieves a mIOU of 0.8644 for wound region segmentation, whereas the AutoTissue model achieves a mIOU of 0.7192 for tissue segmentation on the held-out test sets. Several sample predictions made using our technique are presented in Figure 11. See Figure S1C in Multimedia Appendix 1 for additional results.
Figure 11. Sample wound and tissue segmentation results. (left to right: input image, model prediction, and ground truth). The blue contour is the wound region as determined by the AutoTrace model.

The normalized confusion matrix for the model predictions is shown in Figure 12. The confusion matrix indicates that the AutoTissue model is able to accurately distinguish between the wound region and healthy skin or background. Similarly, the model is performant when segmenting the HealX calibrant sticker as its appearance is relatively consistent on all images. Granulation, slough, and eschar tissue prediction performance is also favorable. We can observe that slough is largely misclassified as granulation and vice versa. This primarily reflects the challenges faced by wound clinicians when labeling regions in the wound bed that show the mixed presence of slough and granulation tissue where labelers tend to be less confident or inconsistent across different images as shown in Figure 13.
Figure 12. Normalized confusion matrix for the AutoTissue model on the held-out test set. Background (BG) includes all nonwound bed pixels including healthy tissue and background, HLX represents the calibrant sticker used for computing accurate wound measurement. EPI: epithelial; ESC: eschar; GRA: granulation; SLO: slough.

Figure 13. A wound region where pinkish tissue outside the wound bed is labeled as background in our training data set, as we are only interested in tissues within the wound bed. Note that these pinkish regions share similar appearance as tissues belonging to the epithelial class. BG: background.

Table 5 presents the classifier report for the AutoTissue model. As noted, the epithelial classification exhibits low precision and low recall and a corresponding $F_1$-score of only 0.253. In contrast, the $F_1$-score for slough and eschar detection is relatively high, registering values of 0.731 and 0.802, respectively.

On the test set, the model correctly predicts 42% of pixels belonging to epithelial tissue; however, at the same time confuses epithelial tissue with healthy skin, which is part of the background or nonwound class. We attribute the model’s poor performance for this class of wound tissue to the fact that the epithelial class is underrepresented in the training data set and it is challenging to label correctly within the wound bed region. Because tissue proportions are computed for regions within an open wound, epithelial tissue found in the periwound region is not considered when computing the proportions. In addition, we observed in our study that there is very poor agreement between raters in labeling epithelialization within the wound bed.

We can note that slough is sometimes misclassified as granulation and vice versa. This primarily reflects the challenges faced by wound clinicians when labeling regions in the wound bed that show the mixed presence of slough and granulation tissue where there could be considerable disagreement between raters.

Apart from testing model performance on the held-out test data as is typically reported in machine learning literature, we additionally used the 58 images which were part of the interrater agreement study to measure the agreement between predictions of the AutoTissue model and wound clinicians’ labels in terms of the mIOU metric. From Table 6, we note that there is a relatively high degree of agreement for the intersection over union metric for all tissue types between our model’s output and the clinicians’ ground truth segmentation. In other words, there is high consistency between our model’s segmentation results compared with experts’ labels.

Finally, we measured a consensus-based evaluation of the correctness of the predictions made by our deep learning models. The set of 58 images and corresponding AutoTissue wound tissue predictions were shown to the group of wound clinicians.
We then requested the wound clinicians to collectively examine the model’s predictions, discuss, and provide a quality rating based on a consensus-based agreement. This approach demonstrated that 91% (53/58) of the images were jointly rated as being very good to fair, and only 9% (5/58) of the predictions were rated as being poor. This provides an additional validation of the plausibility of our model predictions on the 4 tissue types present within the wound bed.

Table 5. Classification report for the AutoTissue model.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Epithelial</th>
<th>Granulation</th>
<th>Slough</th>
<th>Eschar</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.180</td>
<td>0.623</td>
<td>0.783</td>
<td>0.759</td>
<td>0.586</td>
</tr>
<tr>
<td>Recall</td>
<td>0.424</td>
<td>0.693</td>
<td>0.685</td>
<td>0.850</td>
<td>0.663</td>
</tr>
<tr>
<td>$F_1$</td>
<td>0.253</td>
<td>0.656</td>
<td>0.731</td>
<td>0.802</td>
<td>0.610</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.424</td>
<td>0.693</td>
<td>0.685</td>
<td>0.850</td>
<td>0.663</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.603</td>
<td>0.772</td>
<td>0.862</td>
<td>0.825</td>
<td>0.765</td>
</tr>
</tbody>
</table>

Table 6. Interrater agreement intraclass correlation for per-tissue intersection over union between AutoTissue and expert labelers.

<table>
<thead>
<tr>
<th>Tissue type</th>
<th>Intraclass correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epithelial</td>
<td>0.764</td>
</tr>
<tr>
<td>Granulation</td>
<td>0.861</td>
</tr>
<tr>
<td>Slough</td>
<td>0.736</td>
</tr>
<tr>
<td>Eschar</td>
<td>0.855</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Although we have established that there is a considerable variability in tissue labeling even between trained wound clinicians, it might appear contradictory that a deep learning model that has been trained using noisy labels can perform as well as humans. Arpit et al [35] suggested that sufficiently large deep neural networks did not memorize the data when trained on data sets that had mostly correct labels. Multiple studies [36-38] have also shown that a machine learning model trained using a large-scale data set of nonexpert labelers can still match the performance of experts in medical image segmentation. During training, these models learn the dominant patterns observed in the data set that are shared across the data set. Therefore, to put this into the context of our own model, as the labels in our data set are pixel-wise labels (ie, there exists a label for each pixel in the image), there is an overwhelming majority of pixels that do have correct labels associated to them and a small percentage of pixels that have wrong labels associated to them owing to interrater variability. However, the noise that may be present in our labels is generally distributed across images and raters. Despite this, our models have the capacity to learn the dominant features for each of the tissue types and therefore are able to generalize well to unseen instances owing to the distributed and hierarchical representation, which is inherent in the design of deep neural network architectures and aided by the regularization schemes (eg, cutout and L2 regularizations) that we implement when training the models. Training on a very large data set, as was the case in our study, helped mitigate the effects of noisy or inaccurate pixel-wise labels. In future studies, we would want to pursue several methods [39] for dealing with noisy labels in training data to further improve our segmentation results. The labeling confidence we observed for different tissue types has direct implications to the performance of the models. We note that the model performs well for tissue classes that are easier to label and for which there are less ambiguities among labelers, and vice versa.

Still a major issue within the dermatology and medical community in general is that physicians are not trained to assess dark skin well, including wounds because most medical textbooks have illustrations that feature predominantly light-colored skin, and physicians still face a huge challenge in detecting certain tissues in dark skinned individuals. An unfortunate outcome of this implicit bias is that an accurate and prompt diagnosis may not always be possible with individuals of the Black, Indigenous, and people of color communities. For example, necrosis at the wound edge, which is an important finding, is still challenging to identify on dark skin. Our wound and tissue segmentation models on the other hand have been trained on a diverse set of wound types and skin tones, and this is a major step in ensuring the models do not inadvertently learn a bias toward a particular skin tone, which naturally leads to enhancing the ability to care for all patients.

Timely, accurate wound assessment and reporting is important for modern wound care practice. Rather than paper-based measurements and wound assessments, electronic wound assessments could have a large impact on the wound healing progress as such systems provide a more objective wound measurement, allow tracking of wound healing progress, and minimize errors or incomplete assessments. We believe that with the current technological advances, smartphone-based wound assessments will continue to have an increasing footprint in modern wound care practice. Therefore, we prioritized designing our deep learning models to be able to execute on a wide range of off-the-shelf smartphones, without the need for off-line processing. Both the AutoTrace and AutoTissue models
have been integrated into the Swift Skin and Wound app and are very performant for real-time inference on mobile devices (Multimedia Appendix 2). Both models have a combined size of <16 million parameters and a peak memory consumption of approximately 85 MB per model during inference. The inference time averaged 300 ms on mobile central processing units when tested on low-end devices and is considerably faster on newer devices that support graphics processing unit acceleration.

Limitations
The relatively poor performance of the model for epithelial tissue can be attributed to several factors, including the challenge in labeling epithelialization within the wound bed and the distinction between epithelialization and epithelial tissue, that is, intact skin resulting from healing process in the periwound region, which also appears pinkish but is not considered during labeling. While acknowledging this limitation, we believe that there would be no significant impact on pressure ulcer staging (PUSH) or wound assessment (BWAT) because epithelialization is not critical for these measures.

The Swift Skin and Wound app used for measuring and documenting wounds and the HealX fiducial markers are each Food and Drug Administration–registered Class I medical devices which are being used in over 4000 organizations across North America. We agree that verification, validation, and continued monitoring of artificial intelligence performance, including understanding the way outputs are used are critical and are the core to deployment of such models. This study documents some, but not all, of the extensive validation undertaken as part of our design, development, risk management, and regulatory processes. The deep learning models reported in this manuscript have been integrated into the Skin and Wound device app but are yet to be deployed on a wide scale in these organizations. The predictions from this model serve to assist clinicians to document wounds in an objective manner given that our inter- and intrarater studies have shown that there is a high degree of variability when humans manually detect and estimate wound tissue proportions. In the mobile app, the models’ outputs serve an informative role and do not constitute diagnosis or therapy. All Swift Skin and Wound users are provided both live training and training materials, wherein these issues are addressed. We continue to monitor the performance of all models after deployment and regularly assess all our products to determine whether changes should result in recategorization or premarket notification or authorization. The models discussed in this work were assessed through our regulatory process to not cause such a change in classification.

Conclusions
Significant interrater variability in visual estimation of tissue proportions by a cohort of wound care clinicians reflects the subjective challenge of tissue typing. Epithelialization is the most varied measurement and can be linked to the challenges observed in clinical practice in identifying that tissue type. To reduce ambiguity and provide objectivity in tissue identification, we present a framework for deep learning–based wound segmentation and tissue segmentation that is capable of running in near real time on off-the-shelf smartphones. To the best of our knowledge, our models have been trained using a chronic wound image data set that is not only magnitudes larger than any previously reported data sets but also the most diverse in terms of wound types and skin tones allowing for unbiased, robust models to be trained. These models are able to provide plausible predictions of tissue types and allow accurate and objective tissue proportions to be computed. This will help to improve objectivity in downstream tasks such as pressure ulcer staging, healing risk prediction, identification on nonhealing wounds, adjustment of treatment options and may ultimately lead to improved healing rates for chronic wounds.
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Abstract

Background: Digital self-monitoring allows patients to produce and share personal health data collected at home. This creates a novel situation in which health care providers and patients must engage in a reconfiguration of roles and responsibilities. Although existing research pays considerable attention to the perceptions of patients regarding digital self-monitoring, less attention has been paid to the needs, wishes, and concerns of health care providers. As several companies and public institutions are developing and testing digital self-monitoring at the time of writing, it is timely and relevant to explore how health care providers envision using these technologies in their daily work practices. Our findings can be considered in decision-making processes concerning the further development and implementation of digital self-monitoring.

Objective: This study aims to explore how health care providers envisage using smartphone apps for digital self-monitoring of multiple sclerosis (MS) in their daily work practices, with a particular focus on physician-patient communication and on how health care providers respond to self-monitoring data and delegate tasks and responsibilities to patients.

Methods: We conducted semistructured in-depth interviews with 14 MS health care providers: 4 neurologists, 7 MS specialist nurses, and 3 rehabilitation professionals. They are affiliated with 3 different hospitals in the Netherlands that will participate in a pilot study to assess the efficiency and effectiveness of a specific smartphone app for self-monitoring.

Results: The interviewed health care providers seemed willing to use these smartphone apps and valued the quantitative data they produce that can complement the narratives that patients provide during medical appointments. The health care providers primarily want to use digital self-monitoring via prescription, meaning that they want a standardized smartphone app and want to act as its gatekeepers. Furthermore, they envisioned delegating particular tasks and responsibilities to patients via digital self-monitoring, such as sharing data with the health care providers or acting on the data, if necessary. The health care providers expected patients to become more proactive in the management of their disease. However, they also acknowledged that not all patients are willing or able to use digital self-monitoring apps and were concerned about the potential psychological and emotional burden on patients caused by this technology.

Conclusions: Our findings show that health care providers envisage a particular type of patient empowerment and personalized health care in which tensions arise between health care providers acting as gatekeepers and patient autonomy, between patient empowerment and patient disempowerment, and between the weight given to quantitative objective data and that given to patients’ subjective experiences. In future research, it would be very interesting to investigate the actual experiences of health care providers with regard to digital self-monitoring to ascertain how the tensions mentioned in this paper play out in practice.

(JMIR Mhealth Uhealth 2022;10(4):e30224) doi:10.2196/30224
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**Introduction**

**Background**

Increasing attention is being paid to digital self-monitoring by patients, that is, patients using digital devices to collect and record personal health data on bodily functions and everyday activities, such as various physical activities, mental status, and sleep patterns [1,2]. Smartphone apps, which are software programs designed for mobile devices, can be used for digital self-monitoring [3,4]. These apps make it relatively easy to produce and share personal health data and can therefore facilitate the maintenance of health and the self-management of chronic conditions [4]. Digital self-monitoring has implications for current care practices, as the setting for care is shifting from the hospital to the home, leading to new roles and responsibilities for health care providers as well as for patients [5,6]. There is considerable interest in using digital self-monitoring technologies to facilitate monitoring and self-management of multiple sclerosis (MS), a chronic neurological disease [7,8]. MS is characterized by a high variability of unpredictable symptoms, and the disease course is also unpredictable. Common symptoms are fatigue, mobility issues, and cognitive problems [9,10]. Digital self-monitoring is thought to support people with MS to self-manage their health in their home setting, for instance, by monitoring symptoms and adapting lifestyle behaviors [7,11-13].

Although existing research pays considerable attention to the motivations and perceptions of patients regarding digital self-monitoring, less attention has been paid to the needs, wishes, and concerns of health care providers [13,14]. Our research fills this gap and focuses particularly on how health care providers envision their new roles and responsibilities. Several scholars in the field of medical sociology (eg, the studies by Krabbenborg [15], Oudshoorn [16], Burri [17], and Pols [18]) have already shown how the introduction of new medical technologies in existing care infrastructures, be they eHealth technologies or otherwise, destabilizes the roles and responsibilities of health care providers. Burri [17], for example, showed how new digital imaging technologies challenged the identity and expertise of radiologists, as they had to acquire new knowledge and skills to interpret the images and use the machines [17]. Because their expertise was questioned by the introduction of these new technologies, radiologists were forced to re-establish their position as visual experts within the medical field. Pols [18] discussed how telecare technologies changed the daily working practices of nurses and their notions of good care [18]. Although nurses are used to seeing patients face-to-face and feared that telecare technologies might challenge their relationships with patients, they found that these technologies actually supported them in detecting patients’ problems in a timely manner.

Similar processes might occur when MS health care providers are confronted with digital self-monitoring technologies. First, because care is shifting from traditional health care settings to patients’ homes, health care providers might have to delegate some of their tasks and responsibilities to patients, such as recording measurements and interpreting data [5]. In addition, the health care provider becomes a coach who helps patients achieve their disease management goals via self-monitoring tools [14]. Second, self-monitoring can help patients gain, in principle, a better understanding of their condition. These insights can be shared with health care providers and could support their work. Although physician-patient communication could also benefit from the use of the technologies, disagreements could arise concerning whether the expertise of patients or the expertise of health care providers is the most valued [14]. Third, health care providers will have to learn how to deal with and respond to the continuous flow of data produced by digital self-monitoring [19]. The interpretation of these data can be difficult for health care providers, as they have to cope with variability in the data and decide when and how to take action in response to the data [20].

**Objectives**

At the time of writing, digital self-monitoring is not common practice in MS health care. However, as several companies and public institutions, such as universities, are developing and testing smartphone apps for self-monitoring MS [7], it is appropriate to explore how health care providers envisage using these technologies in their daily work practices. To this end, we conducted interviews with neurologists, MS specialist nurses, and rehabilitation specialists in the Netherlands. These 3 groups of health care providers are the most important in the MS care ecosystem. Neurologists mainly focus on the medical aspects of the disease, such as monitoring the progress of the disease and the effectiveness of medication. MS specialist nurses have a broader perspective; they also deal with psychosocial matters, such as how the disease affects patients’ everyday lives, and are the connection between the various disciplines within the MS health care system. Most patients have appointments with their neurologist and MS specialist nurse approximately once or twice a year. Rehabilitation specialists, such as rehabilitation physicians and occupational therapists, are only visited when patients are finding it difficult to do their usual daily activities. The results of our investigations into the expectations of these health care providers can be considered in the further development and implementation of digital self-monitoring in health care.

**Methods**

**Data Collection**

We interviewed 14 MS health care providers: 4 neurologists, 7 MS specialist nurses, and 3 rehabilitation specialists (2 rehabilitation physicians and 1 occupational therapist) working at 3 different hospitals in the Netherlands, 1 academic hospital and 2 peripheral hospitals (Table 1). Of the 14 health care providers, 2 do not work at a hospital; they work for a care organization that was collaborating with one of the peripheral hospitals at the time of our study. The interviewed health care providers are all MS specialists, meaning that next to their general medical education they have been trained for treating patients with MS specifically.
The interviewed health care providers were purposefully sampled and are affiliated with hospitals that at the time of the interview were planning to participate in a pilot project to test the efficiency and effectiveness of a specific smartphone app for digitally self-monitoring MS, namely, the MS Sherpa app [21]. This app contains several weekly tests, such as a walking test and a cognition test, and daily questions, about, for example, mood, energy, and stress; it aims to enable patients with MS and their health care providers to monitor patients’ mental and physical well-being. Before the interviews, we did not have any form of formal or informal collaboration with the interview respondents.

The health care providers were approached by mail by the first author (KW). For each hospital, we approached a neurologist, who subsequently connected us to the other MS health care providers working at their respective hospital. Of the 19 approached health care providers, 5 did not respond or did not want to participate in the interview. As data saturation occurred after the 14 health care providers were interviewed, meaning that no new topics or perspectives emerged, we decided not to approach additional health care providers.

The interviews were conducted between March and June 2019 and were performed by the first author KW, a PhD researcher in science and technology studies who has prior experience in conducting interviews with patients with MS and health care providers. The health care providers, who have busy schedules, could make an appointment for an interview either in person or by telephone, so as to enable some flexibility. In the end, a total of 14 interviews were conducted, 7 in person and 7 by telephone. The interviews lasted from 34 to 72 minutes, with an average duration of 56 (SD 10.08) minutes. The interview respondents received a summary of the main interview findings with the invitation to provide feedback on any false statements or other remarks, but no comments were returned.

### Ethics Approval

The interviews were audiotaped after verbal informed consent of the respondents, which has been approved by the Research Ethics Committee of the Faculty of Science (REC19012).

### Data Analysis

First, the interviews were transcribed verbatim by the first author (KW) in Microsoft Word (2016; Microsoft Corporation). Next,
both authors familiarized themselves with the data by reading the transcripts a couple of times. The transcripts were then uploaded to the qualitative data analysis software ATLAS.ti 8 (2016; ATLAS.ti Scientific Software Development GmbH) and subjected to a combination of deductive and inductive thematic content analysis [22], meaning that we aimed for systematically structuring the interview data according to the main themes and subthemes. An initial codebook was developed by the first author (KW) based on discussions with the second author (LK) and was structured according to the topics in the interview guide.

The codebook was refined through iterative reading of the interview transcripts, which resulted in additional topics being added to the codebook. Final agreement on the codebook was achieved through discussion between both authors. After coding the interview transcripts, the first author (KW) started clustering the codes into subthemes, which were subsequently clustered into main themes (Textbox 1). Consensus on themes and subthemes was reached through discussion with the second author (LK). Quotes translated from Dutch (by the first author) are used throughout the Results section to illustrate our findings.

Textbox 1. Overview of the main themes and subthemes that emerged from the interviews with the health care providers.

<table>
<thead>
<tr>
<th>Perceived value of digital self-monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Providing additional and more complete information</td>
</tr>
<tr>
<td>• Quantifying patients’ health status</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Envisioned use of digital self-monitoring in daily working practices</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Digital self-monitoring on prescription</td>
</tr>
<tr>
<td>• Health care providers’ access to digital self-monitoring data</td>
</tr>
<tr>
<td>• Preparation for the medical appointment</td>
</tr>
<tr>
<td>• Workload</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Delegation of tasks and responsibilities to the patient</th>
</tr>
</thead>
<tbody>
<tr>
<td>• More active role for patients in disease management</td>
</tr>
<tr>
<td>• Psychological and emotional burden of digital self-monitoring</td>
</tr>
</tbody>
</table>

**Results**

**Perceived Value of Digital Self-monitoring**

The interviewed health care providers expressed an ambivalent attitude toward digital self-monitoring, not only acknowledging its potential value but also expressing doubts and concerns. The longitudinal, real-world data generated by the use of smartphone apps might provide MS health care providers with information about the clinical monitoring of symptoms, disease progression, response to treatment, and side effects of medication, thereby supplementing the information collected during the medical appointment [7,8]. The interviewed health care providers indeed perceived the value of the information gained from digital self-monitoring, as they felt that information was often missing about the patient because appointments are short and there is insufficient time to perform all physical assessments, such as walking tests. Moreover, patients only have appointments once or twice a year, so it can be difficult for them to recall how their health has been over the preceding months. The health care providers believed that digital self-monitoring would produce additional and more complete information about patients’ health status. Interestingly, the health care providers perceived that the quantitative data that would be produced by digital self-monitoring would be more objective than the narratives that patients tell during an appointment:

> It would provide a more objective representation of something instead of what a patient is indicating subjectively. [MS10r]

There seemed to be a desire to quantify a patient’s health status to make a better assessment to complement the sensory and perceptual experiences of patients:

> What I could do, is provide a better quantification. Which is often very difficult to find out during a conversation. How much is it exactly? How far can you walk? How many steps can you take? That kind of stuff. So, the quantification of all these things that we discuss should be the added value of a digital system. [MS5r]

However, 2 health care providers emphasized that when there is too much of a focus on quantitative data, one runs the risk of ignoring the broader disease context, such as the psychosocial impact of MS:

> If we are only occupied with measures and numbers. Will we not miss what the disease means to the patient? Not only how many meters they can walk. Because that it not always what they find the worst. But also talking about the psychosocial effect. I fear that the app misses that. That part should not be forgotten. [MS1n]

**Envisioned Use of Digital Self-monitoring in Daily Working Practices**

**Digital Self-monitoring on Prescription**

There are various ways in which patients can gain access to a smartphone app to self-monitor their health: they can download an app that they have found themselves and that is freely
available on the commercial market, or they can use an app that has been recommended by health care providers and prescribed to patients as part of their treatment. The interviewed health care providers seemed to prefer digital self-monitoring on prescription, so that they can control which app patients use. They explained that if patients find an app themselves on the commercial market and therefore different patients use different apps, it will be difficult for health care providers to interpret the data and assess the reliability of each app. In contrast, when hospitals offer the same app that has been clinically validated to all patients, health care providers can become, over time, knowledgeable about a specific app. For instance, they can make comparisons between different patients:

I prefer to offer everyone the same app. Because if everyone uses something different, well, then it is just difficult to keep track of it. How reliable is it what they are doing. If something has been standardized and validated for what you are measuring. Then you can indeed offer it as a standard to patients so that you also get used to the numbers. [MS1n]

This quote suggests that health care providers like to stay in charge when it comes to the digital self-monitoring of MS. They stressed that offering a smartphone app to patients should be an optional part of hospital treatment and only considered when the health care provider believes it could be valuable for the patient and when the patient is interested. As the health care providers explained, some patients are enthusiastic about collecting their personal health data, but others are not. Therefore, multiple health care providers emphasized that they have to consider whether digital self-monitoring is suitable for a specific patient. Health problems, such as cognitive or physical dysfunctions or limited (digital) health literacy, might hinder the use of digital self-monitoring by patients with MS. When health care providers are deciding which patients will be prescribed an app, they are at risk of becoming gatekeepers who control patients’ access to digital self-monitoring.

**Health Care Providers’ Access to Digital Self-monitoring Data**

Patients’ digital self-monitoring raises a question about who should be able to access the collected data: the patient, the health care provider, or both. A common belief among the interviewed health care providers was that patients should control who has access to these data. All respondents agreed that these data should be accessible to patients and that the idea that patients cannot view their own health data is old-fashioned:

Well, these are the patient’s data. So at the current time I do not think you can say that these are not available to them. [MS2n]

The health care providers believed that they should only have access to the self-monitoring data after the patient had consented to this access. They envisioned that patients could select the data they wanted to be accessible to a particular health care provider. Most of the health care providers thought that it would be valuable to have access to the self-monitoring data. However, 2 health care providers expressed some doubts about patients’ data becoming available to them, as this quote illustrates:

That would be sort of a Big Brother—that I can see from my computer how all my patients are doing. I am a bit hesitant about that. [MS5r]

Having easy access to the self-monitoring data was crucial to the health care providers, as they have limited time to prepare for each appointment. The health care providers thought that a significant barrier is created when access to self-monitoring data is not straightforward, for example, because it involves logging in on a different system. As a respondent explained, their hospital had stopped using a web-based portal for digital self-monitoring because it took too much effort to access the data:

We have used [name of web-based portal] for a while. But it was just not workable. It was all external. And then we have to open it next to our file and that is just really difficult. That we have to go to their site to access patients’ data. Well, if I have to do this in my half hour slot, I will not make it. [MS7sn]

All health care providers preferred the digital self-monitoring data to be integrated into the patient’s electronic file, because this made accessing the data easy. However, they also acknowledged that this would be technically complicated, as systems are often not compatible with each other.

**Preparation for the Medical Appointment**

The health care providers expected that they would mainly use the digital self-monitoring data to prepare for an appointment with a patient, so that they could focus on the patient’s most prominent problems:

I think you can make your conversation more to the point. That you can leave out some domains where there are no problems. So I can use the remaining conversation time to focus on the areas where there are problems and that the patient has questions about. So I think it results in more directed conversations during the medical appointment. [MS5r]

Although previous research has shown that patients feel reassured when health care providers monitor their health data in between appointments [23,24], our findings show that, because of a lack of time, the health care providers did not expect that they would look at the self-monitoring data in between appointments, unless the app or the patient indicated that something may be wrong. This suggests that health care providers do not think that it is their responsibility to monitor these data to detect deviations from the expected results or deterioration in the condition.

Moreover, the health care providers thought that patients could use smartphone apps to indicate the topics they wanted to talk about, but this would require patients to be willing and able to take the lead when engaging in digital self-monitoring. As one of the respondents explained, this would allow an appointment to be adapted to an individual patient’s needs:

Tomorrow you have a check-up with the rehabilitation physician. What would you like to discuss? If the patient submits that, I can prepare better. Now I notice that patients are saying: well, I wanted to
Workload

The interviewed health care providers were ambivalent about the impact that digital self-monitoring might have on their workload. On the one hand, they imagined that it could result in a more efficient workflow as the data could make the appointment with the patient more efficient. On the other hand, they stated that digital self-monitoring requires a new way of working, such as integrating the data into daily workflows. They thought that this would take additional time, especially at the beginning. Moreover, some health care providers were worried that digital self-monitoring might result in information overload.

Be careful that you do not get so much information that you drown in information that is not useful. Not so much information that you lose the overview completely. You have to be careful that it does not become overkill. [MS6n]

Delegation of Tasks and Responsibilities to Patients

Digital self-monitoring requires that health care providers, to a certain extent, take on the role of coach at a distance, as tasks such as collecting and interpreting data are delegated to the patient. Patients are expected to become proactive in the management of their own medical care and lifestyle. However, the health care providers indicated that much responsibility is already given to the patient in the management of MS and that patients with MS tend to take on an active role:

I think that among the patient groups, MS patients already have and take quite an active role. My experience is that most patients are quite willing to take charge. [MS6n]

The health care providers believed that digital self-monitoring could help patients with MS to have even more control. They imagined that it would enable patients with MS to follow the progress of their disease, find patterns in their personal data, and compare these data with their personal experiences:

What could be an aim, is that through time they can see what is happening with them: days that they are feeling better or worse; what influence this has on the things that they are tracking. [MS1n]

I think it can provide insight to patients about when symptoms are occurring and what kind of symptoms. Maybe it becomes easier to make connections between certain things. [MS3sn]

According to some health care providers, patients could act on these insights, for instance, by contacting the health care provider if necessary. They also mentioned how smartphone apps could support patients in their particular lifestyle, such as stimulating them to be physically active:

Well, I think that the motivation for a good lifestyle, for instance the motivation to increase movement, that it works for many people. That thing [the smartphone app] provides compliments. If you are the type for that and you are sensitive to that, then it works very well. [MS9sn]

Discussion

Principal Findings

At the time of writing, several smartphone apps that digitally self-monitor MS are being developed [7], which creates a novel situation in which health care providers and patients must engage in a reconfiguration of roles and responsibilities. From our interviews, we have gained insight into the expected new configuration from the perspective of MS health care providers. The health care providers in our study are generally willing to use smartphone apps for self-monitoring of patients and value the quantified data that become available because they complement patients’ narratives that are revealed during medical appointments. We found that the health care providers primarily want to use digital self-monitoring on prescription, meaning that they want a standardized smartphone app that has been clinically validated. They also believed that digital self-monitoring should always be an option, rather than an obligation. They acknowledged that not all patients are willing or able to engage in digital self-monitoring and expressed concerns regarding the potential psychological and emotional burden of this technology. Furthermore, the health care providers envisioned a delegation of particular tasks and responsibilities to patients, such as sharing data with their health care provider and contacting the hospital if necessary. However, this new configuration would potentially bring with it considerable tensions and issues regarding the type of patient empowerment and personalized health care that the digital self-monitoring is aiming for, and we describe the main four next.

First, the prescription of self-monitoring apps by health care providers is in line with the idea of clinical self-tracking in which self-monitoring practices are pushed by health care providers, that is, self-monitoring by the patient for therapeutic purposes following the recommendation of health care providers [25]. In these clinical self-tracking practices, data are shared with health care providers, and data collection is standardized.
to help health care providers analyze and interpret the data. However, if health care providers act as gatekeepers regarding patients’ access to digital self-monitoring and standardized apps are used, this could restrict patients’ autonomy and reinforce the paternalistic model in which health care providers rather than patients are in charge [26]. Will there be time during medical appointments for patients to discuss data produced by self-monitoring apps that they have purchased themselves on the commercial market, for example? Moreover, our previous research showed that patients with MS want their use of digital self-monitoring to be flexible, that is, to consider their personal situation and disease status [12]. However, because of what health care providers said in the interviews, we wonder whether patients will have the flexibility to deviate from self-monitoring protocols and whether, if they do so, health care providers might then distrust the data. Therefore, when self-monitoring apps are prescribed by health care providers, there might be a tension between the traditional paternalistic notion of physician-patient relationships and the ideal of patient empowerment, that is, patients being in charge of their own disease management, as promoted by the developers of these apps. When opting for a specific implementation strategy, such as self-monitoring on prescription, technology developers should consider that this implies a certain vision on health care.

Second, how realistic is it to think that patients will engage in the tasks and responsibilities as imagined by the health care providers in our study? Discrepancies can exist between the expectations of health care providers and the assumptions of patients regarding their roles and responsibilities. Although the health care providers in our study thought that patients would contact them if there were deviations in the self-monitoring data, previous research has found that patients are hesitant to do so as they downgrade their problems and do not want to bother their health care providers [27]. Furthermore, tensions can arise when patients and health care providers have different expectations about the amount of support that health care providers offer in the self-monitoring process [28]. Patients might feel reassured by a sense of being supervised by their health care providers [23,24], but the health care providers in our study stressed the personal responsibility of patients in the management of their disease, for instance, their responsibility for signaling potential signs of disease progression. The promises and expectations surrounding digital self-monitoring, as among others expressed by technology developers, are based on ideal situations and assume that patients have the right knowledge and skills to deal with the collected data and are willing and able to engage in self-managing their health [1,14]. However, as noted previously, patients’ physical and cognitive capacities, and limited digital or health literacy, could pose a barrier to patients’ abilities to adapt to the new roles and responsibilities required by digital self-monitoring, such as correctly interpreting their own data and reacting appropriately to it [29]. Moreover, digital self-monitoring could pose a psychological and emotional burden on patients, which might have a disempowering rather than an empowering effect on patients [1,2,30]. These factors imply that not all patients are willing or able to engage in digital self-monitoring, which might result in health inequities when self-monitoring apps become an integral part of health care [29]. In fact, as Prainsack [31] already argued, the introduction of technologies to personalize health care, such as self-monitoring apps, as well as genetic self-tests and home-based blood monitoring technologies, might confront us with fundamental questions such as what social circumstances and capacities do patients need to meet to participate in the shift toward more personalized, digital health care? In addition, which groups of patients tend to be included and excluded when digital self-monitoring gains more significance in health care?

Third, when digital self-monitoring reduces health to data and algorithms, the richness and complexity of patients’ experiences can be lost [2]. Tensions might arise between the place that objective numbers will be given in health care and patients’ subjective narratives [31]. The interviewed health care providers seemed to want quantitative assessments of patients’ health status to complement patients’ experiences. However, as 2 health care providers also acknowledged, this might result in too much of a focus on numbers while the broader context of the patient, such as their psychological struggles, is ignored [2]. When the conversation is dominated by the quantitative data during the medical appointment, patients have less time to share their personal stories. Consequently, the questions and issues that are the most pressing ones for the patient might not be discussed. Moreover, it is questionable how objective these quantitative data truly are. Although numbers seem objective and neutral, they are full of assumptions and value judgments, such as choices made regarding which parameters are being measured and how [1,2]. There might also be discrepancies between what the numbers are indicating and what the patients are experiencing. This brings us to the sociological concepts of illness and disease, with illness being defined as how patients identify with their ill-health and disease meaning the condition diagnosed by a health care provider, that is, as biologically defined [32]. When health care providers value quantitative self-monitoring data more than other factors, they may primarily focus on the biological condition, that is, the disease, whereas we know that illness is just as important for patients. These issues highlight that when integrating digital self-monitoring data into health care, one needs to consider how to balance quantitative data with patients’ feelings and experiences when judging a patient’s health status. This discussion is interesting in the light of the current paradigm shift toward personalized health care [2]. Our findings bring the following question to the fore: what makes personalized health care really personalized? Does personalized health care involve having more quantitative data on patients’ health status, or is it about paying more attention to patients’ personal experiences? Alternatively, should both elements be combined to achieve truly personalized health care? We recommend that the developers of digital self-monitoring technologies be aware of the fact that personalized health care is not a straightforward concept and can evoke different connotations for patients, health care providers, and technology developers.

Finally, although the health care providers in our study valued digital self-monitoring of MS, our findings also underline that is not self-evident that health care providers are willing and able to use this technology as part of their daily practices. The new roles and responsibilities demanded by the use of digital
self-monitoring, such as delegating the collection, interpretation, and sharing of data to patients, can be a challenge for health care providers and their professional identities and routines as our study shows. Moreover, as the literature on mobile health technologies for other disease domains has already highlighted, health care providers also experience other barriers, which are related to the quality, validity, accuracy, and clinical utility of mobile health technologies and patient-generated data [33-35]. As several studies have shown, health care providers have more confidence in data collected by themselves than by patients [30,34,36]. Furthermore, health care providers have raised medical legal concerns about data security, privacy, and accountability, such as the confidentiality of self-monitoring data and the responsibility of health care providers to act upon patient data [34,37].

These considerations illustrate the complexities surrounding the use of digital self-monitoring technologies by health care providers and also indicate that the embedding of these technologies in clinical practices cannot be decided by using a top-down approach. Instead, a mutual collaboration is needed between the technology developers and the health care providers who are expected to work with digital self-monitoring. There often seems to be a mismatch between the developers of mobile health technologies and the health care providers who ought to use these technologies, with insufficient consideration being given to user needs [37,38]. As Tarricone et al [37] argue, app developers should do more to include health care providers during the development process of health apps. When the developers of digital self-monitoring technologies adopt such an approach, implementation strategies for digital self-monitoring can be developed iteratively so that there is a greater chance that the technology fits the daily working practices of health care providers.

Study Limitations

As far as we know, this is the first qualitative study on the expectations, desires, and concerns of MS health care providers regarding digital self-monitoring. Although this study has provided a rich insight into the perspectives of health care providers, future studies would probably benefit from including more respondents per health care provider group (neurologists, specialist nurses, and rehabilitation specialists). This would allow for a more rigorous comparison between these groups, which goes beyond the aim of this study. In addition, other health care providers involved in the care of patients with MS, such as psychologists and physiotherapists, could be included in future studies.

Moreover, although we focused on MS specialists, as these respondents were thought to be the most informative for this study, not all patients with MS are treated by health care providers specializing in MS. In fact, many patients with MS are under treatment of general neurologists and rehabilitation specialists. It would be interesting to study the similarities and differences in needs, wishes, and experiences regarding digital self-monitoring of MS between the MS specialists and the general health care providers.

Another consideration we would like to point out is that the interviewed health care providers are affiliated with hospitals that will be enrolled in a pilot study on digital self-monitoring of MS. These health care providers might therefore have a biased positive attitude toward the value of digital self-monitoring compared with those who are not going to be engaged in the study. Finally, our study only investigated Dutch health care providers’ attitudes. It might be interesting to compare our findings with the attitudes of health care providers in other countries because of cultural differences in different countries’ health care systems.

Conclusions

To conclude, in this study, we have identified potential tensions and problems that might occur when digital self-monitoring is introduced in existing health care. Our findings could be considered in study protocols of future projects on digital self-monitoring or in implementation strategies for integrating these technologies into clinical practices. For instance, developers could consider what type of personalized health care and patient empowerment they want to stimulate with their technology, as this is not straightforward and patients and health care providers can have different visions in this regard. As there might be differences between what people say and the actual acts they perform, in future research, it would be very interesting to investigate the actual actions and experiences of health care providers with regard to digital self-monitoring to determine how the tensions mentioned in this paper are being played out in practice.
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Abstract

Background: Reducing the treatment gap for mental health in low- and middle-income countries is a high priority. Even with treatment, adherence to antipsychotics is rather low. Our integrated intervention package significantly improved medication adherence within 6 months for villagers with schizophrenia in resource-poor communities in rural China. However, considering the resource constraint, we need to test whether the effect of those behavior-shaping interventions may be maintained even after the suspension of the intervention.

Objective: The aim of this study is to explore the primary outcome of adherence and other outcomes at an 18-month follow-up after the intervention had been suspended.

Methods: In a 6-month randomized trial, 277 villagers with schizophrenia were randomized to receive either a government community mental health program (686 Program) or the 686 Program plus Lay health supporters, e-platform, award, and integration (LEAN), which included health supporters for medication or care supervision, e-platform access for sending mobile SMS text messaging reminders and education message, a token gift for positive behavior changes (eg, continuing taking medicine), and integrating the e-platform with the existing 686 Program. After the 6-month intervention, both groups received only the 686 Program for 18 months (phase 2). Outcomes at both phases included antipsychotic medication adherence, functioning, symptoms, number of rehospitalization, suicide, and violent behaviors. The adherence and functioning were assessed at the home visit by
trained assessors. We calculated the adherence in the past 30 days by counting the percentage of dosages taken from November to December 2018 by unannounced home-based pill counts. The functioning was assessed using the World Health Organization Disability Assessment Schedule 2.0. The symptoms were evaluated using the Clinical Global Impression–Schizophrenia during their visits to the 686 Program psychiatrists. Other outcomes were routinely collected in the 686 Program system. We used intention-to-treat analysis, and missing data were dealt with using multiple imputation. The generalized estimating equation model was used to assess program effects on adherence, functioning, and symptoms.

Results: In phase 1, antipsychotic adherence and rehospitalization incidence improved significantly. However, in phase 2, the difference of the mean of antipsychotic adherence (adjusted mean difference 0.05, 95% CI −0.06 to 0.16; P=41; Cohen d effect size=0.11) and rehospitalization incidence (relative risk 0.65, 95% CI 0.32-1.33; P=.24; number needed to treat 21.83, 95% CI 8.30-34.69) was no longer statistically significant, and there was no improvement in other outcomes in either phase (P≥.05).

Conclusions: The simple community-based LEAN intervention could not continually improve adherence and reduce the rehospitalization of people with schizophrenia. Our study inclined to suggest that prompts for medication may be necessary to maintain medication adherence for people with schizophrenia, although we cannot definitively exclude other alternative interpretations.

(JMIR Mhealth Uhealth 2022;10(4):e33628) doi:10.2196/33628
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Introduction

Background

Treatment with antipsychotic medication effectively prevents relapse and rehospitalization in people with schizophrenia [1-4]. However, 69% of people with schizophrenia in low- and middle-income countries have no access to any evidence-based care, often because of resource constraints or health system failures [5]. Even when treatment is available, adherence to antipsychotics is rather low [6], with nearly half of people with schizophrenia taking less than 70% of their prescribed doses [7]. In 2005, China launched the National Continuing Management and Intervention Program for Psychoses, also known as the 686 Program [8,9], which later became part of China's integrated public mental health service. The program followed the World Health Organization Mental Health Gap Action Program recommendations [10] and featured a collaborative approach between psychiatrists and community health workers to screen, diagnose, treat, and manage psychosis in communities [11,12]. In 2017, the 686 Program covered over 5,810,000 people with psychosis across China [11]. However, although the program provides free medication to the poor, over 70% of program enrollees failed to take their antipsychotic medications routinely [9].

China's 686 Program, which is likely the largest community-based mental health program in the world, benefited a vast population of people with schizophrenia. However, the program effect had been reduced because of the poor patient adherence to antipsychotics [6,9]. Schizophrenia can often be effectively controlled with lifelong antipsychotic medications [4]. Mobile texting or SMS text messaging was found to be an inexpensive, easy-to-use, and reliable means to improve treatment adherence and schizophrenia care in some high-income settings [13-15]. To test its effectiveness in the resource-poor setting, we conducted a pragmatic trial featuring SMS text messaging reminders as the core of intervention in 2016 in 9 rural communities of China (called the Lay health supporters, e-platform, award, and integration [LEAN] Trial) [6,16]. The 6-month trial showed that LEAN significantly improved medication adherence (proportion of dosages taken) from 0.48 to 0.61 (adjusted mean difference 0.11, 95% CI 0.03-0.20; P=.007) among villagers with schizophrenia, and the incidence of rehospitalization due to schizophrenia decreased from 19.5% (25/128) under the control arm to 7.3% (9/124) under the intervention arm (relative risk 0.32, 95% CI 0.18-0.76; P=.007). However, other outcomes, including patient functioning and symptoms measured in phase 1, did not present significant improvement.

Objectives

As of August 1, 2021, we have not yet identified other studies that have been explored the maintenance of the effect after a texting-based intervention was withdrawn in people with schizophrenia. Although we identified no similar studies that focused on the same participants as ours, studies of behavioral interventions using mobile texting in other populations suggested that the program effects lasted 8 to 12 weeks after the termination of texting [17]. Dobson et al [18] found that the impact of a texting intervention to improve self-management in patients with diabetes remained effective 15 months after the intervention was discontinued. Menon et al [19] found that the medication adherence in patients with bipolar I disorder persisted for at least three months after the intervention was discontinued. It is essential to understand the sustained effect of SMS text messaging after the intervention because (1) most interventions will not or cannot go on forever because of resource constraints or other reasons and (2) it may not be necessary to perpetuate a behavior-oriented intervention, as in theory, once people with schizophrenia habituate to new behavior, the original reminder may no longer be needed to stimulate the desired behavior. In the LEAN study, rural people with schizophrenia were randomized into either a mobile texting group (the LEAN intervention group) or a care-as-usual group (the control group) and were followed up for 6 months on LEAN's effect on medication adherence, symptoms, and
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functioning. The LEAN intervention was then suspended, and we re-examined its sustained effect 18 months later. The study was divided into 3 phases. Phase 1 was a 2-arm randomized controlled study to evaluate the impact of LEAN in improving medication adherence. Phase 2 suspended the implementation of LEAN for the intervention group. Phase 3 restarted LEAN and applied it to both the original intervention and control groups and used information from all phases to evaluate the long-term effect of LEAN. Phase 1 and phase 3 results were published elsewhere [6,16], which established and reinforced the conclusion about LEAN’s impact on improving medication adherence. This paper reported the results of phase 2. The suspended implementation of LEAN during this phase provided a unique opportunity to understand whether texting can establish a new medication-taking behavior that may make texting no longer necessary. We hypothesized that the effects would be sustained as people may have habituated to the new behavior in the initial 6-month intervention so that the reminders may no longer be necessary. Furthermore, we also hypothesize that, with the improvement of the symptoms, functioning, and other outcomes would also present improvements in the long term.

Methods

Trial Design

The whole program process was divided into 3 phases [20]. We conducted a 2-arm randomized controlled trial in phase 1. In the 6-month phase 1 (December 15, 2015, to June 15, 2016), the intervention group received LEAN plus the aforementioned 686 Program for 6 months and the control group received the 686 Program only (trial registration: Chinese Clinical Trial Registry ChiCTR-ICR-15006053) [16]. After that, the LEAN intervention was suspended, and both groups received the 686 Program only (phase 2: from July 15, 2016, to November 29, 2017). Then, we restarted our intervention and extended it to both the original intervention group and the control group, and all participants received the LEAN intervention in addition to the 686 Program from April 1, 2018, to September 30, 2018 (Figure 1). The results of phases 1 and 3 have been published elsewhere [6,20]. This study aims to examine the results of phase 2 (ie, the results at the 18th month after the suspension of LEAN).
Procedures and Interventions
The development of our intervention LEAN was guided by the Health Belief Model [21-23], existing empirical evidence, and preliminary data from our pilot research [16]. On the basis of the Health Belief Model, patients’ uptake of a health service depends on their evaluation of the risks of the health problem, the perceived barriers to and benefits of the action, and a cue or stimulus for action. Accordingly, the acronym of our intervention LEAN included four elements [6]: (1) lay health supporters (often a designated family member to watch patient medication, side effects, relapses, and urgent care), (2) e-platform (texting system for medication reminders, health education, and relapse monitoring), (3) award (token gifts to encourage behavioral improvement), and (4) integration of the texting with the existing health system to enable collaborative care. The e-platform was the core of the LEAN intervention. The educational and monitoring messages were intended to help the patients and families recognize the harm of schizophrenia and the benefits of taking medications. The SMS text messaging reminders serve as a cue to urge the patients to take action—essentially taking the medication.

Setting and Participants
The trial was conducted in a resource-poor setting: 9 rural townships of Liuyang municipality (population 356,900), Hunan
province, China. We included the patient participants if they (1) were living in the community rather than being institutionalized at the time of our recruitment, (2) were enrolled in the 686 Program, (3) had a confirmed diagnosis of schizophrenia according to International Classification of Diseases 10th Revision [24], (4) took oral psychotropic medications, and (5) resided in one of the nine rural townships of Liuyang municipality. People were excluded if they (1) were hospitalized for schizophrenia at the time of recruitment (our approach was community-based), (2) had missed 3 consecutive refills (in this case, they had de facto dropped out of the 686 Program), or (3) were physically incapable of using voice or SMS text messaging (hearing or vision impairment prevented the use of our intervention). Using simple random sampling, we drew a representative sample from the registry of the 686 Program, which included almost all known people with schizophrenia in Liuyang.

Outcomes

The details of the procedures to our outcome measurement and data collection were described in our published protocol and the earlier papers [6,16,20,25]. We provide a brief description in this section. We tracked all prespecified outcomes except the adherence measured by the Brief Adherence Rating Scale and the Drug Attitude Inventory-10 [16], which were not conducted as planned because of our errors in program implementation. The primary outcome was antipsychotic medication adherence as assessed by unannounced home-based pill counts (ie, the proportion of dosages taken in the past month). A total of 2 counts at a 30-day interval were performed to obtain the adherence using the following formula: (number of the first count – number of the second count + number of additional pills obtained – number of pills discarded) ÷ (number of pills prescribed). The count was considered unannounced as although the participants consented to the count, they were unaware of the specific timing of the count, which means that they were unaware of the first and second times of home visiting. The assessors (public health or medical students) were blinded to the group assignments and were rigorously trained to follow a pill count protocol that required inquiry on the number of purchased and discarded pills. The number of prescribed pills was abstracted from the 686 Program system. The pill count adherence was supplemented with medication refill adherence captured from the 686 Program system (number of refills required – number of refills conducted over the past 6 months). We also measured two secondary outcomes: the patient’s functioning assessed with the World Health Organization Disability Assessment Schedule 2.0 (WHODAS) [26,27] and symptoms assessed using the Clinical Global Impression–Schizophrenia (CGI-Sch) measure [28]. The student assessors administered the WHODAS in an interview with the patients. The 686 Program psychiatrists performed symptom evaluations using CGI-Sch. The 686 Program system routinely tracked a host of other outcomes, including rehospitalization due to schizophrenia, death for any reason, suicide, and wandering. We also collected data on violence in the past 6 months. In addition, we assessed at baseline a few other empirically suggested strong predictors of medication adherence, including medication side effects (assessed using the self-administered Glasgow Antipsychotic Side-Effect Scale [29]), smoking and alcohol abuse (ie, substance abuse), and family supervision on medicine [30].

Sample Size

The details of the sample size calculation were described by Xu et al [6,16]. Briefly, we calculated the sample size of 258 patient participants (129 per group) to ensure 85% power to detect the program effect of increasing the medication adherence from 0.72 to 0.85 (SD 0.33), which was considered minimally clinically acceptable difference after consultation with the 686 Program policy makers. The calculation assumed a 5% type I error and 10% attrition of participants.

Allocation and Blinding

A statistician who was not otherwise associated with the project assigned the participants equally to the intervention or control group using simple randomization. It was impossible to blind the program participants regarding their group assignment, but the outcome assessors and psychiatrists were blinded to the allocation status. The assessors were physically separated from the LEAN implementation team as well. Unmasking was reported immediately, and a makeup assessment was scheduled with separate assessors [16].

Statistic Methods

In this analysis, our primary objective was to analyze the sustained effect of LEAN at 18 months after the suspension of the LEAN intervention. Following our protocol, we used a generalized estimating equation model through the gee( ) package (gee; version 4.8) in R (RStudio; version 3.5.3) for statistical analyses. The generalized estimating equation model can provide a robust analysis of the abnormally distributed data of our primary outcome (adherence), which is the same as our phase1 analysis mode [6], so we can compare the difference between the 2 phases on the same model. Our primary outcome (adherence) analysis was adjusted for 7 covariates that were empirically suggested and prespecified baseline predictors of adherence in our protocol [16]. Multimedia Appendix 1 presents the primary and secondary analysis models and their equations. We performed several sensitivity analyses to compare the results of the program’s effects on adherence, functioning, and symptoms by fitting an unadjusted analysis without data imputation. We also fit a model with multiple imputation (MI) but without adjusted covariates and a model with both adjusted analysis with covariates and MI for the missing data. The details of MI are presented in Multimedia Appendix 2. We conducted the same analysis with covariate adjustment for the two prespecified subgroups: a baseline nonadherent group (missing any of the previous 6 refills) and the group with low baseline functioning (WHODAS: cutoff at ≤0.22). We performed an intention-to-treat analysis for all participants [31]. The fully conditional specification, an MI method, was used to impute missing data [32]. We calculated the program effect size as Cohen d [33] to enable a cross-study comparison.

Ethics and Dissemination

The study has obtained the institutional review board approval from the University of Washington (49464 G) and Central South
University (CTXY-150002-6). All patient participants and their lay health supporters provided written informed consent.

**Patient and Public Involvement**

Our study fully considered stakeholders’ suggestions during the study design and implementation phases. The patients and family members directly informed our intervention. We piloted a system of asking the village doctors to observe the patients for medication taking directly. However, we later completely dropped this initial idea after consulting patients and doctors for their experiences in the pilot. They felt this was very intrusive and added a reasonable burden to the village doctors. Taking the advice from the families, we revised our original plan and developed LEAN that relied on family members and mobile texting to help the patients. The stakeholders also helped us refine the frequency of texting, the role of lay health supporters, how the rewards would be delivered, and how the intervention would be integrated with the existing 686 Program. During the implementation phase, we also regularly captured the feedback from the stakeholders and used the information to further refine the program.

**Protocol**

The study design, methods, and analysis plan have previously been published as a study protocol [16].

**Results**

**Participants**

We successfully recruited 277 patient participants (more than what we planned because of a higher level of interest): 139 randomized to the intervention group and 138 to the control group. Multimedia Appendix 3 summarizes the baseline characteristics between the intervention and control groups, suggesting no characteristic differences between the 2 groups. In phase 2, we collected the primary and secondary outcomes in 2 home visits conducted from November 24 to 29, 2017, and from December 24 to 29, 2017, respectively. The participants’ flow is presented in Figure 2.
Retention

Both the intervention and control groups had 128 (256/277, 92.4%) participants who completed phase 2 follow-up for the full range of information through home-based visits. However, we captured the data of 98.2% (272/277) of the participants for medication refill adherence when they came to the township health center to refill medicine. Among the 256 participants followed up by the home visit or visit the township center, 166 (64.8%) were successfully interviewed for pill count adherence, 247 (95.5%) for functioning (WHODAS), and 256 (100%) for symptoms (CGI-Sch). The analyses of the missing data pattern and the results of MIs are presented in Multimedia Appendix 2. The major results of this study are summarized in Table 1.
<table>
<thead>
<tr>
<th>Measures and phase</th>
<th>Intervention group(b) (n=139)</th>
<th>Control group(b) (n=138)</th>
<th>Mean difference or relative risk(c) (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcome, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pill count adherence(d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 0.61 (0.34) &amp; 0.48 (0.35) &amp; 0.11 (0.03 to 0.20) &amp; .007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2(e) &amp; 0.62 (0.30) &amp; 0.58 (0.41) &amp; 0.05 (−0.06 to 0.16) &amp; .41</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Other measurements</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refill record(f)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 0.83 (0.28) &amp; 0.76 (0.34) &amp; 0.08 (0.003 to 0.15) &amp; .04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 &amp; 0.78 (0.34) &amp; 0.73 (0.37) &amp; 0.05 (−0.04 to 0.13) &amp; .28</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DAI-10(g,h)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 0.68 (0.20) &amp; 0.67 (0.22) &amp; 0.01 (−0.05 to 0.07) &amp; .75</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 &amp; N/A(^i) &amp; N/A &amp; N/A &amp; N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BARS(j,k)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 0.71 (0.21) &amp; 0.68 (0.23) &amp; 0.03 (−0.03 to 0.08) &amp; .38</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 &amp; N/A &amp; N/A &amp; N/A &amp; N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Secondary outcome, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WHODAS(l,m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 0.12 (0.15) &amp; 0.14 (0.19) &amp; −0.02 (−0.07 to 0.01) &amp; .22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2(e) &amp; 0.16 (0.17) &amp; 0.20 (0.22) &amp; −0.03 (−0.08 to 0.02) &amp; .19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CGI-Sch(n) severity of illness(o)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 2.84 (1.37) &amp; 2.76 (1.24) &amp; 0.12 (−0.19 to 0.44) &amp; .44</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2(e) &amp; 2.50 (1.08) &amp; 2.58 (1.17) &amp; −0.02 (−0.29 to 0.24) &amp; .86</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 2.61 (1.32) &amp; 2.85 (1.28) &amp; −0.24 (−0.62 to 0.14) &amp; .22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 &amp; 2.55 (1.04) &amp; 2.55 (1.13) &amp; −0.01 (−0.27 to 0.26) &amp; .97</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 2.62 (1.32) &amp; 2.85 (1.24) &amp; −0.24 (−0.63 to 0.14) &amp; .22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 &amp; 2.51 (1.08) &amp; 2.60 (1.18) &amp; −0.08 (−0.36 to 0.19) &amp; .55</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 2.25 (1.18) &amp; 2.06 (0.99) &amp; 0.19 (−0.13 to 0.51) &amp; .25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 &amp; 2.60 (1.17) &amp; 2.65 (1.27) &amp; −0.06 (−0.35 to 0.24) &amp; .72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 2.66 (1.31) &amp; 2.90 (1.25) &amp; 0.19 (−0.13 to 0.51) &amp; .25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 &amp; 1.99 (0.92) &amp; 2.02 (0.98) &amp; −0.02 (−0.25 to 0.21) &amp; .84</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CGI-Sch degree of change(p)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 3.09 (1.15) &amp; 3.02 (1.08) &amp; 0.04 (−0.23 to 0.32) &amp; .76</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2(e) &amp; 3.16 (1.13) &amp; 3.10 (1.20) &amp; 0.05 (−0.23 to 0.34) &amp; .72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Other outcomes of the 686 Program(q), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rehospitalization due to schizophrenia</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &amp; 9 (7.3) &amp; 25 (19.5) &amp; 0.37 (0.18 to 0.76) &amp; .007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measures and phase</td>
<td>Intervention group(^b) (n=139)</td>
<td>Control group(^b) (n=138)</td>
<td>Mean difference or relative risk(^c) (95% CI)</td>
<td>(P) value</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>----------------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Dead for any reason</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2 (1.4)</td>
<td>1 (0.8)</td>
<td>1.99 (0.18 to 21.65)</td>
<td>.57</td>
</tr>
<tr>
<td>2</td>
<td>2 (1.6)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Suicide</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>1 (0.7)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Wander</td>
<td>1</td>
<td>2 (1.4)</td>
<td>1.00 (0.96 to 1.06)</td>
<td>.98</td>
</tr>
<tr>
<td>2</td>
<td>1 (0.7)</td>
<td>1 (0.7)</td>
<td>1.01 (0.98 to 1.02)</td>
<td>.99</td>
</tr>
<tr>
<td>Hurting people or smashing objects</td>
<td>1</td>
<td>2 (1.5)</td>
<td>0.37 (0.18 to 0.76)</td>
<td>.007</td>
</tr>
<tr>
<td>Making trouble</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>1 (0.7)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Self-harm</td>
<td>1</td>
<td>0 (0)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0 (0)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Phase 1 results are cited from a published paper [6].
\(^b\)The numbers in phases 1 and 2 represent the number of participants with complete information in the intervention and control groups, respectively, at the end of that phase.
\(^c\)Other than other outcomes of the 686 Program, all outcomes are presented as mean differences. Meanwhile, pill count adherence, WHODAS, CGI-Sch severity of illness, and CGI-Sch degree of change are from the adjusted analysis that adjusted for baseline covariates and used data imputation for the missing data; all other outcomes were raw analysis results.
\(^d\)The proportion of antipsychotic dosage taken over the past month assessed by unannounced home-based pillar counts (possible range 0-1).
\(^e\)The results were from adjusted analysis with covariates and data imputation.
\(^f\)Refill record adherence is (number of days medication obtained over the past 182 days) ÷ (182 days).
\(^g\)DAI-10: Drug Attitude Inventory-10.
\(^h\)Drug Attitude Inventory adherence was originally from −10 to +10 (higher score = more positive attitude toward medication), which was rescaled to 0 to 1.
\(^i\)N/A: not applicable.
\(^j\)BARS: Brief Adherence Rating Scale.
\(^k\)BARS is the self-reported percentage of dosages administered over the past month.
\(^l\)WHODAS: World Health Organization Disability Assessment Schedule 2.0.
\(^m\)WHODAS: percentage of functioning loss (possible range 0-1).
\(^n\)CGI-Sch: Clinical Global Impression–Schizophrenia.
\(^o\)CGI-Sch severity of illness: higher scores indicate worse symptoms (possible range 1-7).
\(^p\)CGI-Sch degree of change: higher scores indicate less change (possible range 1-7).
\(^q\)These outcomes were tracked by the 686 Program administrative system on a routine basis. A small number of data points were missing.

**Adherence Outcomes**

In our study, the top 3 prescriptions of antipsychotic medications in phases 1 and 2 remained the same (Multimedia Appendix 4). In phase 1, the antipsychotic medication adherence improved after the intervention. However, in phase 2, there was no statistical significance of the difference of the antipsychotic medication adherence on pill counts between the intervention and control groups. In phase 1, the antipsychotic medication adherence based on pill counts increased from 0.48 (SD 0.35) in the control group to 0.61 (SD 0.34) in the intervention group in the adjusted analysis (adjusted mean difference 0.11, 95% CI 0.03-0.20; \(P=.007\); Cohen \(d\) effect size=0.38; Table 1) [6]. However, the phase 2 results of this study indicated that, after the intervention was suspended, the difference in adherence between the 2 groups narrowed and was no longer significant. However, this narrowing effect for the antipsychotic medication adherence was mainly due to an increase in adherence in the
control group rather than a decrease in the intervention group (mean 0.62, SD 0.30 in the intervention group and mean 0.58, SD 0.45 in the control group; adjusted mean difference 0.05, 95% CI −0.06 to 0.16; P=.41; Cohen d effect size=0.11; Table 1). Subgroup analyses did not note significant improvement in phase 2 (Figure 3). We present the frequency of antipsychotic medication adherence and discontinuance reasons in phases 1 and 2. We also conducted a retrospective analysis of antipsychotic medication adherence in phase 1 for participants in phase 2. These results are presented in Multimedia Appendix 5, which shows that the antipsychotic medication adherence was statistically significantly different in the LEAN intervention group and control group in phase 1 (adjusted mean difference 0.12, 95% CI 0.01-0.21; P=.003).

**Figure 3.** Subgroup analyses. CGI: Clinical Global Impression; WHODAS: World Health Organization Disability Assessment Schedule 2.0.

**Functioning**

In phase 1, the mean scores of functioning were 0.12 (SD 0.15) and 0.14 (SD 0.19). There was no improvement in functioning. We still observed no improvement in functioning in phase 2, which has mean scores of 0.16 (SD 0.17) and 0.20 (SD 0.22); adjusted mean difference −0.03, 95% CI −0.08 to 0.02; P=.19; Cohen d effect size=0.20; Table 1). There was no significant improvement in functioning severity for the prespecified subgroups in phase 2 either (Figure 3).

**Symptoms**

In phase 1, there was no improvement in symptoms, with scores of CGI-Sch severity of illness of the 2 groups being 2.84 (SD 1.37) and 2.76 (SD 1.24). We did not note any improvement in CGI-Sch severity of illness, with scores between groups being 2.50 (SD 1.08) and 2.58 (SD 1.17; adjusted mean difference −0.02, 95% CI −0.29 to 0.24; P=.86; Cohen d effect size=0.07; Table 1), and CGI-Sch degree of change, with scores between groups being 3.16 (SD 1.13) and 3.10 (SD 1.20; adjusted mean difference 0.05, 95% CI −0.23 to 0.34; P=.72; Cohen d effect size=0.05; Table 1) in phase 2 either. There was no significant improvement in the symptoms for the prespecified subgroups in phase 2 either (Figure 3).

**Other Outcomes**

In phase 1, the incidence of rehospitalization due to schizophrenia decreased from 19.5% (25/128) under the control arm to 7.3% (9/124) under the intervention arm (relative risk 0.32, 95% CI 0.18-0.76; P=.007, number needed to treat 8.15, 95% CI 4.86-25.19; Table 1). However, the relative risk in rehospitalization in the original intervention group increased and was no longer significant, which was, however, mainly due to the reduced incidence of rehospitalization in the control arm. The incidence in the intervention group was 8.4% (11/131) and 12.9% (17/131) in the control group (relative risk 0.65, 95% CI 0.32-1.33; P=.24; number needed to treat 21.83, 95% CI 8.30-34.69; Table 1).
There was 1 patient reported for wandering, 1 for hurting people or smashing objects, 1 for making troubles, and 2 for death during the whole follow-up period, including 1 who committed suicide.

Sensitivity Analysis

Sensitivity analyses (Multimedia Appendix 6) showed that the results were not sensitive to the different analytical methods. The analyses of pill count adherence at various cutoff points also showed the same results—other cutoff points not affecting the results of the evaluation of the intervention after it was withdrawn (P≥.05).

Discussion

Principal Findings

This study examined the sustaining effect of LEAN, a 2-arm randomized controlled trial of an SMS text messaging intervention, 18 months after its withdrawal. In phase 1 (the 6-month LEAN intervention), both the antipsychotic medication adherence based on pill counts and rehospitalization due to schizophrenia significantly improved (adherence from 0.48 to 0.61 and rehospitalization from 19.53% to 7.26%, control vs intervention) [6]. However, in phase 2 (18 months after the LEAN intervention was withdrawn), although adherence and rehospitalization in the intervention group almost remained at their phase 1 level, the control group participants’ adherence improved, leading to the disappearance of the program advantage of LEAN plus the 686 Program versus the 686 Program alone. We did not observe any improvement in other outcomes or subgroups either.

Some studies have found that after the discontinuation of the texting intervention, the effect can last for a short or long time [17-19]. However, we should note several differences between our study and the other studies. We focused on people with schizophrenia who often have other cognitive impairment, whereas other studies targeted groups with better cognition, such as smokers, people with HIV, and adults with diabetes [17,18]. Meanwhile, compared with our work, many studies had shorter follow-up times, ranging from 8 weeks to 15 months after the intervention discontinuation [17-19]. The residual effect of LEAN can only be established by a significant mean difference in adherence between the initially assigned intervention group and the control group at the end point of the 18 months. The disappeared program advantage in our study was mainly due to the improvement in the control group rather than a diminishing adherence on the intervention group. We offer several speculations on the explanation of this seemingly puzzling result. First, some external conditions that affect medication adherence may have differentially developed between the 2 groups. For instance, the intensity or quality of the 686 Program may have been applied differently to the 2 groups. However, our interviews with the families and program administrators did not support this. However, we cannot exclude other unknown factors. Second, there might have been a tortoise and hare effect [34] in that the discontinuation of texting reduced participants’ motivations in the intervention group to keep improving, whereas the participants in the control group continued their gradual improvement at their original pace possible because of the management from the 686 Program.

Third, there might be a ceiling effect that made it difficult for the adherence in the intervention group to continue improving. Fourth, the primary mechanism of LEAN may come from the texted cues to take medications rather than a changed belief among the participants on the benefits of taking medicines versus cost. Once this reminder is stopped, the program effect may disappear, partly because of the potential cognitive impairment in our participants. Finally, we cannot exclude an alternative explanation that the initial program advantage in phase 1 results from chance. Thus, the earlier texting did not help the patients and families establish the new behavior of taking medicine. At the same time, the visit of the data collection team for pill count might serve as a reminder for the families and patients to adhere to medications to improve the adherence in both groups. However, the effect might be more robust in the control group when the families found the adherence was rather poor.

After phase 2, we resumed the LEAN intervention for both the original intervention and control groups (phase 3). The published results of phase 3 suggest LEAN’s effect on improving medication adherence over an extended implementation of LEAN (phase 3) [20]. No improvement in functioning has been observed throughout phases 1 [6], 2, and 3 [20]. In subgroup analyses, we did not find any functioning improvements in patients with different baseline adherence and functioning. We suspect the lack of effect was due to the ceiling effect. Because of the 686 Program that applied to both the intervention and control groups, people with schizophrenia in our study had much better functioning (WHODAS mean score 0.19) at baseline than other groups of people with schizophrenia of similar ethnicity and culture (WHODAS mean score ranging from 0.29 [35] to 0.64 [36]). People with schizophrenia in our study did not present a statistically significant improvement in symptoms between the intervention and control groups and in subgroups. However, we found a decreasing trend in CGI-Sch severity of illness scores and an increasing trend in CGI-Sch degree of change scores compared with themselves in phase 1. In phase 3, after an extended intervention, we found a statistically significant improvement in symptoms [20]. This indicates that sustained medication adherence may lead to improvement in symptoms.

Our study has several limitations, which may also point to future research directions. First, we should have conducted more systematic surveys and qualitative studies such as focus groups and interviews to understand participants’ experiences in both the 686 Program and LEAN to better analyze the improvement in adherence in the control group 18 months after the LEAN suspension. Second, our failure in conducting the planned Drug Attitude Inventory (due to a scheduling error) at the end point of the 18-month period further complicated our efforts to understand the evolution of the participants’ attitude toward the medications. Third, we did not systematically investigate the reasons for patients’ adherence and nonadherence. Some validated scales such as the Antipsychotic Discontinuation Questionnaire may be considered [37-39]. Fourth, although our rigor validated pill count methods [25], measurement errors were possible (eg, patients intentionally discarding pills may
lead to inflated adherence measurement). However, this should not affect our program impact evaluation, as the behavior may occur for both groups and be balanced out because of our group randomization. Fifth, the low follow-up rate (166/277, 59.9%) for the primary adherence outcome was another limitation for our study. It resulted from the outcome-capturing method. We needed to interview the participants twice in 2 sequential months, and if there was 1 interview that failed, we could not count the difference of pills. If we informed the participants to wait for us at home, it would remind them to prepare for the pill counting, resulting in a false improvement in adherence. Finally, LEAN is a complex intervention because there were several program elements (ie, use of lay health supporters and program integration with the existing health system) besides the texted medication reminders. We cannot ascertain which component of the program delivered the largest effect. Neither can we test out the optimal dosage of texting in this trial. We strongly suggest future endeavors to consider trial designs proposed by implementation research, particularly those related to the Multiphase Optimization Strategy framework for the development of the complex intervention strategies and sequential multiple-assignment randomized trials [40] for the adaptive delivery of texting to people with schizophrenia [41]. Those new designs will refine the program elements of a complex intervention through systematically scheduled multiple phases and tailor the program intensity (dosage and contents of texting in this case) to different types of program participants. Quantitative comparative analysis may also be a valuable tool to understand the mechanism of the program [42]. In addition to these implementation research frameworks and methods, future studies may also use assessment frameworks for implementation outcomes such as Reach, Effectiveness, Adoption, Implementation and Maintenance to guide the implementation evaluation [43].

Conclusions
Our results provide new evidence and research directions related to maintaining adherence to medication after the intervention was terminated. Our study is inclined to suggest that continuous prompts for medicine may be necessary to support medication adherence for people with schizophrenia. However, we cannot definitively exclude other alternative interpretations.
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Abstract

Background: The number of mobile health (mHealth) apps continues to rise each year. Widespread use of the Mobile App Rating Scale (MARS) has allowed objective and multidimensional evaluation of the quality of these apps. However, no Japanese version of MARS has been made available to date.

Objective: The purposes of this study were (1) to develop a Japanese version of MARS and (2) to assess the translated version’s reliability and validity in evaluating mHealth apps.

Methods: To develop the Japanese version of MARS, cross-cultural adaptation was used using a universalist approach. A total of 50 mental health apps were evaluated by 2 independent raters. Internal consistency and interrater reliability were then calculated. Convergent and divergent validity were assessed using multitrait scaling analysis and concurrent validity.

Results: After cross-cultural adaptation, all 23 items from the original MARS were included in the Japanese version. Following translation, back-translation, and review by the author of the original MARS, a Japanese version of MARS was finalized. Internal consistency was acceptable by all subscales of objective and subjective quality (Cronbach α=.78-.89). Interrater reliability was deemed acceptable, with the intraclass correlation coefficient (ICC) ranging from 0.61 to 0.79 for all subscales, except for “functionality,” which had an ICC of 0.40. Convergent/divergent validity and concurrent validity were also considered acceptable. The rate of missing responses was high in several items in the “information” subscale.

Conclusions: A Japanese version of MARS was developed and shown to be reliable and valid to a degree that was comparable to the original MARS. This Japanese version of MARS can be used as a standard to evaluate the quality and credibility of mHealth apps.

(JMIR Mhealth Uhealth 2022;10(4):e33725) doi:10.2196/33725
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Introduction

Smartphones are now an indispensable part of our lives. According to a 2021 global survey, more than 7.5 billion smartphones are in use around the world, and that number is only expected to increase [1]. With their growing popularity, they have come to have widespread applications in healthcare in many countries, including Japan [2]. The number of mobile health (mHealth) apps continues to rise, especially since the beginning of the COVID-19 pandemic in early 2020 [3].

Although an increasing quantity of research showcases the efficacy of mHealth apps in many conditions, such as diabetes mellitus, asthma, and mental health [4-6], the overall evidence on their usefulness remains inconsistent [7]. This may reflect the lack of systematic research on the quality and efficacy of mHealth apps. [8,9].

To date, several medical societies [10,11] and researchers [12] have proposed ways to evaluate mHealth apps. Of these, the Mobile App Rating Scale (MARS) [13] is one of the most comprehensive, simple, and reliable. MARS is a 23-item scale, comprising 4 objective subscales and 1 subjective subscale (described in detail below). Validity and reliability are well supported for this scale [14], and an increasing number of studies use it to evaluate a wide range of mHealth apps [15-20].

The original version of MARS was developed in English, and several validated translations are available, including Italian, Spanish, German, French, and Arabic [21-25]. However, it has yet to be translated into any East Asian language, including Japanese, despite the recent increase in popularity of mHealth apps in this region. The development of standardized evaluation criteria shared among diverse cultures can contribute to the global public benefit of mHealth apps. Nevertheless, to date, no Japanese app evaluation scale exists.

The translation of scales involves not only a direct translation, but also adaptation of the questions to account for cultural differences, followed by appropriate measurements of reliability and validity [26]. The aims of this study were (1) to develop a Japanese version of MARS based on cross-cultural adaptation and (2) to assess the reliability and validity of this Japanese version by evaluating mHealth apps in the Japanese language.

Methods

Study Design

This study was conducted in two steps, following the methodology of previous translation and validation studies of the English MARS in other languages [21-25]: (1) cross-cultural adaptation with translation and back-translation and (2) a statistical evaluation of the reliability and validity of the translated scale.

MARS

The original MARS was developed by Stoyanov and colleagues [13] to establish a multidimensional measure able to classify and evaluate the objective and subjective quality of mHealth apps. The main part of this original version of MARS consisted of 23 items. The objective evaluation of mHealth app quality included 4 subscales: engagement (items 1-5), functionality (items 6-9), aesthetics (items 10-12), and information (items 13-19). The subjective quality subscale consisted of 4 items (items 20-23). Each MARS item is rated on a 5-point Likert scale (from 1 to 5: inadequate, poor, acceptable, good, and excellent), except for items 14 to 17 and item 19, which also have a “not applicable” option, for cases in which the item is not applicable to the evaluation. A mean score for each of the 4 objective subscales and an overall mean score of these 4 subscales are used. To determine subjective quality, individual scores for each item and a mean score for this subscale are rated separately. In addition to these 23 MARS items, sections to rate the classification, description, and perceived impact of the mHealth app can be adjusted according to the aims of the researcher. Both the original MARS [13] and several translated versions [21-25] have been assessed as providing high to satisfactory reliability and validity.

Cross-Cultural Adaptation and Translation Process

For the adaptation process, we were especially concerned about the cultural and linguistic differences between English and Japanese. Most of the existing translations of MARS are in European languages, which share some degree of cultural and linguistic similarities with English, but not with Japanese [27-29]. Therefore, we decided to adopt the “universalist” approach described by Herdman et al [30]. In this approach, 6 domains are considered for cross-cultural adaptation: item, conceptual, semantic, operational, measurement, and functional equivalence. Following these guidelines, each item and subcategory was assessed by a panel of 4 of the authors, comprising several specialties: a psychologist with a background in epidemiology (M Sakata), a registered nurse with a background in epidemiology (MI), a medical doctor and information technology developer (KY), and a sociologist specializing in questionnaire development (MH). All members are multilingual in Japanese, English, and other languages.

With the agreement of the panel, 3 translations were independently prepared by 3 panel members (M Sakata, MI, and KY). Following review and discussion of the differences between the 3 translations, a first draft of the Japanese translation was developed. This draft version was then back-translated into English, without referencing the original MARS scale or the original article, by a professional Japanese medical translator with a background in clinical epidemiology (SK). The back-translated version was proofread by a native English translator with a background in clinical pharmacy and clinical pharmacology. It was then reviewed and compared to the original by the developer of MARS (SS) and adjusted based on his feedback (Multimedia Appendix 1).

App Selection and Assessment

To better compare the results of this study with those of the original MARS, we tried to follow the original strategy for app selection and assessment. A systematic search was conducted on the Google Play Store and Apple App Store for mental health apps. The inclusion criteria were as follows: (1) the app was in Japanese, (2) the app was free, (3) the app was designed for adults, and (4) the app was developed by an entity based in Japan. The exclusion criteria were as follows: (1) the app
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required the registration of personal information, (2) the app was unrelated to health, and (3) the app was developed for ongoing research by another academic entity. Because logic operators (AND, OR, and NOT) are not allowed in the Google Play Store or Apple App Store, the following keywords were used individually: “mindfulness,” “depression,” “wellbeing,” “well-being,” “mental health,” “anger,” “CBT,” “stress,” “distress,” and “anxiety.”

The sample size was calculated based on previous research [12,13,21]. A total of 41 apps were required to demonstrate interrater reliability within 0.15 of a sample observation of 0.80, with 87% assurance (based on 10,000 simulation runs) [31]. Ten apps were evaluated for the training stage, and to account for possible ineligible samples, a sample size of 60 apps was considered necessary for this study. If more than 60 apps were eligible after the systematic search, 60 apps were randomly selected using a random sequence. If an app turned out to be ineligible for evaluation, it was eliminated and another app randomly selected from among the remaining eligible apps.

After watching a training video provided by the author of the original MARS (SS), 10 apps were rated independently by 3 raters (MI, KY, M Sakata) as a training exercise. Then, disagreements were discussed until a consensus was reached to ensure consistent interpretation of all MARS terminology and item logic. Two raters independently assessed the remaining 50 apps in the final analysis.

Statistical Analysis

Descriptive Statistics

The distribution of summary scores (for the total and subscale scores for objective quality) was visually inspected and evaluated for a normal distribution using skewness and the Shapiro-Wilk test. Skewness was judged significant if the estimate was more than plus or minus 1.0. Normally distributed data were expressed as the mean (SD). Floor or ceiling effects were judged to be present if more than 15% of the apps were rated as the lowest or highest scores, respectively.

Reliability

The internal consistency of the total and subscale scores for objective quality was assessed using Cronbach’s α. Internal consistency was deemed acceptable at α ≥ 0.6 [32]. The intrarater reliability was assessed using the intraclass correlation coefficient (ICC) using 2-way mixed effects and an averaged-measurements model with absolute agreement [13,21,22]. ICC was judged acceptable at >0.5 [33].

Validity

For construct validity, item-subscale correlations were investigated using multitrait scaling analysis [34]. The convergent validity was deemed satisfactory if the item achieved at least a correlation of 0.4 with its item-own subscale. For discriminant validity, the correlation coefficients of each item with an item-own subscale were compared with those with other subscales. The discriminant validity was considered satisfactory if more than 80% of correlation coefficients in the item-own subscale were higher than those with other subscales [22]. We expressed these estimates as the success rate—the number of items that fulfilled the above-mentioned conditions, divided by the total number of items within the subscale. This success rate was only calculated for the 4 objective quality subscales, because subjective quality is rated independently from objective quality in MARS.

To determine concurrent validity, the lack of an external “gold standard” rating scale led us to compare the correlation between the mean scores from 4 subscales of objective quality against the star rating and subjective quality total mean score using the Pearson r coefficient with 95% CI. The correlation between the mean total score of objective quality and mean star ratings in the app stores was also determined as in the original MARS [13].

Statistical Software

R (version 4.0.5; R Foundation for Statistical Computing) was used for all analyses.

Results

Cross-Cultural Adaptation and Translation Process

The 4 specialists held a joint discussion to conduct a conceptual analysis of the Japanese translation. All subscales and items were evaluated for conceptual equivalence between English and Japanese. The panel agreed to include all items in all of the subscales in the translation.

No major discrepancies were found among the 3 independently developed translations. All differences in expression were resolved through discussion. However, we encountered issues when translating several words that had no Japanese equivalent. For example, for the word “engagement,” it seemed that no Japanese word could express this concept. In such cases, we translated the word into terms as close as possible to the original concept together with the phonetic rendition in katakana, a Japanese syllabary used to express foreign words based on their pronunciation.

After creating the initial Japanese version of MARS, a back-translation was sent to the author of the original MARS without modifications. In general, the back-translated version was deemed equivalent to the original MARS. Several comments were provided to clarify word meanings. All comments from the original MARS author were reviewed and integrated, where relevant, by the 4 researchers who developed the Japanese MARS together with the translator who provided the back-translation (SK). Because the back-translation was considered appropriate and no major changes were made, no second back-translation was created after discussion with the author of the original MARS (SS).

App Selection and Test Phase

A search of the Apple App Store and Google Play Store was conducted on June 4 and June 11, 2021. A total of 2821 apps (Apple App Store: n=596; Google Play Store: n=2225) were retrieved. All the apps were screened for adherence to the inclusion and exclusion criteria based on the information page for the app. Of 225 candidate apps, 53 were duplicates, and the remaining 172 apps were the final candidates for random sampling. A computer-generated random sequence was assigned,
and the first 60 apps were selected for testing and evaluation (Figure 1). Fifty-four apps were excluded from the list during this rating phase based on the inclusion and exclusion criteria.

Figure 1. Flow diagram showing the process of identifying apps for pilot use of the Mobile App Rating Scale (MARS).

### Reliability and Validity Analysis

Among the 50 apps analyzed, 36 (72%) were from the Google Play Store, and 14 (28%) were from the Apple App Store. A response of “not applicable (N/A)” was allowed for items 14 to 17 and 19 when there were no concrete goals (item 14), no information (items 15-17), or no search results in Google Scholar (item 19). More than 50% of the values for these items were therefore missing (73%, 60%, 61%, 58%, and 91% for items 14 to 17 and 19, respectively). It was decided to treat these values as missing in most of the analyses, except for the item-subscale correlation analysis, where a value of zero was assigned as “not applicable.”

Table 1 shows the descriptive analysis results. No skewness was apparent in subscale score distributions. The Shapiro-Wilk test revealed a lack of fit to a normal distribution in several subscales. However, after visual inspection of the distributions, the mean (SD) was finally determined for all subscales. No ceiling or floor effects were detected.

Table 2 shows the results of the reliability analysis. Cronbach’s $\alpha$ was deemed acceptable in all objective and subjective quality subscales, with a range of $0.78$ to $0.89$. ICC results were considered acceptable for all subscales of objective quality and subjective quality, falling within the range of 0.61 to 0.79, except for the “functionality” subscale, which had an ICC of 0.40 (95% CI 0.20-0.54).

As shown in Table 3, the results of convergent and divergent validity were analyzed using multitrait scaling analysis. Item 19 was eliminated from the analysis because more than 90% of responses were “not applicable.” As for convergent validity, most items were deemed acceptable with a correlation of $>0.4$, and the success rate was satisfactory, except for the subscale “functionality” (50%). For divergent validity, most items were satisfactory, with more than an $80\%$ success rate, except for the subscale “information” (67%). Figure 2 shows a visual image of item-subscale relationships in subscales of objective quality.

Table 4 shows the concurrent validity based on the Pearson correlation coefficient between the total score (ie, the combined scores for objective and subjective quality) vs the MARS star rating (item 23) and the star rating on the app stores (ie, Google Play Store and Apple App Store). A statistically significant correlation was found between the total score and the MARS star rating at $>0.8$ with a relatively narrow 95% CI. However, this correlation was not observed in the correlation between the total score and the app store star rating (0.17-0.3), which had a wider 95% CI.
Table 1. Descriptive statistics.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Skewness</th>
<th>Shapiro-Wilk (P)</th>
<th>Ceiling effect (%)</th>
<th>Floor effect (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objective quality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engagement</td>
<td>0.25</td>
<td>0.98 (.16)</td>
<td>1</td>
<td>2</td>
<td>2.64 (0.74)</td>
</tr>
<tr>
<td>Functionality</td>
<td>−0.96</td>
<td>0.93 (&lt;.001)</td>
<td>2</td>
<td>2</td>
<td>3.67 (0.82)</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>0.21</td>
<td>0.96 (.002)</td>
<td>4</td>
<td>3</td>
<td>3.13 (0.83)</td>
</tr>
<tr>
<td>Information</td>
<td>−0.29</td>
<td>0.97 (.06)</td>
<td>1</td>
<td>2</td>
<td>2.98 (0.69)</td>
</tr>
<tr>
<td>Total Score</td>
<td>−0.16</td>
<td>0.99 (.32)</td>
<td>1</td>
<td>1</td>
<td>2.90 (0.63)</td>
</tr>
<tr>
<td>Subjective quality</td>
<td>0.53</td>
<td>0.93 (&lt;.001)</td>
<td>1</td>
<td>14</td>
<td>2.20 (0.94)</td>
</tr>
</tbody>
</table>

Table 2. Internal consistency and interrater reliability.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Cronbach α</th>
<th>Intraclass correlation coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objective quality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engagement</td>
<td>.78</td>
<td>0.69 (0.57-0.77)</td>
</tr>
<tr>
<td>Functionality</td>
<td>.83</td>
<td>0.40 (0.20-0.54)</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>.89</td>
<td>0.61 (0.4-0.72)</td>
</tr>
<tr>
<td>Information</td>
<td>.82</td>
<td>0.79 (0.23-0.75)</td>
</tr>
<tr>
<td>Total Score</td>
<td>.81</td>
<td>0.70 (0.65-0.74)</td>
</tr>
<tr>
<td>Subjective quality</td>
<td>.88</td>
<td>0.75 (0.67-0.81)</td>
</tr>
</tbody>
</table>
Table 3. Construct validity measured with multitrait scaling analysis.

<table>
<thead>
<tr>
<th>Subscale and item</th>
<th>Corrected item-subscale correlation</th>
<th>Success rate&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Convergent validity</th>
<th>Divergent validity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Engagement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 1</td>
<td>0.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 2</td>
<td>0.61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 3</td>
<td>0.65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 4</td>
<td>0.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 5</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Functionality</strong></td>
<td></td>
<td>4/5</td>
<td>4/5</td>
<td></td>
</tr>
<tr>
<td>Item 6</td>
<td>0.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 7</td>
<td>0.55</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 8</td>
<td>0.81</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 9</td>
<td>0.73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Aesthetics</strong></td>
<td></td>
<td>3/3</td>
<td>3/3</td>
<td></td>
</tr>
<tr>
<td>Item 10</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 11</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 12</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Information</strong></td>
<td></td>
<td>3/6</td>
<td>4/6</td>
<td></td>
</tr>
<tr>
<td>Item 13</td>
<td>0.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 14</td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 15</td>
<td>0.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 16</td>
<td>0.75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 17</td>
<td>0.39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 18</td>
<td>0.49</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 19&lt;sup&gt;b&lt;/sup&gt;</td>
<td>—&lt;sup&gt;c&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Subjective quality</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 20</td>
<td>0.83</td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Item 21</td>
<td>0.84</td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Item 22</td>
<td>0.55</td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Item 23</td>
<td>0.78</td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Success rate was defined as the rate of prespecified acceptable items among all items in each subscale.

<sup>b</sup>Item 19 was eliminated from the analysis because of missing values.

<sup>c</sup>Not applicable.

<sup>d</sup>Success rate was not calculated for subjective quality.
Figure 2. Box plots of subscale correlations with item-own and other subscales. The mean correlation of each subscale is higher than the correlation with other subscales.

Table 4. Concurrent validity of total score measured with the Pearson correlation coefficient.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Pearson $r$</th>
<th>95% CI</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total score vs subjective quality</td>
<td>0.85</td>
<td>0.79-0.90</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total score vs star rating (item 23)</td>
<td>0.84</td>
<td>0.77-0.89</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total score vs star rating (app stores)</td>
<td>0.24</td>
<td>0.03-0.42</td>
<td>.02</td>
</tr>
</tbody>
</table>

Discussion

Main Study

To our knowledge, this is the first time a cross-cultural approach has been used in the development and validation of a Japanese version of the MARS. This study also includes the involvement of one of the authors of the original MARS. It provides a statistical evaluation of the reliability and validity of the Japanese version in assessing 50 apps in Japanese.

We adopted the universalist approach [30] following practices from previous studies on translations and cross-cultural validation of MARS in other languages. There is controversy about whether it is preferable to adopt a universalist or country-specific approach to patient-reported outcome measures. However, the consortium that qualifies patient-reported
outcomes for use in clinical trials in the United States prefers a universalist approach to minimize the variability of language-related logistical complexity [35]. The universalist approach has substantial advantages in achieving conceptual equivalence in cross-cultural translation. Following this approach, we formed a panel with members from a wide variety of disciplines, not only limited to medicine or psychology, but also including an information technology developer, a professional translator with a background in epidemiology, and a sociologist specializing in the development of questionnaires. After discussion within the panel to account for linguistic differences between Japanese and the original English version, we finally decided to include all items with minor modifications for the Japanese version, based on conceptual, semantic, operational, measurement, and functional equivalence. For a cultural adaptation, we believe that it is most practical and helpful to involve specialists from a broad range of backgrounds.

During app selection, 172 apps were found eligible for evaluation, of which 60 were selected. Surprisingly, more than 90% of these apps lacked any scientific evidence supporting them; we found neither research nor supporting articles on their efficacy. Takashina et al [36] evaluated 47 apps for depression that had been developed in Japanese and concluded that very few apps were evidence-based and secure. This situation is quite problematic, because inaccurate or misleading apps could potentially impair the health of users or lead to incorrect decision-making [22]. For this reason, the current study offers a step in the right direction by translating a well-established quality evaluation scale into Japanese.

The analysis of reliability and validity suggests that our results are comparable with the original MARS and other translated versions [13,21-24]. The internal consistency and Cronbach α of all subscales and total scores were satisfactory according to the internationally established quality criteria [37]. This high internal consistency was also observed in the original MARS study and in previous translation studies. Conversely, our study showed slight variability in interrater reliability, with an ICC in the range of 0.40 to 0.79. This finding was also observed in the original MARS, which had a range of 0.50 to 0.83. We evaluated 10 apps after watching a training video provided by the author of the original MARS; 2 raters then discussed the evaluation. Disagreements were discussed until a consensus was reached. We still found low ICC for the “functionality” subscale, however. In that sense, we consider that a test phase and use of a training video are particularly important in assuring mHealth apps are rated correctly.

As for construct validity, we used a multitrait scaling analysis with item-subscale correlation rather than a factor analysis, because this method has been successfully applied in all previous studies. Our results were satisfactory in terms of convergent/divergent validity and fulfilled the prespecified success level, except for the “information” subscale, in which “not applicable” was the choice for most items. This was assigned a value of zero instead of being reported as a missing value. As in the original MARS study, the Japanese version also accepts “not applicable” as a response to items 14 to 17 and 19. During the evaluation, we frequently encountered apps where no clear goal was stated and no information on the source or detailed explanations were provided. In these cases, “not applicable” was chosen rather than one of the choices of the Likert scale. MARS itself takes such situations into account and uses the mean of the subscale total score. However, this is a problem for validation because the proportion of “not applicable” answers exceeded 50% for items 14 to 17 and 19. As a way of resolving this, we assigned zero as the numerical score for “not applicable” rather than treating these as missing values in items 14 to 17, thus allowing a comparison of the proximity of the scores between the raters. Item 19 was eliminated from the analysis, as it was in other MARS translation studies, because mHealth apps mostly lack evidence-based evaluation research, which the item aims to measure. We believe this should be clarified in a future updated version once a better practice for mHealth evaluation is widely implemented.

When measuring concurrent validity, the MARS objective quality total score was significantly and closely correlated with the subjective quality total score and star rating (item 23), with Pearson r>0.8. However, it was fairly well correlated with the star rating on the app stores. This finding has also been seen in previous studies [13,22]. As Stoyanov et al [13] reported, it is possible that the MARS subjective quality rating may be influenced by the completion of the MARS objective quality rating, and the results should be evaluated with caution. However, the lack of reliability of the star ratings on app stores has also been reported [38], and in this sense, MARS subjective score or star ratings could be a more reliable indicator of the ratings of mHealth apps.

Limitations
This study has several limitations. First, this was a validation study that tested only mental health apps. This was to maintain comparability with the original MARS study, which also studied only mental health mHealth apps. However, other translated MARS studies have used apps on other topics, such as physical activity [21] and primary prevention [22]. Accumulating evidence in recent publications shows that MARS is being used to evaluate mHealth apps in a wide variety of areas [15-20]. Thus, availability of a Japanese MARS will facilitate further research on app validation. Secondly, as mentioned above, the “information” subscale could not be adequately validated in this study. Neither the original MARS study nor other translation studies have had missing values, except for item 19, which estimates the degree of the evidence base of an app. However, several items do allow the “not applicable” choice and there are no clearly defined guidelines on the appropriate use of this rating option in the original MARS version. For this reason, it may be prudent to specify standards on choosing this option in future updated versions.

Future Research
Based on the results of the present study, we would like to propose several topics for future research. First, as made apparent in this study, validation requires further research. In almost all previous studies, item 19 (ie, the evidence base) was excluded from the analysis because of missing data. MARS was created to take missing values into account and uses mean scores instead of sum scores. This, however, makes it complicated to
estimate the validity of individual items; more research needs to be performed to validate the scale. Second, a more detailed validation of the Japanese version of MARS is also required, especially regarding app classification and perceived impact. In the present study, we only validated the main MARS components. Lastly, the goal of mHealth apps should be to improve health outcomes. As the present and previous studies show, few mHealth apps have been evaluated and assessed in medical studies. This means that most mHealth apps lack any evidence on health outcomes. In this sense, health outcome improvements through the use of mHealth apps need to be evaluated using standardized measures, such as randomized controlled trials. MARS can be used in conjunction with such studies to help determine the link between app quality and efficacy.

**Conclusion**

A Japanese version of MARS was developed and shown to be as reliable and valid as the original MARS. The Japanese version of MARS can be used as a standard in evaluating the quality and credibility of mHealth apps. Further research is required for additional validation and for exploring the application of the scale in a range of research contexts.
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Abstract

Background: Drug-referencing apps are among the most frequently used by emergency health professionals. To date, no study has analyzed the quantity and quality of apps that provide information on emergency drugs.

Objective: This study aimed to identify apps designed to assist emergency professionals in managing drugs and to describe and analyze their characteristics.

Methods: We performed an observational, cross-sectional, descriptive study of apps that provide information on drugs for adult emergency care. The iOS and Android platforms were searched in February 2021. The apps were independently evaluated by 2 hospital clinical pharmacists. We analyzed developer affiliation, cost, updates, user ratings, and number of downloads. We also evaluated the main topic (emergency drugs or emergency medicine), the number of drugs described, the inclusion of bibliographic references, and the presence of the following drug information: commercial presentations, usual dosage, dose adjustment for renal failure, mechanism of action, therapeutic indications, contraindications, interactions with other medicinal products, use in pregnancy and breastfeeding, adverse reactions, method of preparation and administration, stability data, incompatibilities, identification of high-alert medications, positioning in treatment algorithms, information about medication reconciliation, and cost.

Results: Overall, 49 apps were identified. Of these 49 apps, 32 (65%) were found on both digital platforms; 11 (22%) were available only for Android, and 6 (12%) were available only for iOS. In total, 41% (20/49) of the apps required payment (ranging from €0.59 [US $0.64] to €179.99 [US $196.10]) and 22% (11/49) of the apps were developed by non–health care professionals. The mean weighted user rating was 4.023 of 5 (SD 0.71). Overall, 45% (22/49) of the apps focused on emergency drugs, and 55% (27/49) focused on emergency medicine. More than half (29/49, 59%) of the apps had not been updated for more than a year. The median number of drugs was 66 (range 4 to >5000). Contraindications (26/49, 55%) and adverse reactions (24/49, 51%) were found in only half of the apps. Less than half of the apps addressed dose adjustment for renal failure (15/49, 32%), interactions (10/49, 21%), and use during pregnancy and breastfeeding (15/49, 32%). Only 6% (3/49) identified high-alert medications, and 2% (1/49) included information about medication reconciliation. Health-related developer, main topic, and greater amount of drug information were not statistically associated with higher user ratings (P=.99, P=.09, and P=.31, respectively).

Conclusions: We provide a comprehensive review of apps with information on emergency drugs for adults. Information on authorship, drug characteristics, and bibliographic references is frequently scarce; therefore, we propose recommendations to consider when developing an app of these characteristics. Future efforts should be made to increase the regulation of drug-referencing apps and to conduct a more frequent and documented review of their clinical content.
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Introduction

Background

Digital technologies are an increasingly relevant resource for health services because they can improve the quality, efficiency, and safety of health care, a particularly relevant issue in the event of emergencies, disasters, and other unplanned care situations [1]. In recent years, there has been a significant increase in the quantity and quality of mobile health apps owing to the efforts made by health professionals and app developers. At the beginning of 2021, almost 50,000 medical apps were available on the main download platforms (Apple App Store and Google Play Store) [2]. Mobile apps are changing the health care landscape because they facilitate the exchange of information among professionals, researchers, and patients and enable easy access to quality services during clinical practice [3,4].

The need for a quick response is one of the most prominent characteristics of emergency medicine. Examples of the high care burden experienced in emergency departments can be seen in the nearly 130 million visits in 2018 in the United States or the 30 million visits registered each year in Spain [5,6]. A variety of apps have been developed in recent years to improve patient care in these departments [7,8]. Medical emergency apps are now a key element of clinical practice as they can be used as clinical decision tools, case management tools, and sources of clinical information. A desirable feature of these apps is that they can be used quickly because of the need to provide a rapid response to the broad spectrum of clinical scenarios occurring in emergency departments. Recent studies on mobile devices and medical apps in emergency rooms [9,10] have shown that the apps most frequently used by emergency health professionals are medical formulary and drug-referencing apps (84.4%), followed by disease diagnosis and management apps (69.5%) [10].

Health care pressure, stressful situations, and the need for multiple high-alert medications make emergency departments the perfect setting for drug-related problems [7]. Insufficient information on drugs is the most common cause of medication errors, which can lead to adverse drug events involving temporary or permanent harm to patients and higher health care costs [11,12]. The information needed in an emergency department includes multiple drug characteristics such as indications, dosing, administration, pharmaceutical compatibilities, adverse reactions, interactions, and contraindications [11,13]. The usefulness of medical apps as a source of information on drug-related characteristics should be highlighted, although the literature still contains relevant gaps concerning these tools. To date, no study has addressed the quantity and quality of smartphone apps that provide information on emergency drugs.

Objective

Therefore, the main objective of this study was to identify apps designed to assist health care professionals in managing drugs for adult emergency care and describe their main characteristics and functionalities. As secondary objectives, we designed a score to estimate the amount of drug information contained in each app and analyzed the relationship between this score and the relevant app characteristics. We also analyzed whether some of the variables selected could affect user satisfaction (app user ratings).

Methods

Search Strategy and App Selection

We performed an observational, cross-sectional, descriptive study of smartphone apps available on the iOS and Android platforms that provide information on drugs used for adult emergency care.

The methodology used for app selection was based on the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) system [14]. To identify emergency drugs–related apps, a search was conducted between February 15 and February 19, 2021, on the digital distribution platforms Google Play Store (Android) and Apple App Store (iOS), which are the app stores with the most apps available at present [15]. The search terms were “emergency drugs” OR “fármacos de urgencias” and “emergency medicine” OR “medicina de urgencias y emergencias.” We extracted text from app store descriptions and selected apps available in English or Spanish whose content was fully dedicated to drugs commonly used in the emergency room (hereafter referred to as emergency drugs apps) and apps related to the field of emergency medicine that contained a section on medications (emergency medicine apps). Apps aimed at pediatric emergencies were excluded because of relevant differences in the use of drugs in children (eg, dosage, treatment algorithms, and selection). Both free and paid apps were included. Apps from the Google Play Store were downloaded onto a Xiaomi Mi 9 SE (version 9) and apps from the Apple App Store were downloaded onto an iPhone 11 (version 14.4; iOS).

Ethical Considerations

No patients were involved in the study and therefore ethical board approval was not sought, as it is considered unnecessary under RD 1090/2015 regulating clinical trials with medicinal products and the Ethics Committees for Research with medicinal products, and Law 14/2007 on Biomedical Research.

Data Extraction

We collected the following information from the download platforms: app name, operating system (Android, iOS, or both), developer affiliation, country of origin, language, category, cost,
publication date, date of last update, size, version, number of downloads, and user ratings. These indicators are commonly used in studies on health-related apps [16-19]. The overall mean weighted user rating was calculated by considering the number of ratings from both app stores. For the rest of the analysis, when the same app was available on both platforms, we only considered the version available on the Google Play Store as Android is the leading operating system worldwide and the Apple App Store provides less information (no data on the number of downloads). Subsequently, all apps were downloaded and their contents were evaluated. We counted the number of drugs included in each app and determined whether they belonged to ≥1 drug classes. We then evaluated whether the apps contained information on the following fifteen drug-related characteristics: (1) commercial presentations, (2) usual dosage, (3) dose adjustment for renal failure, (4) mechanism of action, (5) therapeutic indications, (6) contraindications, (7) interaction with other medicinal products, (8) use in pregnancy and breastfeeding, (9) adverse reactions, (10) method of preparation and administration, (11) stability data and incompatibilities, (12) identification of high-alert medications, (13) positioning in treatment algorithms, (14) information about medication reconciliation, and (15) cost. The selection of these indicators was discussed by the research team based on the most frequent requests received from emergency medicine pharmacy services and drug information centers [12,13]. High-alert medications are defined as drugs that bear a heightened risk of causing significant patient harm when used erroneously [20]. Medication reconciliation is defined as the formal process in which health care professionals partner with patients to ensure accurate and complete medication information transfer at transitions of care [21].

We assigned a score of 0 to 15 according to the amount of drug information provided in the app. A score of 0 indicates that the app did not include any information about the 15 drug characteristics analyzed, and a score of 15 indicates that all characteristics were shown in the app. Finally, we also evaluated whether the apps included bibliographic references on drug-related concerns.

Data Analysis

All apps were independently evaluated by 2 hospital clinical pharmacists (SGS and BSF). The variables were coded and entered in a Microsoft Excel spreadsheet. The Cohen κ coefficient was calculated using Reliability Calculator for 2 coders [22] to analyze the level of agreement between the data collected by each investigator. Following this analysis, disagreements on the reported results were resolved through iterative discussion and consensus.

A statistical analysis was performed using Stata (version IC-16; StataCorp). On the basis of previously published studies on mobile health apps, we measured the association between a series of app characteristics (developer, main topic, cost, and number of downloads) and user ratings (which indicate user satisfaction) or the score assigned to the app (which indicates the variety of content on drug information). We also analyzed whether the inclusion of bibliographic references could be influenced by the app developer (health-related or non-health-related). The Shapiro-Wilk test was used to evaluate whether continuous variables were normally distributed. For normally distributed data, differences were assessed using the 2-tailed Student t test for 2 categories and ANOVA for ≥2 categories; for non-normally distributed data, the Mann-Whitney U test was used. The correlation between quantitative variables was evaluated using the Spearman correlation test. Categorical variables were compared using an uncorrected chi-square test or Fisher exact test, as appropriate. Statistical significance was set at P<.05.

Results

Mobile App Search

Combined keyword searches of the Google Play Store and Apple App Store yielded 645 apps potentially related to emergency drugs. A flow diagram illustrating the selection and exclusion of apps at various stages of the study is shown in Figure 1. We removed 88 apps as duplicates, with the same app name and developer appearing on both download platforms. The remaining 557 apps were further screened. We extracted information from the store app description and removed 293 apps that were not related to emergency medicine and 20 apps aimed at pediatric emergencies. We then exhaustively analyzed the descriptions of the remaining apps and downloaded them to determine whether the information was inaccurate. From the resulting apps, we removed 4 duplicates with different app names within the same store. We eventually excluded 191 apps that did not contain a specific section on drugs. Following this systematic search, we identified 49 apps that met the inclusion criteria. In total, 65% (32/49) of the apps were found on both digital distribution platforms, whereas 22% (11/49) were obtained only from the Google Play Store, and 12% (6/49) were only available from the Apple App Store.

Two independent researchers (SGS and BSF) further analyzed the characteristics, functionalities, and contents of the 49 apps selected. The mean Cohen κ coefficient for interrater reliability was 0.94 (SD 0.05).
Analysis of General Characteristics of Apps

Textbox 1 shows the names of the 49 apps classified by their main topic (emergency drugs or emergency medicine).

By origin, 41% (20/49) of the apps were developed in North America, 35% (17/49) in Europe, 12% (6/49) in South America, 4% (2/49) in Asia, and 2% (1/49) in Africa. The origin of 6% (3/49) of the apps could not be determined. Of the 49 apps analyzed, 27 (55%) were published only in English, 21 (43%) were published only in Spanish, and 1 (2%) was available in both languages. Most apps (44/49, 90%) were classified in the category of medicine. The other categories were health and well-being (3/49, 6%) and education (2/49, 4%).

Slightly more than half of the apps were free to download (29/49, 59%), whereas the other 41% (20/49) required payment, with a cost ranging from €0.59 (US $0.64) to €179.99 (US $196.10) (median €8.99 [US $9.79]) and a mean cost of €20.82 (US $22.68) (SD €40.81 [US $44.46]). Two apps were for the exclusive use of workers at the center where they were developed, and 1 app could only be used with a code acquired after purchasing a book; therefore, they could not be fully analyzed. In addition, the content of 1 app was unavailable because of a download error that affected the latest versions of Android. In these cases, we collected as much information as possible from the description of the app and images available on the digital distribution platforms.

The average size of the apps was 23.89 (SD 23.28) MB. The content of 27% (13/49) of the apps was updated 6 months before the search. A further 14% (7/49) of the apps were updated in the previous year. A total of 59% (29/49) of the apps had not been updated for more than 3 years. A total of 16% (8/49) apps had not been updated since the date of the first publication. The average time between the date of analysis and the date of the most recent update was 23.3 (SD 23.6) months. iOS apps were excluded from this last analysis because of the lack of information on the day of the most recent update.

About half of the apps were developed by private and for-profit organizations (22/49, 45%) as follows: health-related technology companies (n=12, 24%); non–health-related technology companies (n=9, 18%); and medical publishers (n=1, 2%). A total of 22% (11/49) apps were developed by non–health-related professionals. Among the 78% (38/49) apps developed by health care professionals, 29% (14/49) were developed by individual professionals, whereas the rest were developed by technology companies or medical publishers (13/49, 27%), or with the involvement of a health care organization (eg, hospital, public health agency, or professional society; 11/49, 22%). A complete list of developers is provided in Table 1.

The number of downloads can only be determined in the apps found in the Google Play Store, as this information is not available in the Apple App Store. The median number of downloads was >5000 (range >1 to >100,000). Detailed information regarding the number of downloads is presented in Table 2.

We evaluated the association between the cost of apps and the number of downloads. Owing to the small sample sizes, the number of downloads was broken down for this analysis into 3 categories: 1 to 1000, 1001 to 10,000, and >10,000 downloads. No statistically significant differences were found between the groups ($F_{42}=0.24; P=.70$).

The analyses of user ratings included 40 apps, as no data were available for 9 apps. The mean overall weighted user rating of apps according to the number of valuations was 4.023 out of 5 (SD 0.71). The average user ratings were almost identical ($r_{38}=-0.01; P=.99$) for apps developed by health professionals (n=30, mean 4.240, SD 0.707) and non–health professionals (n=10, mean 4.243, SD 0.470). Free apps were rated higher (n=27, mean 4.277, SD 0.680) than paid apps (n=13, mean 4.197, SD 0.621: $r_{38}=-2.27; P=.03$).
**Textbox 1.** List of emergency drugs apps and emergency medicine apps.

<table>
<thead>
<tr>
<th>Emergency drugs apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 Drugs in emergency</td>
</tr>
<tr>
<td>Antídotos</td>
</tr>
<tr>
<td>Common 50 drugs for emergency</td>
</tr>
<tr>
<td>Drogas en emergencia y UCI</td>
</tr>
<tr>
<td>ED drugs</td>
</tr>
<tr>
<td>Emergency drugs</td>
</tr>
<tr>
<td>Emergency drugs (Antonio Frontera)</td>
</tr>
<tr>
<td>Emergency drugs (Ferrazza)</td>
</tr>
<tr>
<td>Emergency medication reference</td>
</tr>
<tr>
<td>EMS calculator or EMS drugs fast</td>
</tr>
<tr>
<td>EMS drug cards</td>
</tr>
<tr>
<td>Farmacos de urgencias SES or urgencias SES</td>
</tr>
<tr>
<td>FarmaPoniente</td>
</tr>
<tr>
<td>Goteo para vasoactivos</td>
</tr>
<tr>
<td>Guía farmacológica</td>
</tr>
<tr>
<td>Guía URG</td>
</tr>
<tr>
<td>Infusiones</td>
</tr>
<tr>
<td>Medicina de urgencias</td>
</tr>
<tr>
<td>Paramedic drug list</td>
</tr>
<tr>
<td>Perfusiones urgencias</td>
</tr>
<tr>
<td>Pocket drug guide EMS or EMS pocket guide</td>
</tr>
<tr>
<td>UrgRedFasterFH</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Emergency medicine apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHS EMS MedicalProtocols</td>
</tr>
<tr>
<td>Arritmias urgencias</td>
</tr>
<tr>
<td>Basic emergency care</td>
</tr>
<tr>
<td>Chuletario urgencias extrahospitalarias</td>
</tr>
<tr>
<td>EMAT app</td>
</tr>
<tr>
<td>Emergency central</td>
</tr>
<tr>
<td>Emergency medicine on call</td>
</tr>
<tr>
<td>EMR guide</td>
</tr>
<tr>
<td>EMRA antibiotic guide</td>
</tr>
<tr>
<td>EMRA PressorDex</td>
</tr>
<tr>
<td>EMS ACLS guide</td>
</tr>
<tr>
<td>EMS notes: EMT and paramedic</td>
</tr>
<tr>
<td>EMS pro</td>
</tr>
<tr>
<td>Erres</td>
</tr>
<tr>
<td>ICU</td>
</tr>
<tr>
<td>ICU ER facts made Incred quick</td>
</tr>
<tr>
<td>iTox Urgencias intoxicación</td>
</tr>
<tr>
<td>Manual de procedimientos SAMUR</td>
</tr>
</tbody>
</table>
Table 1. Developers of the apps (N=49).

<table>
<thead>
<tr>
<th>Developer</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual health professional</td>
<td>14 (29)</td>
</tr>
<tr>
<td>Health-related technology company</td>
<td>12 (24)</td>
</tr>
<tr>
<td>Non–health-related technology company</td>
<td>9 (18)</td>
</tr>
<tr>
<td>Hospital</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Public health agency</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Individual non–health professional</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Medical or pharmaceutical society</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Other health professional organization</td>
<td>2 (4)</td>
</tr>
<tr>
<td>University</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Medical publisher</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

Table 2. Apps classified by the number of downloads (N=43).

<table>
<thead>
<tr>
<th>Number of downloads</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-100</td>
<td>2 (5)</td>
</tr>
<tr>
<td>101-1000</td>
<td>5 (12)</td>
</tr>
<tr>
<td>1001-5000</td>
<td>12 (28)</td>
</tr>
<tr>
<td>5001-10,000</td>
<td>6 (14)</td>
</tr>
<tr>
<td>10,001-100,000</td>
<td>12 (28)</td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>6 (14)</td>
</tr>
</tbody>
</table>

Analysis of Contents of Apps

Approximately half of the apps focused on emergency drugs (22/49, 45%), whereas the rest (27/49, 55%) focused on emergency medicine in a broader sense. We did not find statistically significant differences ($z=−1.7; P=.09$) between the average user rating of emergency drugs apps (4.163/5; 16 apps) and emergency medicine apps (4.296/5; 24 apps).

The median number of drugs included in the apps was 66 (range 4 to >5000). The apps classified according to the number of drugs analyzed are shown in Table 3.

Of 49 apps, 6 (12%) analyzed only a specific class of drugs: antidotes (n=2, 33%), vasopressors (n=2, 33%), antibiotics (n=1, 17%), and antiarrhythmics (n=1, 17%).
Table 3. Apps classified by number of drugs analyzed (N=47).

<table>
<thead>
<tr>
<th>Number of drugs</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-25</td>
<td>9 (19)</td>
</tr>
<tr>
<td>26-50</td>
<td>12 (26)</td>
</tr>
<tr>
<td>51-100</td>
<td>10 (21)</td>
</tr>
<tr>
<td>101-200</td>
<td>11 (23)</td>
</tr>
<tr>
<td>&gt;200</td>
<td>3 (6)</td>
</tr>
<tr>
<td>&gt;1000</td>
<td>2 (4)</td>
</tr>
</tbody>
</table>

Table 4 shows the 15 drug characteristics of the apps analyzed. Most apps included information about therapeutic indications (38/48, 79%) and the most common doses (43/49, 88%). Other drug-related concerns found in more than half of the apps were commercial presentations (27/47, 57%), mechanism of action (26/47, 55%), contraindications (26/47, 55%), method of preparation and administration (25/48, 52%), and adverse reactions (24/47, 51%). Only 17% (8/47) of apps provided data on stability and incompatibilities. Identification of high-alert medications was found in 6% (3/47) of the apps. Information on drug costs was present in only 2% (1/47) of the apps. Similarly, information about medication reconciliation in the emergency room was found in only 2% (1/47) of the apps. Most apps (29/47, 62%) did not include bibliographic references regarding drug-related concerns. The percentage of apps that included this kind of information was 44% (16/36) in the group of apps developed by health professionals and 18% (2/11) in the group of apps developed by non–health professionals ($\chi^2=2.5; P=.12$).

Table 4. Drug characteristics described in the apps.

<table>
<thead>
<tr>
<th>Drug characteristic</th>
<th>Value, N</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial presentations</td>
<td>47</td>
<td>27 (57)</td>
</tr>
<tr>
<td>Usual dosage</td>
<td>49</td>
<td>43 (88)</td>
</tr>
<tr>
<td>Dose adjustment for renal failure</td>
<td>47</td>
<td>15 (32)</td>
</tr>
<tr>
<td>Mechanism of action</td>
<td>47</td>
<td>26 (55)</td>
</tr>
<tr>
<td>Therapeutic indications</td>
<td>48</td>
<td>38 (79)</td>
</tr>
<tr>
<td>Contraindications</td>
<td>47</td>
<td>26 (55)</td>
</tr>
<tr>
<td>Interaction with other medicinal products</td>
<td>47</td>
<td>10 (21)</td>
</tr>
<tr>
<td>Use in pregnancy and breastfeeding</td>
<td>47</td>
<td>15 (32)</td>
</tr>
<tr>
<td>Adverse reactions</td>
<td>47</td>
<td>24 (51)</td>
</tr>
<tr>
<td>Method of preparation and administration</td>
<td>48</td>
<td>25 (52)</td>
</tr>
<tr>
<td>Stability data and incompatibilities</td>
<td>47</td>
<td>8 (17)</td>
</tr>
<tr>
<td>Identification of high-alert medications</td>
<td>47</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Positioning in treatment algorithms</td>
<td>47</td>
<td>19 (40)</td>
</tr>
<tr>
<td>Information about reconciliation</td>
<td>47</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Cost</td>
<td>47</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

Analysis of Drug Information Score

We assigned a score of 0 to 15 according to the number of drug characteristics provided in the app. The mean score was 5.89 (SD 2.91). Of the 47 apps, 22 (47%) apps received a score ranging from 0 to 5, a total of 21 (45%) apps received a score from 6 to 10, and 4 (8%) apps received a score from 11 to 13. There was no correlation between this score and the app user ratings ($r=-0.17; P=.31$). The average score for apps developed by health professionals (n=36, mean 6.00, SD 3.04) was slightly higher than that for apps developed by non–health professionals (n=11, mean 5.55, SD 2.54), although the difference was not significant ($t_{45}=-0.45; P=.66$). Similarly, no statistically significant differences ($t_{45}=-0.78; P=.44$) were found between the mean score of emergency drugs apps (n=21, mean 5.52, SD 2.75) and emergency medicine apps (n=26, mean 6.19, SD 3.06) or between the average score of free (n=27, mean 5.90, SD 2.91) and paid (n=20, 5.47, SD 3.07) apps ($t_{45}=-0.83; P=.40$).

Finally, we compared the difference between the number of downloads and drug information score. The average score was 4.57 (SD 1.81) for apps with 1 to 1000 downloads (7/41, 17%), 6.69 (SD 3.28) for apps with 1001 to 10,000 downloads (16/41, 39%), and 6.61 (SD 2.55) for apps with >10,000 downloads.
(18/41, 44%). No statistically significant differences were found between the groups ($F_{40}=1.63; P=.21$).

### Discussion

#### Overview

Studies on the content of mobile health apps are increasingly frequent, and apps related to relevant diseases such as cancer or COVID-19 infection have recently been analyzed [16,17,23,24]. Nevertheless, research on apps designed for use in emergency rooms remains insufficient. In this study, we provide a comprehensive and unique review of smartphone apps that provide information on drugs for adult emergency care.

The use of mobile devices by emergency health professionals is common, and apps related to this field of medicine are proliferating [10,25]. Emergency rooms are areas where a high volume of patients must be seen within a short period, and work interruptions are very frequent [26]. In this complex environment, incorrect use of mobile devices can increase the risk of distraction and may affect patient safety [9]. Nevertheless, when these devices are used properly, they have enormous potential to improve medical practice, for instance, by allowing quick access to relevant and evidence-based information, which facilitates decision-making and can help reduce error rates. In a recent survey of professionals in an emergency department, most respondents found mobile devices useful for better coordinating care among providers and beneficial for patient care [10].

#### Principal Findings on General Characteristics and Comparison With Prior Studies

Our study provides a general perspective on apps designed to help health care professionals with drug management for adult emergency care. Given that medication errors are commonly caused by insufficient information on drugs [12], we analyzed these apps in detail. This is one of the most comprehensive studies of apps aimed at providing information about drugs for health care professionals. Recently, a study identified more than 600 drug-related apps, and approximately two-thirds of them were categorized within the medication information class [27]. The authors distinguished among apps for patients, apps for health professionals, and apps that can be used by both groups. Recent studies on patient-focused drug apps have analyzed those that help patients understand and take their medications or those with a medication list function [28,29]. In addition, apps for treatment adherence have been the subject of intensive research [30-35]. Some papers have also been published on apps about drug-drug interactions [36,37]. This is an issue traditionally addressed by health care professionals, although nowadays many apps for checking interactions are intended to be used by patients rather than health care professionals.

Knowledge of the characteristics of drug apps designed to be used exclusively by health care professionals is still limited. Few studies have aimed to analyze the functionalities and content of these apps. A study conducted in 2013 identified 306 apps providing drug reference information and prescribing material, and analyzed cost, updates, user ratings, intended area of use, and medical involvement in app development [38]. More recently, a study published in 2017 compared 8 apps for dosage recommendations, adverse reactions, and drug interactions [39]. The quality of the apps targeting medication-related problems has been assessed. Of the 59 apps analyzed, 23 (39%) contained medication information features [40]. Very recently, a study identified 23 drug reference apps with local drug information in Taiwan (including those aimed at both patients and professionals) and analyzed their quality and factors influencing user perceptions [41]. In the field of emergency care, a recent study analyzed apps for the management of drug poisoning [42]. Of the 17 apps identified, 14 (82%) presented diagnosis and treatment guides, and 3 (18%) were specifically on antidotes and their dosage.

In our study, we first collected the information available in the app marketplace descriptions (eg, number of downloads and user ratings) before downloading the apps and analyzing their content in detail. This strategy differs from those of other recent studies, in which a greater number of apps were identified but where the analysis was limited to the marketplace description [8,18,19,38]. Among our main findings, we can highlight that 22% (11/49) of the apps were not developed by health care professionals. This is a lower percentage than that reported in other studies on mobile health apps [18,23,43]. In 2013, there was no evidence of involvement of health care professionals in the development of 32.7% (100/306) of the apps available to support prescribing practice [38]. It should also be noted that apps for patient medication management are developed mainly by the software industry, without the involvement of health care professionals [28,31]. Nevertheless, our findings should be considered relevant, given that the apps we analyzed are intended to be used in complex and emergency situations. In addition, information on authorship is scarce in many of the apps evaluated.

More importantly, we found that more than half of the apps (29/47, 62%) did not include bibliographic references or had not been updated for more than a year (29/49, 59%). Our results are in accordance with a previous study analyzing 23 apps with medication information, most of which did not provide supporting references [40]. Of particular concern is the lack of updates in the apps analyzed in our study, as this indicator has worsened compared with the study conducted by Haffey et al [38], in which 44.4% (136/306) of the apps had either been released or updated within the last 6 months, and a further 24.2% (74/306) within 1 year [38]. These concerns raise doubts about the quality and reliability of the information provided by these apps aimed at emergency health care professionals, as incorrect drug information may remain for long periods.

Doubts arise when a health app is developed by non–health professionals [44,45]. We found that bibliographic references were included in 44% (16/36) of the apps developed by health professionals and in only 18% (2/11) of the apps developed by non–health professionals. This result was not statistically significant ($P=.12$), probably because of the small sample size, although it highlights the uncertainty surrounding the sources of information provided in apps developed by non–health professionals. The reliability and authority of information should be analyzed by health care professionals who are more capable of evaluating, reviewing, and verifying the content of...
health-related apps. In the field of medication, pharmacists should play a vital role in reviewing apps.

About half of the apps (20/49, 41%) required payment to access all the content, with a cost ranging from €0.59 (US $0.64) to €179.99 (US $196.10). This is a similar percentage than that observed in a recent study on drug poisoning management apps [42]. Nevertheless, it is considerably higher than that observed in other recent reviews of apps for medical emergencies [8], medication management and adherence for patients [28,32], or checking for drug-drug interactions [36]. We hypothesize that these differences could arise because the apps analyzed in our study are aimed exclusively at health care professionals and are designed for use in health care facilities. A study conducted in 2013 on apps to support drug prescribing or provide pharmacology education showed that 68% (208/306) of the apps required payment, with a mean price of €14.25 (US $18.57) per app and a range of €0.62 (US $0.81) to €101.90 (US $132.76) [38]. The cost of apps also seems to be influenced by the origin of the developer [41]. In any case, cost is an important determinant in the decision to adopt a mobile health app, regardless of age group and socioeconomic status [46]. In addition, payment for the apps analyzed in our study could be a relevant limitation for health care professionals who only occasionally work in emergency rooms, as is common in many hospitals.

To date, few studies have analyzed the factors that influence user satisfaction with apps [18,47,48]. The number of downloads and user ratings are usually correlated and have been proposed as indicators of acceptability and satisfaction with mobile health apps [49,50]. A secondary objective of our study was to learn more about user behavior with emergency medicine apps, for which we analyzed whether factors such as cost, the main theme of the app (emergency medicine or emergency drugs), or the app developer (health-related or non-health related) could influence user ratings. The free apps analyzed in our study had higher user ratings than paid apps, although no association was found between the cost and number of downloads. We found no further statistically significant differences, probably because of the small sample size. The number of downloads and user ratings probably depend on multiple factors. Navigation, performance, visual appeal, credibility, and quantity of information have recently been identified as the most influential factors on higher user ratings in a study analyzing 23 drug reference apps [41]. Previous studies have reported highly variable results for the influence of expert involvement in app development on user ratings and the number of downloads [18,41,49]. In any case, user ratings and downloads should not be considered good predictors of the quality and reliability of medical apps because they could be influenced by other factors, such as low price, in-app purchase options, in-app advertisements, and recent updates [18,51,52]. In our study, the number of downloads, cost, and user ratings were not associated with a score created to quantify the variety of relevant information on drug characteristics in the apps (P = .21, P = .40, and P = .31, respectively). Further research should analyze the reliability of the clinical content of drug information apps and corroborate its association with a greater intention to use or better user satisfaction.

Drug Information Gaps

At present, there are no standardized guidelines for assessing the clinical content and quality of mobile health apps [18]. A highly specific quality assessment tool was developed to assess the quality of apps targeting medication-related problems, including those with medication information features [40]. Nevertheless, the most commonly used methodology to assess the quality of medical apps is the Mobile Application Rating Scale [53-55], as well as in studies on drug apps [30,36,37,41]. The total number of features has been associated with the total Mobile Application Rating Scale score in a study on apps for potential drug-drug interaction decision support [36].

In our study, we paid special attention to the information provided by the apps regarding relevant drug characteristics. We found that most apps included information about the usual dosage (43/49, 88%) and therapeutic indications (38/48, 79%). Nevertheless, other relevant characteristics were found in less than half of the apps, such as dose adjustment for renal failure (15/47, 32%) and use in pregnancy and breastfeeding (15/47, 32%). Interaction with other medicinal products was found in only 21% (10/47) of the apps, despite being a major problem in patient safety. Drug-drug interaction checks are one of the most frequent functional categories within the current medication-related app landscape [27,56], but relevant quality and accuracy problems have been detected in apps, including this feature [36,37]. In addition, other relevant information on drug safety, such as contraindications (26/47, 55%) and adverse reactions (24/47, 51%), was found in approximately half of the apps analyzed in our study. Furthermore, it is worrying that only 6% (3/47) of the apps clearly identified high-alert medications, despite efforts made to avoid errors with these drugs [12].

In clinical practice, many medication-related inquiries are about the method of administration; however, our study showed that this information is included in slightly more than half of the apps (25/48, 52%). In addition, stability data and incompatibilities were present in only 17% (8/47) of the apps. Nurses have also been reported to be frequent app users in daily practice, albeit at a slightly lower percentage than that observed by physicians [10]. Therefore, apps for the use of drugs in the emergency department should be designed to provide more information on drug administration characteristics.

Finally, incorrect medication reconciliation in the emergency department can lead to relevant medication errors [57]. We found only 1 app that appropriately addressed this issue, including information on the maximum time to carry out reconciliation or the possible presence of withdrawal syndrome. Given that medication reconciliation has been considered the most relevant activity carried out by pharmacists in emergency departments [58], it would be desirable for apps related to emergency drugs to provide more information on this matter.

Recommendations for Development of an Emergency Drugs App

There are a growing number of health apps on the market with highly variable designs and content, and it is difficult to determine which are the most useful for health care
professionals. Given the relative absence of legislation on medical apps [59] and the risks associated with drugs used in the emergency room, it would be interesting to propose a series of improvements in the content of apps for emergency drugs. The results of our study and clinical experience enable us to make several recommendations.

Design, ease of use, and the ability to quickly respond to questions that arise during daily clinical practice are especially relevant characteristics, considering that these apps are to be used in a stressful environment. The success of an app for emergency professionals depends on quickly obtaining a reliable response.

Our findings could help developers design apps that provide drug-related information most frequently demanded by health care professionals. Drug information centers have historically received the most inquiries regarding therapeutic indications, adverse reactions, and identification of medical products [13]. In addition, information on contraindications, appropriate dosage, and major drug-drug interactions should be included to prevent major adverse events [11]. We provided a score to measure the amount of drug information included in each app, and our results showed that a greater amount of information is not necessarily associated with better user ratings. Therefore, it could be beneficial to design apps with content aimed exclusively at doctors and apps for nurses, although with maximum information of interest for each of these professionals. For example, apps with information on drug administration and incompatibilities would have the potential to help nursing staff by reducing their workload and, ultimately, the risk of drug-related errors. Strategies to identify high-alert medications should be included in all emergency drug apps, regardless of the group of health care professionals they focus on [12].

We recommend caution with respect to the sources of information used to elaborate the content of the app to ensure that it is reliable. Apps should only be considered reliable based on an extensive literature review, expert panel review, or peer review. The author’s affiliation and bibliographic references to scientific and clinical evidence should always be clearly shown [60], and health professionals participating in reviewing and app updates should be clearly identified.

As previously suggested [16], we believe that future legislation should require a more comprehensive description of the mobile app marketplace, with detailed information on authorship and the process used to review app functionalities and the clinical information provided. All information must be supported by appropriate bibliographic references, and developers should preferably be clinicians with experience writing or synthesizing medical evidence. Thus, the information provided, which should be checked by independent reviewers or endorsed by health organizations of recognized prestige, will be more reliable. In addition, we suggest that app developers clearly identify the target user group and provide the maximum amount of drug information relevant to each professional category. It may also be relevant for a partner with a technology company to make apps more attractive and user-friendly.

Limitations and Future Research Directions
First, our study was limited by the inclusion criteria. There are hundreds (perhaps thousands) of apps providing drug-related information, and some may be useful for emergency room professionals; however, they were not analyzed in this study because our aim was to review apps specifically related to emergency drugs or medicine in adults. Drug information indicators were selected and analyzed by the authors and were therefore not validated. A more comprehensive analysis of drug information apps may be the subject of future research, for which our methodology could prove useful. Our approach could be adapted to analyze apps related to child health care or to include indicators not described in our study, such as information on pharmacokinetic properties, therapeutic drug monitoring, and pharmacogenomics. Other limitations are associated with the study design. We only analyzed the Android version when the same app was available on Android and iOS platforms. It should be noted that some characteristics, such as the date of the last update, may vary among platforms. In addition, we analyzed apps in English and Spanish. Although Spanish is the language with the second highest number of native speakers, many health professionals are not sufficiently competent in the language to use these apps comfortably. Our study was also limited by the fact that it only analyzed whether a series of drug characteristics of interest were included in the app. Further research is needed to evaluate the clinical accuracy of the drug information provided by the apps. One possible approach would be a peer-review process to evaluate app contents in terms of the reliability and quality of information according to the best available clinical evidence.

Conclusions
We conducted a comprehensive and unique systematic review of apps that provide information on drugs for adult emergency care. We identified 49 apps according to the PRISMA methodology and conducted a content analysis on most of them. Health-related app developers, the main topic of the app (emergency drugs or emergency medicine), and a greater amount of drug information were not associated with higher app user ratings. Slightly less than half of the apps (20/49, 41%) required payment, with a cost ranging from €0.59 (US $0.64) to €179.99 (US $196.10). We noted that 22% (11/49) of the apps were not developed by health care professionals. Most apps include information about the usual dosage and therapeutic indications, although information on safety and drug administration is much less frequent. Very few apps provide relevant information, such as high-alert medication notices and instructions for drug reconciliation. In addition, more than half of the apps (29/47, 62%) did not include bibliographic references. These findings cast doubts on the quality of many apps. Therefore, we propose a series of issues that should be considered when developing an app of these characteristics and advocate for greater regulation and more frequent and documented review of app content.
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Abstract

Background: Widespread smartphone use provides opportunities for mobile health HIV prevention strategies among at-risk populations.

Objective: This study aims to investigate engagement in a theory-based (information–motivation–behavioral skills model) mobile phone app developed to support HIV pre-exposure prophylaxis (PrEP) adherence among Thai young men who have sex with men (YMSM) and young transgender women (YTGW) in Bangkok, Thailand.

Methods: A randomized controlled trial was conducted among HIV-negative YMSM and YTGW aged 15-19 years initiating daily oral PrEP. Participants were randomized to receive either youth-friendly PrEP services (YFS) for 6 months, including monthly contact with site staff (clinic visits or telephone follow-up) and staff consultation access, or YFS plus use of a PrEP adherence support app (YFS+APP). The target population focus group discussion findings and the information–motivation–behavioral skills model informed app development. App features were based on the 3Rs—risk assessment of self-HIV acquisition risk, reminders to take PrEP, and rewards as redeemable points. Dried blood spots quantifying of tenofovir diphosphate were collected at months 3 and 6 to assess PrEP adherence. Tenofovir diphosphate \( \geq 350-699 \) fmol/punch was classified as fair adherence and \( \geq 700 \) fmol/punch as good adherence. Data analysis on app use paradata and exit interviews were conducted on the YFS+APP arm after 6 months of follow-up.

Results: Between March 2018 and June 2019, 200 participants with a median age of 18 (IQR 17-19) years were enrolled. Overall, 74% (148/200) were YMSM; 87% (161/184) of participants who received YFS+APP logged in to the app and performed weekly HIV acquisition risk assessments (log-in and risk assessment [LRA]). The median duration between the first and last log-in was 3.5 (IQR 1.6-5.6) months, with a median frequency of 6 LRAs (IQR 2-10). Moreover, 22% (22/100) of the participants in the YFS+APP arm were frequent users (LRA \( \geq 10 \)) during the 6-month follow-up period. YMSM were 9.3 (95% CI 1.2-74.3)
times more likely to be frequent app users than YTGW ($P=0.04$). Frequent app users had higher proportions (12%-16%) of PrEP adherence at both months 3 and 6 compared with infrequent users (LRA<10) and the YFS arm, although this did not reach statistical significance. Of the 100 participants in the YFS+APP arm, 23 (23%) were interviewed. The risk assessment function is perceived as the most useful app feature. Further aesthetic adaptations and a more comprehensive rewards system were suggested by the interviewees.

**Conclusions:** Higher rates of PrEP adherence among frequent app users were observed; however, this was not statistically significant. A short app use duration of 3 months suggests that they may be useful in establishing habits in taking daily PrEP, but not long-term adherence. Further studies on the specific mechanisms of mobile phone apps that influence health behaviors are needed.

**Trial Registration:** ClinicalTrials.gov NCT03778892; https://clinicaltrials.gov/ct2/show/NCT03778892

(JMIR Mhealth Uhealth 2022;10(4):e25561) doi:10.2196/25561
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**Introduction**

**Background**

The emergence of advanced technologies and widespread use of smartphones provides opportunities for new HIV research and prevention strategies using mobile health (mHealth) within high-risk populations [1,2]. mHealth is the practice of medical and public health supported by mobile devices, such as mobile phones, patient monitoring devices, PDAs, and other wireless devices [3]. Data on user interaction with web-based intervention tools are readily available as part of such technologies and form useful surrogate markers of user engagement characteristics [4]. Despite the high potential for mHealth use in service delivery, there is a lack of data on how this is best delivered in low- and middle-income countries and in youth [1,2].

Men who have sex with men (MSM) and transgender women (TGW) are at high risk for HIV infection globally [5]. In Thailand, over 80% of new infections occur in this population [6], with young MSM (YMSM) and young transgender women (YTGW) at even greater risk than their older counterparts [7,8], as HIV incidence among YMSM and YTGW is 4-12 per 100 person-years [9-13], well above the 3 per 100 person-years World Health Organization incidence recommendation priority for offering HIV pre-exposure prophylaxis (PrEP) [14].

With the safety and effectiveness of PrEP established [14-18], the current challenge with PrEP is how best it can be implemented in key populations. The use of PrEP to prevent HIV has been recommended in the Thai national guidelines since 2014 [19], initially available as a fee-based PrEP the same year and also the following year through PrEP demonstration projects in 2015. The Princess PrEP Project, a key population-led PrEP service delivered to MSM and TGW by lay providers, was launched in 2016, contributing to 60% of all national PrEP uptakes [20,21]. PrEP2start was then launched by the Thai Ministry of Public Health in 2017, a nationwide scale-up initiative to increase accessibility to PrEP for key populations, including TGW and MSM [22]. Most recently, in 2019, PrEP became available under Thailand’s Universal Health Coverage Scheme [21].

Given that PrEP efficacy is highly reliant on adherence [23], strategies to support adherence, encompassing those from biological, psychological, and social fronts, are key to its effectiveness at the public health level [24-27]. PrEP adherence in adolescents is known to be a challenge with adherence observed at 28% to 48% after 6 months of use, and it has been acknowledged that tailored approaches for this key population are needed to deliver effective prevention programs [25-28].

mHealth has been implemented in managing various health behaviors in adolescents, including sexual health promotion, disease prevention, antiretroviral adherence in HIV, and emotional health support, and outcomes have been promising [29,30]. A pilot mHealth study, iText, to support PrEP adherence motivation using weekly SMS text or email support messaging, found that it was acceptable, particularly among young participants, and demonstrated a 50% to 77% reduction in missed PrEP dosing with its use [31]. There is currently a lack of data evaluating eHealth service delivery strategies from low- to middle-income countries to support HIV prevention efforts [1,30,32]. Mobile phone health apps that use bidirectional interactions and are designed based on behavioral theories have been found to be more effective in influencing health behaviors than those that send unidirectional messages [2]. A frequently used theory in mobile app design is the information–motivation–behavioral (IMB) skills model that asserts that initiation and maintenance of health-promoting behaviors come about as a result of a combination of health-related IMB skills [2,33].

**Objectives**

Our aim in this study is to investigate participant engagement and the impact on PrEP adherence of the Project Raincoat mobile phone app, which was based on the IMB skills model developed to support PrEP adherence among YMSM and YTGW at risk of HIV acquisition, in the context of an adolescent-friendly clinic providing bidirectional web-based communications in Thailand. The primary results of this trial showed no difference in measured PrEP adherence between arms that received the app and those that did not; approximately 50% of all PrEP users achieved protective drug levels and no seroconversions were observed [33].
Methods

Overview and Ethical Considerations

This was a prospective randomized controlled trial of oral daily PrEP in youth at risk of HIV acquisition in Bangkok, Thailand [34]. Adolescents aged 15-19 years, assigned male gender at birth, and self-defining as MSM or TGW with HIV risk acquisition behaviors, defined as having >1 sex partner and inconsistent or no condom use in the preceding 6 months were included in this study. Participants could be new, current, or former PrEP users. They were randomized (1:1) to receive oral daily tenofovir-disoproxil fumarate/emtricitabine provided by either youth-friendly services (YFS) only or YFS plus the use of the Raincoat app (YFS+APP).

This study was conducted in two different settings: (1) medical center–based facilities at the Thai Red Cross AIDS Research Center (TRCARC), the largest voluntary HIV testing center of Thailand, and the King Chulalongkorn Memorial Hospital, a major teaching hospital in Bangkok and (2) key population-led community-based drop-in centers operating as satellite sites of TRCARC, namely, the Rainbow Sky Association of Thailand (RSAT) and Service Workers In Group (SWING), both located in Bangkok, Thailand.

Care at the 2 different medical center–based facilities was performed by the same team that moved between the 2 locations and tended to receive clients slightly more medically informed than those in the community-based drop-in centers. RSAT, owing to its proximity to universities and nearby student accommodation, received proportionally more cases than SWING; however, staff at both RSAT and SWING delivered similar care, with both teams receiving training from TRCARC and our study team on standard operating procedures.

The institutional review board approval was granted by the Faculty of Medicine, Chulalongkorn University (number 1091/2017), with a waiver for parental consent. This study was registered with ClinicalTrials.gov (NCT03778892).

Youth-Friendly Services

YFS included the following: (1) monthly engagement via either in-person clinic visits (months 1, 3, and 6) or telephone calls (months 2, 4, and 5) and (2) access to counselors and site staff outside scheduled visits through web-based messaging or telephone calls with responses provided within 24 hours. Clinic visits were available during weekdays and Saturday mornings to accommodate adolescent lifestyles.

Mmotivational interviewing focused on HIV risk reduction and empowerment on using available HIV prevention methods was used by counselors during all interactions with clients [35,36].

Mobile Phone App Development and Use

The Raincoat mobile app was developed in conjunction with Focal Intelligence Co. Ltd. and designed using the IMB skills model guided by input from two adolescent focus group discussions (FGDs), one with 3 MSM and one with 3 TGW, all aged between 15 and 19 years [37,38]. Discussions were conducted using a semi-structured interview guide with topics on desirable app functions, aesthetic preferences, potential barriers, and motivators for use. Key themes and subthemes were identified from content analysis, which then informed app design. The app prototype was tested with staff providing HIV prevention care to clients at all study sites (2 from each site, totaling 8 usability testers) whose feedback was used to inform the final app design.

The final app designed had three main features, which we refer to as the 3Rs: risk assessment, reminders, and rewards. The former addresses the information component of the IMB model, and the latter two address the motivation component, with further explanation as follows: (1) risk: self-assessment of HIV acquisition risk with a once-weekly data input portal on the number of sex acts, sex partners, PrEP pills taken, and condom use, which was then used to calculate a feedback HIV risk level of low, medium, high, and very high; (2) reminders: in-built alarms for taking PrEP and HIV risk self-assessment using default set messages that were customizable; and (3) rewards: points were rewarded in real time for data input (maximum reward of 21 points per week) as well as to responding to staff follow-up calls (5 points each), attendance of clinic visits (10 points each), and negative anti-HIV test results (50 points each). Points rewarded were part of the intervention and were available to the YFS+APP arm only. Points were exchangeable for cash, with redemption being available at every 100 points if redeemed before the end of the study. Moreover, 100 points were exchangeable for 100 (US $3) at month 3 or month 6 clinic visits. A maximum of 719 points could be accumulated when using the app for 6 months.

The app was available only on the Android operating system. Android mobile phones were available for loans to those using other operating systems. Participants were free to log in to the app at any time. Staff provided guidance at their enrollment visit on how to load the app and introduced its functions. Participants required an email for initial registration and were asked to create their own usernames and passwords. Usernames and passwords were required for each log-in to ensure confidentiality. If participants had any issues using the app, they were free to contact the staff to resolve them. Customizable medication reminder messages could be created and changed at any time. The app was accessible offline for all features apart from the self-risk assessment feature, which could only be used with internet connectivity.

Mobile App Users—Exit Interviews

To solicit the attitudes of users toward the app, exit interviews were conducted using open-ended questions. Using convenience sampling, we interviewed a selection of participants who had (1) never logged in to the app, (2) used the app infrequently (defined as performance of log-in and risk assessment [LRA] of 1-9 times throughout the trial), and (3) been frequent users (defined as LRA≥10 times throughout the trial), with at least 10% of the total interviewees sampled from each group. Interview topics included facilitators and barriers to app use, valuable features of the app, reasons for nonuse, and general suggestions for improvement.

Study Procedures and Follow-up of PrEP Services

Follow-up clinic visits occurred at months 1, 3, and 6, and telephone contact was made at months 2, 4, and 5. Risk
behaviors and risk perception surveys were conducted for each monthly contact.

Substance use information was collected from self-reported surveys completed by participants privately via an electronic form consisting of alcohol, sildenafil citrate, and other recreational drugs (eg, amphetamines, methamphetamines, ketamine, poppers [volatile alkyl nitrates], and marijuana). HIV blood testing was performed at baseline and at months 1, 3, and 6.

**Biological Measurement of PrEP Adherence**

Dried blood spots (DBSs) were collected for quantification of tenofovir diphosphate (TFV-DP) concentrations at months 3 and 6 of follow-up. Whole blood samples were collected on Whatman Protein Saver 903 cards. DBSs were stored at −70 °C until analysis. TFV-DP was analyzed by liquid chromatography mass spectrometry. The TFV-DP calibration curve range was 200-10,000 fmol/3 mm punch [23,39] performed at the Program for HIV Prevention and Treatment Research Institute for Sustainable Development Pharmacology Laboratory at the Faculty of Associated Medical Sciences, Chiang Mai University. Details of the study methods have been previously published [34].

**Statistical Analysis**

Data on app use were downloaded for analysis after 6 months of follow-up. App paradata collected included first and last log-in dates, number of times logged in, number of LRAs, use of reminder messages, use of the medication alarm function, and total points accumulated.

The number of LRAs was used as an independent variable to assess user engagement with the app. TFV-DP DBS concentrations were used to evaluate PrEP adherence, with TFV-DP levels ≥700 fmol/punch considered good adherence (equivalent to ≥4 tablets/week) [23].

Continuous variables were presented as means with SDs or medians with IQRs, and categorical variables with absolute numbers and percentages. The chi-square test, Z test, Fisher exact test, odds ratios, and 95% CIs were used for group comparisons and associations as appropriate. Stata/SE (version 13.0; StataCorp) was used for quantitative data analyses.

**Results**

**Overview**

Details of baseline characteristics and comparisons between the control arm (YFS) and the intervention arm (YFS+APP) have previously been published [34]. In brief, between March 2018 and June 2019, 200 HIV-negative participants were enrolled, 100 received YFS and 100 YFS+APP. The median age at enrollment was 18 (IQR 17-19) years, with 73.5% (147/200) self-defining as YMSM and 26.5% (53/200) as YTGW. Participants were enrolled and followed-up at medical center–based facilities (135/200, 67.5%) or community-based drop-in centers (65/200, 32.5%). Baseline characteristics between the YFS and YFS+APP arms were similar except for self-reported substance use in the preceding 3 months, which was higher in the YFS+APP arm, 18% (18/100), than in the YFS arm, 8% (8/100; *P*=.04) [34]. Of the 143 adolescents reporting sexual activity in the past month, 94 (65.7%) reported inconsistent condom use. Of the 200 participants, 187 (93.5%) rated themselves as having a low risk of HIV acquisition. There were no significant differences in PrEP adherence between the YFS and YFS+APP arms. PrEP adherence was 51% (40/79) in the YFS arm and 54% (44/81) in the YFS+APP arm (*P*=.64) at month 3 and was 44% (30/68) in the YFS arm and 49% (36/73) in the YFS+APP arm (*P*=.54) at month 6, further details of which have previously been published [34].

**Risk Assessments**

Of the 100 participants randomized to receive YFS+APP, 87 (87%) used LRA at least once during the follow-up period. Of these 87 app users, 55 (63%) used their own phones, and the remaining used loaned Android operating system phones. Of the 13 participants who never logged into the app, 10 (77%) used their own phones and 3 (23%) used loaned phones. Among the app users, the median (IQR) duration between the first and last LRA was 3.5 (1.6-5.6) months, with a median LRA frequency of 6 (IQR 2-10). There was no difference in median LRA frequency between participants who used their phones and those who used loaned phones (*P*=.21). The percentage of participants who used LRA declined over time, that is, 77%, 52%, and 28% at 2, 6, and 12 weeks after enrollment, respectively (Figure 1).

Of the 87 app users, 65 (76%) were infrequent users (LRA<10). Associations of LRA frequency and baseline characteristics among app users were assessed, and only gender identity was significantly associated with LRA, with YMSM 9.3 times (95% CI 1.2-74.3; *P*=.04) more likely to be frequent users than YTGW, but with a very wide CI (Table 1).

Associations between LRA frequency and PrEP adherence determined by TFV-DP DBS levels at months 3 and 6 are shown in Table 2.
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Figure 1. Percentage of participants who logged in and performed risk assessments by week after enrollment (N=87).

Table 1. Baseline characteristics of participants in the YFS+APP\(^a\) arm who logged in to the mobile phone app and performed risk assessment (LRA\(^b\)) at least once during the trial follow-up period and associations with LRA.

<table>
<thead>
<tr>
<th>Gender identity</th>
<th>Total (n=87), n (%)</th>
<th>LRA≥10 times, n (% by characteristics)</th>
<th>OR(^c) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSM(^d)</td>
<td>66 (75)</td>
<td>21 (31.8)</td>
<td>9.3 (1.2-74.3)</td>
<td>.04</td>
</tr>
<tr>
<td>TGW(^e)</td>
<td>21 (24)</td>
<td>1 (4.8)</td>
<td>1</td>
<td>N/A(^f)</td>
</tr>
</tbody>
</table>

Age at enrollment (years)

<table>
<thead>
<tr>
<th>Age</th>
<th>Total (n=87), n (%)</th>
<th>LRA≥10 times, n (% by characteristics)</th>
<th>OR(^c) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>15-17</td>
<td>29 (33)</td>
<td>6 (20.7)</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>18-19</td>
<td>58 (66)</td>
<td>16 (27.6)</td>
<td>1.5 (0.5-4.2)</td>
<td>.49</td>
</tr>
</tbody>
</table>

Number of sex partner or partners in the last month

<table>
<thead>
<tr>
<th>Number of partners</th>
<th>Total (n=87), n (%)</th>
<th>LRA≥10 times, n (% by characteristics)</th>
<th>OR(^c) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>25 (28)</td>
<td>8 (32)</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>38 (43)</td>
<td>12 (31.5)</td>
<td>1.0 (0.3-2.9)</td>
<td>.97</td>
</tr>
<tr>
<td>≥2</td>
<td>24 (27)</td>
<td>2 (8.3)</td>
<td>0.2 (0.0-1.0)</td>
<td>.05</td>
</tr>
</tbody>
</table>

Condom use in the past month among participants reporting sexual activity (n=62)

<table>
<thead>
<tr>
<th>Condom use</th>
<th>Total (n=62), n (%)</th>
<th>LRA≥10 times, n (% by characteristics)</th>
<th>OR(^c) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>18 (29)</td>
<td>4 (22.2)</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>&lt;100</td>
<td>44 (71)</td>
<td>10 (22.7)</td>
<td>1.0 (0.3-3.8)</td>
<td>.97</td>
</tr>
</tbody>
</table>

Recreational substance use in the past 3 months (n=62)

<table>
<thead>
<tr>
<th>Substance use</th>
<th>Total (n=62), n (%)</th>
<th>LRA≥10 times, n (% by characteristics)</th>
<th>OR(^c) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>70 (80)</td>
<td>19 (27.1)</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>17 (19)</td>
<td>3 (17.6)</td>
<td>0.6 (0.2-2.2)</td>
<td>.42</td>
</tr>
</tbody>
</table>

Self-perceived risk (n=62)

<table>
<thead>
<tr>
<th>Self-perceived risk</th>
<th>Total (n=62), n (%)</th>
<th>LRA≥10 times, n (% by characteristics)</th>
<th>OR(^c) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low or moderate risk</td>
<td>52 (59)</td>
<td>16 (30.8)</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>High risk</td>
<td>35 (40)</td>
<td>6 (17.1)</td>
<td>0.5 (0.2-1.34)</td>
<td>.16</td>
</tr>
</tbody>
</table>

\(^a\)YFS+APP: youth-focused strategies plus mobile phone app.
\(^b\)LRA: log-in and risk assessment.
\(^c\)OR: odds ratio.
\(^d\)MSM: men who have sex with men.
\(^e\)TGW: transgender women.
\(^f\)N/A: not applicable (reference).
The overall percentage of PrEP adherence was higher in frequent app users than in infrequent app users and the YFS arm, but this did not reach statistical significance. At month 6, the proportion of participants who achieved TFV-DP ≥700 fmol/punch was 59% (13/22), 44% (30/68) among frequent app users, 45% (21/47) for infrequent users, and 44% (30/68) in the YFS arm (P=.47).

Exit Interview Findings

A total of 23 adolescents in the YFS+APP arm participated in exit interviews, of which 18 (78%) were YMSM and 20 (87%) were active PrEP users who achieved TFV-DP ≥700 fmol/punch was 59% (13/22), 44% (30/68) among frequent app users, 45% (21/47) for infrequent users, and 44% (30/68) in the YFS arm (P=.47).

Table 2. Associations of Raincoat mobile phone app use and HIV PrEP adherence (tenofovir diphosphate level ≥700 fmol/punch) at months 3 and 6.

<table>
<thead>
<tr>
<th>App users</th>
<th>PrEP adherent, n (%; 95% CI)</th>
<th>Unadjusted</th>
<th>Adjusted a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Odds ratio (95% CI)</td>
<td>P value</td>
<td>Odds ratio (95% CI)</td>
</tr>
<tr>
<td>At 3 months</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YFS d only (n=79)</td>
<td>40 (50; 39.6-61.6)</td>
<td>1.0</td>
<td>N/A c</td>
</tr>
<tr>
<td>YFS and infrequent app use (n=53)</td>
<td>29 (55; 41.3-68.1)</td>
<td>1.8 (0.6-2.4)</td>
<td>.64</td>
</tr>
<tr>
<td>YFS and frequent app use (n=21)</td>
<td>14 (67; 46.5-86.8)</td>
<td>2.0 (0.7-5.4)</td>
<td>.19</td>
</tr>
<tr>
<td>At 6 months</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YFS only (n=68)</td>
<td>30 (44; 32.3-55.9)</td>
<td>1.0</td>
<td>N/A</td>
</tr>
<tr>
<td>YFS and infrequent app use (n=47)</td>
<td>21 (45; 30.5-58.9)</td>
<td>1.0 (0.5-2.2)</td>
<td>.95</td>
</tr>
<tr>
<td>YFS and frequent app use (n=22)</td>
<td>13 (59; 38.5-79.6)</td>
<td>1.8 (0.7-4.8)</td>
<td>.22</td>
</tr>
</tbody>
</table>

aPrEP: pre-exposure prophylaxis.

bAdjusted by gender identity (men who have sex with men vs transgender women), age at enrollment (15-17 vs 18-19) (years), number of sex in the past month at enrollment interviewed (0 vs 1 and ≥2), and self-perceived HIV acquisition risk at enrollment.

cUnadjusted odds ratio (95% CI) of adjusted variables in footnote a, as previously published [34].

dYFS: youth-friendly services.

Interviewees emphasized that for an app to be desirable for adolescents, it would need to be easy to use, feature attractive aesthetic features such as customizable color schemes and customizable avatars, and also provide the opportunity to interact with others. Privacy was also another major concern, and passcode protection and discreet branding of the app were also important. Although many participants expressed a desire for the app to have more information owing to its convenience and credibility, some felt that searching for information themselves on the web was easier and also provided the most up-to-date information. The app also needed to be competitive with other available apps, both health-related and nonhealth-related, in the market.

Rewards for Taking PrEP and Visit Reminders

Of the 87 app users, 45 (52%) used PrEP reminders and 34 (39%) clinic appointment reminders. Of the 45 participants who used PrEP reminders, 8 (18%) customized their reminder messages. Proportions of PrEP adherence observed between those who used and did not use the PrEP reminder function did not differ at month 3 (50% vs 68%; P=.13) or month 6 (50% vs 53%; P=.82).

Of the 20 app user exit interviewees, 15 (75%) reported using the PrEP reminder feature, and of the 15 reminder users, 8 (53%) liked the function because it helped them take PrEP on time. Moreover, 1 participant viewed this function as the most important feature of the app. Some interviewees who stopped using this function said they switched to using their phone alarm as it was more convenient, particularly in those using a borrowed study phone, as sometimes the app alarm did not go off as set.

Rewards and Redemption

Of the 87 app users, 51 (59%) accumulated sufficient points for cash redemption (range 100-504 points). Among the users, 49% (43/87) earned 100 to 199 points, 33% (29/87) earned 200 to...
299 points, 16% (14/87) earned 300 to 399 points, and 2% (2/87) earned ≥400 points.

For redeeming prizes, exit interviewees, with 65% (13/20) of them having had participated in cash redemption, wanted the entire process to be automated (although accumulated points were visible in the app, redemption had to be done manually at clinic visits by study staff). The cash rewards used in this app were liked by 25% (5/20) of the app users, but many felt there was a need to increase variation in rewards with additional gimmicks, such as exchange of points for other prizes such as movie tickets and food vouchers. More importantly, to motivate the use of the app, the timing of reward redemption they felt should be earlier than at the 3- and 6-month clinic visits in this study.

### Engagement With Site Staff Outside Monthly Clinic or Phone Call Visits

There were 578 interactions between study staff and 140 participants, with a median (IQR) of 4 (3-5) times per person. Engagement with staff was similar between the YFS (67/100, 67%) and YFS+APP (73/100, 73%) arms. Of the 578 interactions, 299 (51.7%) were initiated by clients. The median (IQR) time to first contact after enrollment was 6 (3-13) weeks. The topics of interactions included making appointments (128/299, 42.8%), relationships and personal issues (70/299, 23.4%), PrEP inquiries (54/299, 18.1%), HIV risk (29/299, 9.7%), and sexually transmitted disease diagnosis and management (18/299, 6%; Table 3).

Regarding what service aspects would keep them coming back, many felt this ultimately came down to staff being friendly, open, approachable, reliable, understanding, and holistic in their care.

### Discussion

#### Principal Findings

This randomized controlled study examined how a smartphone PrEP adherence support app used among adolescents in Thailand affected PrEP adherence and observed higher proportions of PrEP adherence among frequent app users than among infrequent users and the YFS arm at both months 3 and 6, although this did not reach statistical significance. To our knowledge, this study is one of the few studies that address key populations where a dearth of information exists in both young adolescents and low- and middle-income settings to inform future policy and practices in such settings [2,30,40]. Although some degree of success in using telehealth at public health levels in Thailand has been seen in some studies in Thailand, including the use of mobile phone SMS text messaging to support PrEP adherence [41], telephone-based drug adherence support for tuberculosis [42], web-based recruitment and linkage to home-based HIV testing [43], the use of mHealth technologies in HIV prevention efforts in Thailand and the Asia Pacific region is in its early stages, and few publications beyond preimplementation studies exist regarding mobile phone app implementation and effectiveness in risk behavior modification.

The app produced and used in this trial was based on a behavioral change theory, IMB, where information provided on risk with self-assessments and motivation with reminders with medication alarms and point rewards.

#### Risk Assessment

Of the 87 participants, 22 (25%) were classified as frequent users, reflecting that app use was short-term in most users, which is consistent with a previous observation that 33% of users stop using their device in <6 months and 39% of commercial health apps were used ≤10 times before use was discontinued [44]. The lack of additional PrEP adherence benefit seen with mobile phone app use in this trial may have been due to dilution by the large proportion of infrequent app users and nonapp users in those randomized to use it. Given that it is known that, globally, mobile app retention, defined as the use of an app in the preceding 7 days, is only approximately 15%, the challenge of measuring real-world mobile phone app effectiveness could be addressed with larger trials to establish whether this short duration of use is sufficient to elicit behavioral change or whether strategies are needed to encourage longer use to enable behavioral change [45]. It is also important to consider whether app use is able to elicit behavioral change, specifically by what mechanism, which could be done by isolation and testing of

### Table 3. Topics of inquiry initiated by participants to site staff during 6 months of follow-up.

<table>
<thead>
<tr>
<th>Contact topics</th>
<th>Participants initiating contact (n=140b), n (%)</th>
<th>Contacts (n=299), n (%)</th>
<th>YFS (n=149), n (%)</th>
<th>YFS+APP (n=150), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinic appointments</td>
<td>90 (64.3)</td>
<td>128 (42.8)</td>
<td>64 (43)</td>
<td>64 (42.7)</td>
<td>.96</td>
</tr>
<tr>
<td>Relationships and personal issues</td>
<td>62 (37.1)</td>
<td>70 (23.4)</td>
<td>28 (18.8)</td>
<td>42 (28)</td>
<td>.06</td>
</tr>
<tr>
<td>HIV PrEPd</td>
<td>44 (31.4)</td>
<td>54 (18.1)</td>
<td>34 (22.8)</td>
<td>20 (13.3)</td>
<td>.03</td>
</tr>
<tr>
<td>HIV risk acquisition</td>
<td>26 (18.6)</td>
<td>29 (9.7)</td>
<td>14 (9.4)</td>
<td>15 (10)</td>
<td>.86</td>
</tr>
<tr>
<td>Sexually transmitted diseases</td>
<td>11 (7.8)</td>
<td>18 (6)</td>
<td>9 (6)</td>
<td>9 (6)</td>
<td>.99</td>
</tr>
</tbody>
</table>

aTotal number of participants initiating contact.
bSome participants inquired more than once on >1 topic.
cYFS: youth-friendly services.
dYFS+APP: youth-friendly services plus mobile phone app.
individual components to allow future innovations to build upon in developing effective strategies, currently a research gap in mHealth technologies [32,44,46]. Improvement of aesthetics and ensuring features were customizable, having more options for cash reward exchanges, having more social interaction, and more health information were also major themes that arose in the exit interviews as areas in which users felt the app could be improved to increase user engagement. This is consistent with a previous review of mobile phone app use in HIV prevention that app inclusiveness and interactivity are more likely to attract and retain users as well as elicit behavioral change [45].

Individuals may have felt no need to continue performing self-risk assessments if they intended to continue the same preventive measures. Those who continued with LRA may have been those who had fluctuations in sexual HIV risk behaviors, the worried well, or point reward collectors. Many exit interviewees said that the action of assessment was a reminder to consider self-risk, which in turn influenced planned health behaviors. We feel this self-acknowledgment of one’s true risk level was supported by the app, which enabled privacy and discrete assessment and bypassed the need for human interaction and potential judgmental attitudes faced in making this assessment. In addition, users were able to try inputting data relevant to different scenarios, as it was possible to repeat assessments in planning upcoming sexual encounters. We think that the large drop-off of users toward the end of the trial is reflective of findings from previous studies that apps are mainly effective in those who are already motivated but are less effective at supporting user capabilities and maintaining behavioral changes [46].

On the basis of the exit interview findings, the Raincoat app was found to be easy to use. App design allowing ease of utility clearly influenced how likely participants would use the app. This observation is in keeping with previous studies that found simple interfaces may reduce the time participants need to spend on the app and therefore improve retention [30].

Reminders

Over half of the app users used their PrEP reminder function. Our exit interviews found that many users felt that the function was very useful for supporting PrEP adherence. Tailored, short pieces of information on self-risk fed back at weekly intervals used in this trial has been reported to be the preferred mode of messaging in other studies compared with general health information [46]. However, in this study, no association was observed between medication alarm use and PrEP adherence, suggesting that this feature alone may not support PrEP adherence for all users. Furthermore, given that only 18% (8/45) of participants customized their reminder message function, it could be argued that this is a nonessential feature for future versions. All those interviewed said that the alarm function did not always work in this trial was a barrier to their engagement with it. This study highlighted the implementation of mHealth technologies, particularly in low- and middle-income settings. Plans and budget allocations must be made for the technical maintenance of their functionality to ensure engagement and maximum benefit of use over time. It should also be noted that some participants switched to using their own phone alarm for medication reminders, suggesting that the alarm function may not be an essential in-app feature for adolescents, particularly in resource-limited settings.

Rewards and Redemption

In this study, we observed that cash rewards may not be sufficient on their own to influence health behaviors, which is consistent with a previous review that suggested, at best, conditional economic incentives can be a valuable part of but cannot replace other HIV prevention approaches and, importantly, need to be adapted to specific contexts and populations for maximal success [47]. This would need to be carefully experimentally isolated to explore this possibility further [48].

Engagement With Site Staff

Engagement in this study at monthly scheduled visits or phone calls plus optional additional staff consultation producing a 73% retention rate may have reduced the impact of receiving the app intervention seen, given that it is known that 2-way interaction between providers and clients is known to improve medication adherence [2]. Appointment-related queries made up nearly half of all contact topics in both study arms and accounted for 64.3% (90/140) of all participants who initiated contact. This strongly suggests that an automated system in the app to book and confirm appointments would improve convenience for both service users and providers. Relationships and personal issues and PrEP-related queries also made up approximately one-fifth each of queries to staff, suggesting that specific in-app information provision and staff training on these issues may benefit service users. These data highlight the unique considerations to be made in adolescent and young adult HIV prevention service provision to address developmental needs to support their decision-making, establishment of identity, interpersonal challenges, and mental health issues commonly seen at this stage of life [27].

Types of Clinic Settings or Services

Although the intervention of interest was a mobile phone app, it must be acknowledged that the contexts in which this study occurred were medical center–based facilities with HIV expertise or community-based organizations (CBOs), both of which are unique to general PrEP provision services available in Thailand. All the locations used in this study have study staff with training on the same basis to deliver the intervention and a focus of work on HIV prevention and client-centered care, with medical center–based facilities having the strength of delivering the intervention directly and CBOs having the advantage of key population-led care, which, as has been seen in other studies, supported PrEP adherence and retention in services well [20,49]. It is possible that such differences could have acted as effect modifiers in the interventions studied. General PrEP services in Thailand are delivered at medical center–based facilities with a larger variety of health issues and have a larger volume of service users, making holistic health care much more challenging to deliver. Medical centers and CBOs may draw different types of populations, and with randomization, the characteristics are balanced between the 2
arms. The heterogeneity of the sample makes the generalizability of the study results to broader populations.

It is also recognized that mHealth has greatly facilitated the maintenance of some health care delivery services in the last year during the COVID-19 pandemic [50-53]. Evidence suggests that HIV at-risk populations globally, including YMSM and YTGW, have faced considerable health care access disruptions and urgent development and implementation of telehealth as part of efforts to minimize such disruptions, in addition to other policy level initiatives, will minimize associated care disruption-related HIV morbidity and mortality [54,55]. The largest PrEP provider of Thailand, the Princess PrEP Program, has recognized since its initiation in 2016 that service users require adherence and retention support, particularly in TGW, which could be supported using mHealth technologies [21].

Limitations

Although the original design of this study was fully powered to compare those who received YFS versus YFS+APP, as a significant proportion of study participants infrequently used the app, it became necessary for the final analysis to stratify outcome groups into frequent users (LRA10) and infrequent users (LRA<10). The actual analysis was therefore not fully powered; thus, results from this study should be viewed as preliminary as part of a pilot randomized control trial. Another limitation of this study was that the app used for the intervention in this study was based on just 2 FGDs, which may have provided an inadequate range of views in the design of the app. In addition, the protocol of this study was designed to describe the natural history of app use without any formal encouragement from the study team. App paradata were therefore collated at the end of study for this analysis. However, another possible policy that could have been taken was to continually look at app use and discuss app use obstacles at each contact to rapidly assess and address functionality problems and also to collect design issues real time when these issues are fresh in the minds of the users and more likely to be recalled more clearly. In addition, given that the efficacy of mobile technologies is also linked to literacy and the performance of this study in a large city, findings from it may not apply to a more rural area where access to mobile technologies and literacy may be more challenging and less benefit gained from such a form of service provision enhancement, a limitation of mHealth seen previously [44]. Only a total of 6 interviewees participated in FGDs that informed the design of this app, which may have affected the generalizability of the preference representation drawn from this sample of adolescents. The sampling frame used for exit interviews in this study was also biased toward those who were classified as frequent users of the app, which may have led to findings being more biased toward favoring app functions. Given no differences were seen between arms, interviews with control arm participants could have been done to provide further information on possible reasons for this. Interviews in this study were conducted for quite a long time after study completion in most cases, which may have led to limited data quality owing to implications on participant recall. The small sample size of this study also limits the generalizability of the conclusions drawn from this study, and it is possible that the intervention was not efficacious or the sample size was too small to see any effect present.

Conclusions

Using a target population-informed design for a mobile phone app supporting PrEP adherence in an adolescent PrEP implementation study, we observed higher rates of PrEP adherence among those who frequently used the app, although the difference was not statistically significant. App use dropped by 50% by week 6, suggesting its possible usefulness in establishing habits but not for long-term adherence maintenance. Further studies on specific mechanisms in which mobile apps are effective in influencing health behaviors are needed to inform future mHealth scale-up operations, particularly in low- and middle-income settings with limited staff service capacity. mHealth development and implementation will ultimately benefit health access and delivery for HIV prevention services beyond its current apps in the current COVID-19 pandemic.
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Abstract

Background: Rheumatoid arthritis (RA) is a prevalent autoimmune disease that usually involves problems of the hand or wrist. Current evidence recommends a multimodal therapy including exercise, self-management, and educational strategies. To date, the efficacy of this approach, as delivered using a smartphone app, has been scarcely investigated.

Objective: This study aims to assess the short- and medium-term efficacy of a digital app (CareHand) that includes a tailored home exercise program, together with educational and self-management recommendations, compared with usual care, for people with RA of the hands.

Methods: A single-blinded randomized controlled trial was conducted between March 2020 and February 2021, including 36 participants with RA of the hands (women: 22/36, 61%) from 2 community health care centers. Participants were allocated to use the CareHand app, consisting of tailored exercise programs, and self-management and monitoring tools or to a control group that received a written home exercise routine and recommendations, as per the usual protocol provided at primary care settings. Both interventions lasted for 3 months (4 times a week). The primary outcome was hand function, assessed using the Michigan Hand Outcome Questionnaire (MHQ). Secondary measures included pain and stiffness intensity (visual analog scale), grip strength (dynamometer), pinch strength (pinch gauge), and upper limb function (shortened version of the Disabilities of the Arm, Shoulder, and Hand questionnaire). All measures were collected at baseline and at a 3-month follow-up. Furthermore, the MHQ and self-reported stiffness were assessed 6 months after baseline, whereas pain intensity and scores on the shortened version of the Disabilities of the Arm, Shoulder, and Hand questionnaire were collected at the 1-, 3-, and 6-month follow-ups.

Results: In total, 30 individuals, corresponding to 58 hands (CareHand group: 26/58, 45%; control group: 32/58, 55%), were included in the analysis; 53% (19/36) of the participants received disease-modifying antirheumatic drug treatment. The ANOVA demonstrated a significant time×group effect for the total score of the MHQ (F1,62,85.67=9.163; P<.001; η²=0.15) and for several of its subscales: overall hand function, work performance, pain, and satisfaction (all P<.05), with mean differences between groups for the total score of 16.86 points (95% CI 8.70-25.03) at 3 months and 17.21 points (95% CI 4.78-29.63) at 6 months. No time×group interaction was observed for the secondary measures (all P>.05).

Conclusions: Adults with RA of the hands who used the CareHand app reported better results in the short and medium term for overall hand function, work performance, pain, and satisfaction, compared with usual care. The findings of this study suggest
that the CareHand app is a promising tool for delivering exercise therapy and self-management recommendations to this population. Results must be interpreted with caution because of the lack of efficacy of the secondary outcomes.

**Trial Registration:** ClinicalTrials.gov NCT04263974; https://clinicaltrials.gov/ct2/show/NCT04263974

**International Registered Report Identifier (IRRID):** RR2-10.1186/s13063-020-04713-4

*(JMIR Mhealth Uhealth 2022;10(4):e35462) doi:10.2196/35462*
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**Introduction**

**Background**

Rheumatoid arthritis (RA) is one of the most frequent systemic autoimmune diseases globally (approximately 1% of the population worldwide), with a higher prevalence in women [1]. In Spain, up to 430,000 adults aged >20 years have been estimated to have this disease [2]. RA results in tissue damage and chronic inflammation [3], especially in the small synovial joints of the hands and wrists [4]. Clinical presentation often involves musculoskeletal deficits; for example, hand deformities, pain, and reduced grip strength (GS) and pinch strength [5], which lead to functional and social limitations [6], along with a decline in work ability, productivity losses [7], and worse quality of life [8]. Together, these factors cause a substantial socioeconomic burden [9].

Pharmacological management of RA with disease-modifying antirheumatic drugs (DMARDs) and nonsteroidal anti-inflammatory drugs can help decrease RA-related symptoms and progression [8], although it may also induce serious adverse events [8] and largely increase health care costs [10]. Therefore, beneficial, safe, and cost-effective interventions must be implemented and prioritized in daily settings. As such, exercise therapy, supervised or at home, has been proposed as a suitable first-line approach for people with RA [10-12]. The current literature suggests, with inconclusive evidence [11], that exercise training programs for RA of the hands may improve the range of movement [13] and hand and upper limb functions [14,15]. In addition, they can reduce muscle weakness [16], pain intensity [17], and disease flare-ups [18] and eventually enhance the effects of DMARDs [15].

Long-term adherence to treatment is challenging and typically low in patients with RA [19]. This increases the risk of higher disability [20] and compromises the efficacy of the therapy [21]. Implementing strategies to solve this issue appears to be essential [11]. Several recommendations have been made, including an exercise diary to foster self-management and monitor treatment progression; for example, dose and intensity of exercises, establishing realistic therapy goals, a verbal or written commitment from the patient [12], providing information and education about the disease [12,19], and maintaining regular email or telephone contact [22], among others.

Mobile apps are the most effective eHealth modalities for reducing pain interference in chronic pain conditions [25]. Similarly, telehealth exercise programs have been shown to be an alternative to treat pain, physical function, and quality of life in people with physical disabilities [26,27]. Recent literature concludes that feedback-guided exercises delivered with a tablet increase function after carpal tunnel release [28] and hasten return to work in individuals with wrist, hand, or finger injuries [29]. In adults with RA, digital interventions using smartphone apps are promising to support clinical care and empower self-management [30], although they may not be effective unless designed including evidence-based strategies to promote adherence [31]. Preliminary findings demonstrate that digital apps that encourage self-management and allow for self-monitoring of the condition can improve health outcomes in patients with RA of the hands [32,33].

The CareHand app (Healthinn) was designed and developed with input from users and under the supervision of experts to meet the latest scientific evidence and the needs of patients and professionals, which is uncommon in existing mobile health apps [34]. This app emerges as a solution for telerehabilitation of patients with rheumatic hands and includes strategies to foster active self-management routines and long-term adherence, but it needs to be evaluated in the clinical setting.

**Objectives**

This study aims to investigate the short- and medium-term effectiveness of a home therapeutic exercise program combined with general and self-management recommendations, as implemented with a mobile app (CareHand), compared with a usual care approach (exercise program and recommendations on a paper sheet) in people with RA of the hands. We hypothesized that hand function would improve more for participants who used the CareHand app.

**Methods**

**Study Design**

An experimental, longitudinal, parallel, controlled, and single-blinded randomized trial was conducted following the published protocol [35], prospectively registered at ClinicalTrials.gov (NCT04263974) and including an extended long-term follow-up of 6 months.

**Ethics Approval**

The research protocol complied with the ethical guidelines of the Declaration of Helsinki and was approved by the Research
Ethics Committee of the Virgen del Rocio and Virgen Macarena University Hospitals, Seville, Spain (code number PI_RH_2018).

Participants
Participants aged ≥18 years and with a medical diagnosis of RA of the hands, wrists, or fingers, based on the American College of Rheumatology guidelines [36], were selected through data available from the digital medical records at the Health Districts Northern Seville and Aljarafe, Andalusian Health Service, Seville, Spain. Eligible individuals were contacted via telephone and asked to participate.

To be included in the study, participants had to have a disease history lasting for at least two years [36], report current pain and disability in the hands or wrists [37], and possess a smartphone with internet access. Exclusion criteria were previous hand fracture or surgery [37], waiting for upper limb surgery [15], steroid injection in the month before recruitment [19], pregnancy [38], and diagnosis of cognitive problems that may preclude the completion of the study protocol [39].

Intervention Strategies
Participants in both groups were asked to perform their exercise intervention protocol at home 4 times a week for 3 months, with each training session programmed to last approximately 15 to 20 minutes. Several telephone follow-up calls were made during the trial to monitor adherence to the intervention and to solve eventual problems.

The control group underwent the conventional primary care approach of the public health system where the study was conducted. This consisted of providing a written exercise program and recommendations on a paper sheet, together with pictures and written explanations of upper limb strengthening and stretching exercises focusing on the hands, wrist, and finger joints.

Individuals in the CareHand group were asked to use the CareHand app. This digital solution has been developed under the guidance of health care professionals (physiotherapists and physicians) for its use on Android or iOS smartphones and comprises treatment and monitoring systems for the rehabilitation of people with rheumatic hands. The company responsible for the app has successfully implemented a tablet application (ReHand) for the treatment of traumatic injuries of the wrist, hand, and fingers [28,29], but no studies have investigated the efficacy of CareHand.

The training program of the app, based on clinical guidelines for exercise therapy in people with RA of the hands [38,40], was delivered with explanatory videos, including a warm-up routine, and mobility, stretching, and strengthening exercises (Figure 1). Users of the app had to report their pain intensity twice a day (before and after the exercise program) and respond to self-reported outcome questionnaires once a week. The load and intensity of the exercises were automatically adapted to each participant’s pain intensity [41-43] (Figure 2). The CareHand app includes an exercise diary with a graphical representation of the progress in the planned treatment protocol and the evolution of pain intensity. This diary helps to promote positive self-management routines, monitor long-term adherence, and collect patient feedback [12,38]. The app also provides advice on diet and rules for joint protection. Educational and self-management strategies to handle RA-related symptoms and improve function during activities of daily living (ADL), along with recommendations for regular physical activity, were also provided (Figure 2) [19,38]. The app recorded and sent adherence charts to a cloud database. The data were monitored by the team member in charge of the interventions to ensure proper compliance with treatment.

Figure 1. Exercise program of the CareHand app, including explanatory videos of mobility, strengthening, and stretching exercises.
Figure 2. Features of the CareHand app. (A) Self-monitoring for pain intensity, (B) graphical representation of patient progress and adherence to exercises, and (C) educational advices section with information about joint protection and general recommendations.

Enrollment
After contacted by telephone, those interested were scheduled for a face-to-face session at a community health center located at Camas or Sanlúcar la Mayor, Seville, Spain. During this session, a researcher (PRSL) assessed whether the individuals fulfilled the eligibility criteria. After agreeing to enroll, participants received further information about the trial and were asked to provide written informed consent. Then, clinical and demographic data were collected. After that, the participant was walked to a different room, and another assessor (LGLR, FJBG, or ABC), who was a general practitioner previously trained to evaluate the study measures, collected the outcomes at baseline: hand and upper limb function, self-reported pain intensity and stiffness, and GS and pinch strength. Following the baseline assessment, patients were randomly assigned to a study group using a random sequence in permuted blocks to allow a 1:1 distribution ratio. Sealed opaque envelopes were used to conceal intervention allocation. Participants were scheduled for a second appointment a week later, where the lead researcher (PRSL) explained the training protocol. This informative appointment was the starting session of the intervention.

Outcome Measurements

Overview
Different measures were used to evaluate the efficacy of the interventions, including the Michigan Hand Outcome Questionnaire (MHQ) [44] for hand function; a visual analog scale (VAS) for self-reported pain and morning stiffness intensity [45,46]; a hydraulic hand dynamometer for GS; a pinch gauge for pinch strength [47]; and the shortened version of the Disabilities of the Arm, Shoulder, and Hand questionnaire (QuickDASH) [48] to measure upper limb function.

Primary Outcome: Hand Function
The MHQ is an appropriate tool for individuals with chronic conditions of the hand. The questionnaire is divided into six subscales: function, ADL, work performance, pain, esthetic, and satisfaction [49]. Final scores ranged from 0 to 100, with higher values denoting better hand performance, except for pain [50]. The MHQ has shown high validity, reliability, and sensitivity in people with rheumatoid hands [44,50]. The Spanish version of the MHQ has good validity, reliability, and sensitivity to change [51]. This outcome was collected at baseline and at the 3- and 6-month follow-ups.

Secondary Outcomes
Participants reported their average pain and morning stiffness intensity in the previous week using a 11-point VAS. This measure shows good psychometric values when used to assess self-reported stiffness in patients with RA [45] and pain intensity in people with hand disorders [46]. Pain intensity was collected four times: at baseline and at the 1-, 3-, and 6-month follow-ups, whereas stiffness was collected at baseline and at the 3- and 6-month follow-ups.

A hand dynamometer (Saehan SH5001, Saehan Corp) was used, following the American Society of Hand Therapy statements, to evaluate GS [47]. Reporting GS is easy, quick, and reliable [52] and appears to be strongly related to the level of disability of rheumatic hands [53]. This procedure has demonstrated a great test-retest reliability; thus, measures were taken only once to avoid patient discomfort [54]. Maximum pain-free pinch force was assessed with a pinch gauge (13.5-kg mechanical pinch gauge, Baseline) [47], using a single measurement [55].
Pinch strength is inversely related to hand and upper limb function in patients with RA [56]. We collected GS and pinch strength data at baseline and at 3 months after the intervention.

Regarding upper limb function, the QuickDASH is a valid, reliable, easy to use, and widely used tool in patients with RA [5,48,57]. The questionnaire was completed at baseline and at the 1-, 3-, and 6-month follow-ups.

**Statistical Analysis**

The sample size was calculated to achieve clinically significant differences (<13 points) [58], with a medium effect size (0.06 ≤ η² ≤ 0.14), for the overall hand function of the MHQ in the comparison between groups after intervention. RA is a symmetrical disease that involves joints bilaterally in over 60% of patients, although symptoms may [4] differ between sides [4]. Therefore, although the protocol estimation was made in terms of participants [35], we decided to deviate from the initial protocol and report the sample size in terms of the number of hands treated to adhere to common clinical practice. For an 80% desired power, an α value of .05, a correlation among repeated measures of 0.5, and a within-group variance of 10, a total of 56 hands were needed to complete the study (G*Power software, version 3.1.9.7; Kiel University).

Intention-to-treat principles were considered for all statistical analyses, which were conducted using SPSS Statistics (version 26; IBM Corp) software. Data are reported as mean (SD or 95% CI) or as percentages. The Shapiro-Wilk test was used to evaluate the normal distribution of the study measures. Mean outcome differences after intervention were compared using repeated-measures ANOVA, with group (control vs CareHand) as the between-subjects factor and time (baseline and the first-, third-, and sixth-month follow-ups) as the within-subjects factor. When the assumption of sphericity was violated, the Greenhouse-Heisser correction was applied. Partial eta squared values estimate the effect size. Statistical significance was set at P<.05.

**Results**

**Flow of Participants**

Between March 2020 and February 2021, a total of 41 adults with unilateral or bilateral RA of the hand were recruited. In those with a bilateral condition, both hands were selected if the inclusion and exclusion criteria were fulfilled. Of all 74 rheumatic hands, 5 (7%) were excluded at baseline, with 69 (93%) hands eligible for the study. Moreover, of the 36 recruited participants, 6 (17%) dropped out after baseline. Finally, 30 (83%) adults, corresponding to 58 hands (n=58), were included for statistical analysis. The flowchart of the participants is shown in Figure 3.
**Participant Characteristics**

The baseline clinical and demographic characteristics of the participants are presented in Table 1. The patients were aged between 43 and 78 years, including 61% (22/36) women. A total of 92% (33/36) participants were right-handed, and 53% (19/36) participants were under pharmacological treatment with DMARDs. Moreover, 52% (36/69) of the hands that underwent intervention were right hands. Before the intervention, there were differences between the groups in the pain ($P=0.001$) and satisfaction domains ($P=0.03$) of the MHQ.
Table 1. Clinical and demographic baseline characteristics of participants.

<table>
<thead>
<tr>
<th></th>
<th>CareHand group (n=14, 28 hands)</th>
<th>Control group (n=22, 41 hands)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>57.64 (7.25)</td>
<td>61.86 (10.76)</td>
<td>.21</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>9 (64)</td>
<td>13 (59)</td>
<td>.76</td>
</tr>
<tr>
<td>DMARD treatment (yes), n (%)</td>
<td>10 (71)</td>
<td>9 (40)</td>
<td>.08</td>
</tr>
<tr>
<td>Dominant hand, n (%)</td>
<td></td>
<td></td>
<td>.71</td>
</tr>
<tr>
<td>Right</td>
<td>13 (93)</td>
<td>20 (91)</td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td>0 (0)</td>
<td>2 (9)</td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Affected hand (right), n (%)</td>
<td>14 (50)</td>
<td>22 (54)</td>
<td>.77</td>
</tr>
<tr>
<td>MHQ, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall hand function</td>
<td>50.89 (12.84)</td>
<td>57.81 (20.03)</td>
<td>.11</td>
</tr>
<tr>
<td>Activities of daily living</td>
<td>61.45 (22.94)</td>
<td>63.50 (31.66)</td>
<td>.77</td>
</tr>
<tr>
<td>Work performance</td>
<td>45 (29.25)</td>
<td>53.25 (35.47)</td>
<td>.32</td>
</tr>
<tr>
<td>Pain</td>
<td>62.50 (22.42)</td>
<td>39.02 (28.82)</td>
<td>.001</td>
</tr>
<tr>
<td>Esthetics</td>
<td>69.42 (28.28)</td>
<td>79.42 (29.32)</td>
<td>.16</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>39.14 (21.41)</td>
<td>52.13 (25.38)</td>
<td>.03</td>
</tr>
<tr>
<td>Total score</td>
<td>50.57 (18.46)</td>
<td>61.09 (23.45)</td>
<td>.051</td>
</tr>
<tr>
<td>Pain (VAS; 0-10), mean (SD)</td>
<td>4.84 (2.76)</td>
<td>4.73 (2.79)</td>
<td>.87</td>
</tr>
<tr>
<td>Stiffness (VAS; 0-10), mean (SD)</td>
<td>4.54 (2.86)</td>
<td>5.31 (3.41)</td>
<td>.33</td>
</tr>
<tr>
<td>Grip strength (kg), mean (SD)</td>
<td>14.37 (7.91)</td>
<td>16.74 (9.65)</td>
<td>.29</td>
</tr>
<tr>
<td>Pinch strength (kg), mean (SD)</td>
<td>4.15 (1.80)</td>
<td>4.52 (1.91)</td>
<td>.43</td>
</tr>
<tr>
<td>QuickDASH (0-100), mean (SD)</td>
<td>52.27 (15.36)</td>
<td>43.05 (28.86)</td>
<td>.28</td>
</tr>
</tbody>
</table>

aDMARD: disease-modifying antirheumatic drug.  
bMHQ: Michigan Hand Outcome Questionnaire.  
cVAS: visual analog scale.  
dQuickDASH: shortened version of the Disabilities of the Arm, Shoulder, and Hand questionnaire.

Hand Function
For the primary outcome, the ANOVA demonstrated a significant time×group effect for the total score of the MHQ ($F_{1.62,85.67}=9.163; P<.001; \eta^2=0.15$), with mean differences between groups of 16.86 points (95% CI 8.70-25.03) at the third-month follow-up and 17.21 points (95% CI 4.78-29.63) at the sixth-month follow-up. Furthermore, a statistically significant time×group effect was observed for several subscales of the MHQ: overall hand function ($F_{2.106}=3.298; P=.04; \eta^2=0.06$), work performance ($F_{2.98}=6.892; P=.002; \eta^2=0.12$), pain ($F_{2.106}=13.918; P<.001; \eta^2=0.21$), and satisfaction ($F_{1.69,89.77}=5.949; P=.006; \eta^2=0.10$; Table 2). The graphical representation of the mean differences in the MHQ in the 2 groups and in the different assessment points is included in Multimedia Appendix 1.
Table 2. Within- and between-group differences for the Michigan Hand Outcome Questionnaire (MHQ).

<table>
<thead>
<tr>
<th>MHQ subscales</th>
<th>Within-groups differences from baseline, mean difference (95% CI)</th>
<th>Differences between CareHand and control groups, mean difference (95% CI)</th>
<th>Time-group effect, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CareHand group</td>
<td>Control group</td>
<td></td>
</tr>
<tr>
<td>Overall hand function</td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Third month</td>
<td>11.67 (5.18 to 18.16)</td>
<td>−1.69 (−9.69 to 6.31)</td>
<td>13.36 (2.85 to 23.87)</td>
</tr>
<tr>
<td>Sixth month</td>
<td>7.50 (−1.82 to 16.82)</td>
<td>0.31 (−7.72 to 8.35)</td>
<td>7.19 (−4.79 to 19.16)</td>
</tr>
<tr>
<td>Activities of daily living</td>
<td></td>
<td></td>
<td>.26</td>
</tr>
<tr>
<td>Third month</td>
<td>11.55 (3.85 to 19.25)</td>
<td>5.59 (−2.70 to 13.87)</td>
<td>5.66 (−5.38 to 17.31)</td>
</tr>
<tr>
<td>Sixth month</td>
<td>9.83 (2.12 to 17.55)</td>
<td>3.19 (−5.14 to 11.52)</td>
<td>6.64 (−4.68 to 17.97)</td>
</tr>
<tr>
<td>Work performance</td>
<td></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>Third month</td>
<td>10.00 (−2.94 to 22.94)</td>
<td>−0.97 (−10.94 to 9.00)</td>
<td>10.97 (−4.70 to 26.64)</td>
</tr>
<tr>
<td>Sixth month</td>
<td>18.33 (2.40 to 34.26)</td>
<td>−5.50 (−16.12 to 5.12)</td>
<td>23.83 (5.77 to 41.90)</td>
</tr>
<tr>
<td>Pain&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Third month</td>
<td>−22.50 (−33.5 to −11.49)</td>
<td>12.58 (1.59 to 23.57)</td>
<td>−35.08 (−50.54 to −19.62)</td>
</tr>
<tr>
<td>Sixth month</td>
<td>−17.31 (−27.32 to −7.30)</td>
<td>8.75 (−0.82 to 18.32)</td>
<td>−26.06 (−39.69 to −12.42)</td>
</tr>
<tr>
<td>Esthetic</td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Third month</td>
<td>−0.78 (−12.77 to 11.21)</td>
<td>−11.28 (−22.80 to 0.23)</td>
<td>10.50 (5.93 to 26.93)</td>
</tr>
<tr>
<td>Sixth month</td>
<td>2.40 (−16.88 to 21.68)</td>
<td>−18.16 (−32.38 to −3.93)</td>
<td>20.56 (−2.37 to 43.48)</td>
</tr>
<tr>
<td>Satisfaction</td>
<td></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>Third month</td>
<td>20.14 (10.33 to 29.96)</td>
<td>−3.23 (−10.93 to 4.47)</td>
<td>23.37 (11.37 to 35.36)</td>
</tr>
<tr>
<td>Sixth month</td>
<td>14.59 (0.30 to 28.88)</td>
<td>−4.04 (−14.02 to 5.94)</td>
<td>18.62 (2.04 to 35.20)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Third month</td>
<td>12.51 (5.48 to 19.55)</td>
<td>−4.35 (−9.32 to 0.62)</td>
<td>16.86 (8.70 to 25.03)</td>
</tr>
<tr>
<td>Sixth month</td>
<td>11.56 (1.88 to 21.24)</td>
<td>−5.65 (−13.97 to 2.68)</td>
<td>17.21 (4.78 to 29.63)</td>
</tr>
</tbody>
</table>

<sup>a</sup>In the MHQ pain subscale, higher scores represent worse pain status.

**Secondary Outcomes**

Scores for the secondary measures are presented in Table 3. The ANOVA reported no time x group interaction for any of the following outcomes: pain intensity ($F_{3,153}=1.352; \ P=.26; \ \eta^2=0.03$), morning stiffness ($F_{2,106}=1.299; \ P=.28; \ \eta^2=0.02$), GS ($F_{1,35}=0.001; \ P=.99; \ \eta^2=0.001$) and pinch strength ($F_{1,35}=0.112; \ P=.74; \ \eta^2=0.003$), and the QuickDASH ($F_{3,75}=0.924; \ P=.43; \ \eta^2=0.04$).
The current literature on the impact of exercise on rheumatic hands is conflicting [11], although positive effects have mostly been reported [59]. Our findings are in line with those of a core trial on the topic, the Strengthening and Stretching for Rheumatoid Arthritis of the Hand (SARAH) project [15]. Lamb et al [15] concluded a positive effect on hand function (mean change: approximately 4.5 points), ADL, and total MHQ scores at 4 and 12 months after a multimodal approach with individualized exercises, strategies to enhance adherence, general recommendations, and joint protection education, as adjunct to drug treatment [15]. They also reported long-term improvements in hand dexterity. However, all observed changes only suggested a minimal clinical impact [15]. This study conducted an extended follow-up beyond 2 years, when the efficacy of the program diminished considerably compared with usual care [60]. Good results for hand function have also been reported when combining active hand exercises with wax baths [61]. In contrast, adding hand strengthening and mobility exercises to joint protection information was not superior to information alone in enhancing hand and finger function at 6 months [14]. Similarly, an 8-week exercise program, together with compensatory strategies; for example, joint protection, and use of assistive devices, added no benefits for task performance or ADL ability in women with RA of the hands [37]. These contradictory findings, along with the low quality of most trials on the topic, warrant new research [11].

Table 3. Within- and between-group differences for self-reported pain and stiffness, grip strength and pinch strength, and upper limb function.

<table>
<thead>
<tr>
<th></th>
<th>Within-groups differences from baseline, mean difference (95% CI)</th>
<th>Differences between CareHand and control groups, mean difference (95% CI)</th>
<th>Time-group effect, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CareHand group</td>
<td>Control group</td>
<td></td>
</tr>
<tr>
<td>Pain intensity (VAS)</td>
<td>First month</td>
<td>0.94 (−0.36 to 2.25)</td>
<td>−0.20 (−1.45 to 1.06)</td>
</tr>
<tr>
<td></td>
<td>Third month</td>
<td>−0.44 (−1.42 to 0.54)</td>
<td>−0.32 (−1.39 to −0.75)</td>
</tr>
<tr>
<td></td>
<td>Sixth month</td>
<td>0.90 (−0.43 to 2.24)</td>
<td>0.50 (−0.67 to 1.68)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stiffness intensity</td>
<td>Third month</td>
<td>−0.38 (−1.89 to 1.14)</td>
<td>−0.95 (−1.81 to −0.09)</td>
</tr>
<tr>
<td>(VAS)</td>
<td>Sixth month</td>
<td>0.19 (−1.31 to 1.69)</td>
<td>−1.02 (−2.30 to 0.27)</td>
</tr>
<tr>
<td>Grip strength (kg)</td>
<td>Third month</td>
<td>1.69 (−0.76 to 4.15)</td>
<td>1.69 (−0.35 to 3.73)</td>
</tr>
<tr>
<td>Pinch strength (kg)</td>
<td>Third month</td>
<td>−0.42 (−1.48 to 0.65)</td>
<td>−0.22 (−0.92 to 0.48)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QuickDASH</td>
<td>First month</td>
<td>−8.92 (−22.00 to 4.17)</td>
<td>−5.78 (−16.74 to 5.18)</td>
</tr>
<tr>
<td></td>
<td>Third month</td>
<td>−10.80 (−22.47 to 0.87)</td>
<td>−7.05 (−15.75 to 1.63)</td>
</tr>
<tr>
<td></td>
<td>Sixth month</td>
<td>−17.22 (−29.82 to −4.62)</td>
<td>−6.91 (−17.37 to 3.54)</td>
</tr>
</tbody>
</table>

aVAS: visual analog scale.
bQuickDASH: shortened version of the Disabilities of the Arm, Shoulder, and Hand questionnaire.

Adverse Effects
No adverse events related to interventions were reported throughout the trial. A total of 17% (6/36) of participants experienced disease-associated pain flare-ups during follow-up.

Discussion

Principal Findings
As hypothesized, the findings of this study suggest that the CareHand app was better than conventional care in improving hand functional ability (overall hand function, work performance, pain, and satisfaction) in the short and medium term in adults with RA of the hands. However, no differences between groups were demonstrated for self-reported pain and morning stiffness, GS and pinch strength, and upper limb function; thus, the results must be interpreted cautiously.

Hand Function
For the MHQ, the ANOVA showed a medium to large size effect in favor of the digital app. Mean differences between groups surpassed the clinically relevant thresholds for overall hand function (13 points) at the 3-month follow-up and for pain (11 points) at the 3- and 6-month follow-ups [58]. Pain and function are the best domains of the MHQ for identifying satisfied patients after treatment [58]. Recent evidence highlights the importance of considering hand function as the primary outcome in clinical trials investigating the efficacy of exercise therapy for RA of the hands [11], which should become a priority in daily practice [14].

The current literature on the impact of exercise on rheumatic hands is conflicting [11], although positive effects have mostly been reported [59]. Our findings are in line with those of a core trial on the topic, the Strengthening and Stretching for Rheumatoid Arthritis of the Hand (SARAH) project [15]. Lamb et al [15] concluded a positive effect on hand function (mean change: approximately 4.5 points), ADL, and total MHQ scores at 4 and 12 months after a multimodal approach with individualized exercises, strategies to enhance adherence, general recommendations, and joint protection education, as adjunct to drug treatment [15]. They also reported long-term improvements in hand dexterity. However, all observed changes only suggested a minimal clinical impact [15]. This study conducted an extended follow-up beyond 2 years, when the efficacy of the program diminished considerably compared with usual care [60]. Good results for hand function have also been reported when combining active hand exercises with wax baths [61]. In contrast, adding hand strengthening and mobility exercises to joint protection information was not superior to information alone in enhancing hand and finger function at 6 months [14]. Similarly, an 8-week exercise program, together with compensatory strategies; for example, joint protection, and use of assistive devices, added no benefits for task performance or ADL ability in women with RA of the hands [37]. These contradictory findings, along with the low quality of most trials on the topic, warrant new research [11].

eHealth has become an alternative and cost-saving approach to make evidence-based treatments available for patients and clinicians and to foster proactive self-management [30]. In this
context, a web-based self-guided exercise program has been tested in adults with RA of the hands [62], with promising preliminary findings for hand function at 12 and 16 weeks [63]. Different mobile apps are also used by people with RA. However, most of them provide either symptom tracking or information alone and lack a comprehensive experience for patients [64]. Very recently, a mobile app including a structured hand exercise program was assessed for usability in adults with rheumatic hands, with good levels of satisfaction [65]. To date, the CareHand app is the first to be investigated in a clinical setting. This app includes educational information and adherence strategies, together with symptom tracking (exercise diary) through attractive audiovisual material [35]. The CareHand app also individualizes the exercise dose based on the self-reported pain intensity. This multimodal approach has proven to be effective in increasing hand function and self-efficacy in this population [15,19]. Higher self-efficacy is an empowerment protective factor in people with chronic symptoms and has been correlated with better hand function and quality of life in adults with RA [66]. All these app features may help to increase adherence to intervention [19] and treatment efficacy [11], even in the long run [21], which would explain our positive findings for the primary measure.

**Secondary Measures**

According to the present evidence, systemic exercise treatment may be suitable for reducing RA-related pain [59]. However, it is still uncertain whether upper limb exercise therapy decreases hand pain or stiffness in adults with rheumatic hands [11]. In our study, the findings showed no effect of any of the interventions on self-reported pain or morning stiffness. Our results agree with those of previous trials where home exercise programs, alone or together with education and self-management routines, did not change pain intensity in the medium term [15,37,67,68] or long term [15,60] in this population. Similar findings were obtained when using digital technology to deliver an exercise regime [63]. In contrast, other trials have found that combining exercise with other forms of physical therapy helps to reduce hand pain, both in the short [16] and medium term [19,39,61,69]. RA is a condition that usually involves periods of flare-ups, which could affect self-reported pain scores and explain the conflicting evidence on the topic [70]. In addition, more than half of the participants (19/36, 53%) used DMARDs, which could also have influenced this outcome. Unsurprisingly, pain intensity did not improve despite changes in hand function. However, pain and function are not necessarily associated factors. This has been demonstrated in individuals with RA [37] and, most importantly, in people with chronic conditions [71] probably because of the multifactorial etiology of persistent pain [71]. Therefore, although therapists and patients with RA usually consider pain intensity as an important clinical measure [65], a recent systematic review proposed the use of function instead of pain as the primary outcome in this population [11]. Morning stiffness is one of the first symptoms caused by RA and is a predictor of a poor prognosis [45]. With regard to stiffness, evidence from the scientific literature is also contradictory, as observed for pain. Some studies have found good results for this outcome after exercise training [61], although most evidence points out the lack of efficacy of exercise programs for reducing morning hand stiffness [11,19,72]. The lack of treatment responsiveness has been partly explained by the great variability of this symptom within and between patients with RA [73].

Clinical and research guidelines recommend assessing GS and pinch strength in people with RA or osteoarthritis of the hands [74], as lower hand strength could be related to reduced functional ability [56] and greater structural joint damage [53]. The present literature is conflicting and unclear regarding this issue. Overall, very low–quality evidence indicates that hand exercise training, compared with no treatment, may improve GS and pinch strength in the short term [11]. However, when compared with usual care, it seems to have little or no benefit on hand strength in people with RA of the hands [11]. This could be a plausible explanation for our results. In line with this, joint protection programs [75] or general aerobic exercises [76] are not effective in increasing GS in patients with hand arthritis. Given the course of the disease and the heterogeneity of training protocols among studies, it is difficult to reach a definite conclusion. In addition, there are many different person-related factors; for example, age, gender, dominant hand, work occupation, leisure activities, and psychological aspects, that may influence this outcome in people with arthritic conditions, whether RA [53] or osteoarthritis [74]. Future studies should control for these confounding variables [53].

Finally, upper limb function is an important measure in RA, as it is associated with disease activity [19,77], self-efficacy [19], sensorimotor deficits [78], and quality of life [77]. However, there is little evidence regarding the effect of exercise training on this outcome. In the within-group analysis, we found improvements in both groups that surpassed the smallest detectable difference for the QuickDASH (6.9 points) [79] in the short and medium term. This may help to explain the lack of timegroup effect, although differences between groups were clinically relevant at 6 months (−10.31 points, 95% CI −25.82 to 5.21 points). However, it has been questioned whether the QuickDASH is specific enough for people with RA of the hands [80]. Among the scarce studies in this area, Manning et al [19] delivered a similar intervention, using an Education, Self-Management, and Upper Extremity Exercise Training (EXTRA) program, with positive results for upper limb function at 12 weeks, compared with usual care, which eventually disappeared at 36 weeks, in line with former trials [68]. The scant evidence suggests a potential benefit of exercise therapy in decreasing upper limb disability, but further research is needed to support this statement.

**Limitations**

This study has several limitations. The sample size was rather small, although relevant for the study aim and clinical purposes. In addition, there was a deviation from the initial protocol in terms of reporting the sample size estimation. This was intended to adhere pragmatically to the common standard practice of the clinical setting where the study was conducted. Despite the multicenter design, the participants were selected from a rural setting, which could limit the external validity of the findings. Changes in the study measures were evaluated in a medium-term follow-up (6 months); however, a long-term assessment is
needed to better understand the efficacy of digital tools and the impact of the strategies used to engage patients. Important factors such as self-efficacy, psychological aspects, and treatment adherence were not measured. At baseline, both groups differed in the pain and satisfaction subscales of the MHQ, which may be a source of bias. In addition, owing to the restrictions imposed by the COVID-19 pandemic, some of the outcomes were collected via telephone. Finally, the normal course of RA includes periods of remission and exacerbation of symptoms, which can affect self-reported data.

**Clinical Implications**

The CareHand app is a usable digital tool that opens a new field for the management of chronic rheumatic conditions of the hand. This app, developed with feedback from patients and health professionals, allows clinicians to treat people with RA and monitor their symptoms, evolution, and engagement with intervention. The app features foster proactive self-management. This may enhance self-efficacy and empower patients, which is key to managing chronic musculoskeletal disorders [81]. The feedback features also allow for a quick response if a disease flare-up appears [82]. The wide use of mobile devices and their portability represent a great potential impact of this app on health care delivery processes [65]. When implemented in a clinical setting, the CareHand app could reduce unnecessary visits to medical centers, as observed with other telehealth strategies in RA [83], with subsequent economic implications.

**Conclusions**

A multimodal approach including a home exercise regime and self-management recommendations, as delivered with the CareHand smartphone app, was more effective than providing written instructions for the exercise program to improve hand function in the short and medium term in adults with RA of the hands. Despite these promising findings, no effects were found for self-reported pain intensity and stiffness, hand strength, and upper limb function.
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Abstract

Background: Mobile devices have greatly facilitated the use of digital health resources, particularly during the COVID-19 pandemic. Mobile health (mHealth) has become a common and important way to monitor and improve health conditions for people from different social classes. The ability to utilize mHealth affects its effectiveness; therefore, the widespread application of mHealth technologies calls for an instrument that can accurately measure health literacy in the era of mobile media.

Objective: We aimed to (1) identify the components of mHealth literacy for ordinary users and (2) develop a systematic scale for appropriately measuring individuals’ self-perceived mHealth literacy through a problem-based framework.

Methods: We conducted an exploratory study involving in-depth interviews and observations (15 participants) in January 2020 and used exploratory factor analysis and confirmatory factor analysis to identify the components of mHealth literacy and develop an item pool. In February 2020, we conducted a pilot survey with 148 participants to explore the factor structures of items identified during the exploratory study. Subsequently, 2 surveys were administrated using quota sampling. The first survey (conducted in Guangdong, China) collected 552 responses during March 2020; we assessed composite reliability, convergent validity, and discriminant validity. The second survey (conducted in China nationwide) collected 433 responses during October 2021; we assessed criterion-related validity using structural equation modeling.

Results: We identified 78 items during the exploratory study. The final scale—the Problem-Based mHealth Literacy Scale—consists of 33 items that reflect 8 domains of mHealth literacy. The first web-based survey suggested that mHealth literacy consists of 8 factors (ie, subscales), namely, mHealth desire, mobile phone operational skills, acquiring mHealth information, acquiring mHealth services, understanding of medical terms, mobile-based patient–doctor communication, evaluating mHealth information, and mHealth decision-making. These factors were found to be reliable (composite reliability >0.7), with good convergent validity (average variance extracted >0.5) and discriminant validity (square root of average variance extracted are greater than the correlation coefficients between factors). The findings also revealed that these 8 factors should be grouped under a second-order factor model ($\chi^2/df=2.701$; comparative fit index 0.921; root mean square error of approximation 0.056; target coefficient 0.831). The second survey revealed that mHealth use had a significant impact ($\beta=0.43$, P<0.001) on mHealth literacy and that mHealth literacy had a significant impact ($\beta=0.23$, P<0.001) on health prevention behavior.

Conclusions: This study revealed the distinctiveness of mHealth literacy by placing mHealth needs, the ability to understand medical terms, and the skills in patient–doctor interactions in the foreground. The Problem-Based mHealth Literacy Scale is a useful instrument for comprehensively measuring individuals’ mHealth literacy and extends the concept of health literacy to the context of mobile communication.

(JMIR Mhealth Uhealth 2022;10(4):e31459) doi:10.2196/31459
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Introduction

Background

Mobile technologies afford users ubiquitous access to information from the internet and to digital apps. Nearly half of the world’s current population (48.5%) owns a smart mobile phone, which has become the dominant form of access to the internet [1]. In countries such as China, this rate is even higher—99.6% of Chinese internet users rely on their mobile phones to access the internet [2]. The mobility, multimodality, and interactivity of mobile phones help individuals easily access digital health resources to manage and improve their health conditions. People can conveniently use health apps to monitor their health conditions, facilitate their physical exercises, acquire health information, and consult doctors. During the COVID-19 pandemic, mobile health (mHealth) has become particularly important. People rely on their mobile phones to check the status of the pandemic in their countries or neighborhoods, search for strategies for health prevention and protection, register for vaccines, and for many other activities. Accordingly, the adoption of mobile technologies for health-related practices has received widespread attention from researchers, practitioners, and policy makers [3,4]. As an extension of eHealth, mHealth generally refers to the use of mobile and wireless technologies, especially mobile phones and tablets, for health information and improving health care services and health outcomes [5].

Previous studies [6-8] have shown that digital health resources can benefit patients with chronic diseases by making self-monitoring more convenient, simplifying administrative procedures in health care, increasing access to health care services, reducing the cost of health care, and enriching resources in low- and middle-income countries. However, an individual’s health can be negatively impacted if they have poor mHealth skills or if they fail to adopt digital technology [9]. Biased digital health information, as well as the unskilled use of digital technology, can lead to misdiagnosis, which in turn may lead patients to try unapproved or unreliable therapies and to miss opportunities for optimal care [10,11]. Since mobile devices have become the main channel by which web-based health resources are accessed, a person’s mHealth literacy has become a factor in their health.

The concept of mHealth literacy builds upon that of eHealth literacy and is applied in the context of mobile and wireless technologies. eHealth literacy refers to “the ability to seek, find, understand, and appraise health information from electronic sources, and apply the knowledge gained to addressing or solving a health problem [12].” mHealth literacy is generally defined as the ability to use health-related apps on a mobile phone [13] or the ability to use mobile devices to search, find, understand, appraise, and apply health information to address a health problem [14]. Although scales for measuring eHealth literacy (eHEALS 1.0 [12] and 2.0 [15]) have been developed, there is no appropriate scale for assessing the unique features of mHealth literacy.

It is of both theoretical and practical importance to develop a scale for measuring mHealth literacy. Theoretically, the notion of health literacy continuously changes in accordance with emerging information technologies. Conventional health literacy concentrates on the abilities to comprehend, evaluate, and apply health information. However, when assessing eHealth literacy, the skills to acquire health information (eg, computer operation skills) and interact with others for support (eg, social interaction) via digital devices are also considered to be crucial components. Likewise, the skill sets for approaching and acquiring health-related resources via mobile phone are becoming more complex. For instance, eHealth literacy scales mainly examine ability to comprehend and evaluate health information, whereas mHealth literacy encompasses not only health information but also important digital resources (eg, health apps, real-time web-based doctor consulting) for health management and improvement [13]. Thus, the usability and multimodality of mobile media allow individuals to conveniently access to various health-related resources. The resources and required skills for mHealth are distinct; yet, they have not been comprehensively represented in existing scales.

Practically, eHealth literacy scales examine the abilities to acquire health information via desktops or laptops, which favors educated and affluent populations; eHealth may not be available to some people, especially those with limited access to computers. In comparison, the convenience and accessibility of mobile devices have led these devices to become pervasive globally; in turn, this has lowered barriers to the use of web-based resources. For instance, more than half of mobile phone users (59.6%) in China are not educated above the junior high level [2]. Therefore, it is essential to design an mHealth literacy scale for diverse population groups, in order to characterize their abilities to access digital health resources.

Previous studies [14,16] have measured mHealth literacy by altering certain phrases in existing eHealth literacy scales (eg, changing “on the internet” to “on a mobile phone”), but these simple word-level modifications do not adequately capture the distinctiveness of mHealth. As reflected in the transition from conventional health literacy scales to eHealth literacy scales, each new emerging health literacy scale is built on the established scales but also shows unique characteristics. Although the concept of mHealth literacy is an extension of eHealth literacy and the domains of these two concepts overlap to some extent, the assessment of mHealth literacy is fundamentally different from that of eHealth literacy. Therefore, mHealth literacy assessment tools need to account for the distinct features of mHealth.

Objective

We aimed to identify the fundamental components of mHealth literacy for ordinary users and develop a systematic self-report scale that can be used to appropriately measure individuals perceptions of their own mHealth literacy through a problem-based framework.
Review of eHealth Scales

To operationalize mHealth literacy, it is essential to first understand how health literacy, especially eHealth literacy, is measured in the literature. Conventional health literacy scales (eg, The Test of Functional Health Literacy in Adults [17]) focus on individuals’ abilities to read and comprehend health information as well as their ability to accurately express health problems. eHealth literacy scales emphasize individuals’ abilities to access digital resources to improve health conditions.

There are 3 widely used and empirically validated instruments for assessing eHealth literacy—2 versions of the Electronic Health Literacy Scale, and the Digital Health Literacy Instrument. eHEALS has been widely adopted since the era of Web 1.0 [18,19]. eHEALS comprises 8 self-reported items that measure an individual’s ability to acquire, appraise, and apply health information [18]. However, this scale ignores the fact that people can generate health-related information and interact with each other on the internet. Accordingly, eHEALS 2.0, which incorporates a specific dimension to measure social media interactions, can assess health literacy in the era of Web 2.0 [15]. Although eHEALS 1.0 and 2.0 are valid and reliable instruments, they examine individuals’ abilities to acquire, appraise, produce, and apply health-related resources at a relatively general level—each specific domain (ie, acquiring, appraising, producing, and applying web-based health resources) is measured by a single item. The Digital Health Literacy Instrument [16] addresses this problem by measuring 7 domains of health literacy using 21 self-reported items—each domain is measured by at least three items.

In addition, the Patient Readiness to Engage in Health Internet Technology provides a useful conceptual framework for measuring patient literacy in processing web-based health information. This framework [20] includes eight domains: (1) health information needs; (2) computer or internet experience; (3) computer anxiety; (4) the preferred mode of interaction; (5) the relationship with the doctor; (6) mobile phone expertise; (7) internet privacy; and (8) “no news is good news.” Despite not being validated with empirical data, this conceptual framework still provides insight into the components embedded in digital health literacy.

Because mHealth is an extension of eHealth to the context of mobile communication, eHealth tools can provide the foundation for developing a new mHealth literacy instrument. Indeed, 5 basic domains can be extracted from existing eHealth literacy scales. These include the ability to use digital devices, and the abilities to acquire, comprehend, appraise, and apply health resources with digital devices. In addition, 2 domains proposed under the Patient Readiness to Engage in Health Internet Technology framework—the need for health information and computer anxiety (and internet privacy)—are informative for mHealth literacy because they reflect the motivations and barriers to using electronic and digital health resources. These 7 domains can serve as the foundation upon which the indicators of mHealth literacy are developed.

The Problem-Based Approach

Most eHealth literacy scales use self-reported items. That is, these scales focus on individuals’ subjective perceptions of and experiences using digital health resources, given that it is difficult to comprehensively measure the operational skills of digital devices (be it a computer or a mobile phone) through an objective test. Nonetheless, such skills are crucial components in eHealth literacy. Self-reported measurement has a number of advantages, namely, easy interpretability, richness of information, motivation to report, causal force, and sheer practicality [21,22] and is thus applicable and useful. Self-perceptions strongly influence the ways in which individuals interact with the world, and subjective experience form the basis of health literacy enhancement interventions [23,24]. In line with previous research [12,14-16,18,19], in this study, we considered the concept of mHealth literacy to be individuals’ perceived abilities in utilizing and managing mobile health resources.

A problem-based approach is particularly suitable for exploring the distinctive features of mobile health resources and clarifying the structure of mHealth literacy. The problem-based framework emphasizes a person’s subjective experiences in solving specific issues. The problem-based framework is modeled after the problem-based learning framework used in medical education, which was initially introduced as a student-centered pedagogy, in which students spontaneously and autonomously learned by solving specific problems [25]. By analyzing a given problem, students were able to determine which skills and attributes they required, and further developed lifelong learning abilities [26].

Methods

Overview

Given that an mHealth literacy instrument should evaluate an individual’s ability to solve daily health-related issues, it is reasonable to adopt the problem-based approach as the underlying framework for such an instrument. This study comprehensively examines individuals’ subjective experiences of daily health care practices, including their perception and comprehension of health problems, and their abilities to solve such problems. Specifically, drawing from the problem-based framework, we employ observations and in-depth interviews to explore the specific situations in which mobile users will exploit mHealth resources, as well as to understand the distinct behavioral trajectories of mHealth. Subsequently, we integrate the exploratory findings and the indicators extracted from existing scales to develop the specific indicators.

We conducted in-depth interviews and also observed users to determine their daily mHealth practices, and to identify the specific domains. Then, we assembled a pool of candidate items, based on the domains that we identified, and pretested the candidate items and scale with a small sample. We used item analysis and exploratory factor analysis to identify the most informative items for each domain. Finally, we used confirmatory factor analysis and structural equation modeling to validate and refine the scale that we developed in 2 surveys with large sample sizes.
Ethics
All empirical studies, as part of a large research project, have been approved by the South China University of Technology (IRB00013151). Participants were informed both the purpose and the process in advance. They were voluntarily involved in the project and could withdraw at any time.

Participants
All mobile phone users older than 18 years were eligible to participate.

Exploratory Study to Identify the Domains of mHealth Literacy
In January 2020 in Guangzhou, China, we invited 15 users to investigate how they used their mobile phones to address health problems. Each participant was randomly assigned 1 of 3 types of hypothetical health problems. Participants were asked to read the instructions and then solve the problems with their mobile phones (Multimedia Appendix 1). During the problem-solving process, we observed and recorded participants’ behavioral trajectories of mobile phone use and conducted in-depth interviews to understand their cognitive processes when performing specific actions.

We initially identified six main types of mHealth literacy skills (Figure 1): (1) the awareness of one’s health management (including one’s health attitudes, desire for mHealth, and concerns about internet security); (2) operational skills for individuals; (3) the ability to acquire mHealth resources (including navigation skills, information searching skills, and searching for mHealth services via mobile devices); (4) the ability to understand medical information contained in mHealth resources (including the knowledge of medical terms, common medical knowledge, and mobile-based patient–doctor communication skills); (5) the ability to evaluate mHealth resources (including the ability to assess the credibility of mHealth information, as well as the levels of the scientific knowledge and critical thinking skills); and (6) the ability to apply mHealth resources (including self-efficacy, and the ability to make decisions based on mHealth). Since each main type of health literacy skill contained a few key skills, we distributed them across 15 domains in a problem-based framework to guide the construction of our mHealth literacy instrument.

Figure 1. Problem-based framework for mHealth practices and literacy.

Development of the Scale
We assembled an item pool by modifying items from existing eHealth literacy scales and creating new items based on the domains identified in the exploratory study. We developed a minimum of 5 items for each domain to ensure that sufficient candidate items were selected. We invited 25 mobile users to test the readability of these items—to check whether their descriptions were comprehensible and consistent with common practices. Based on their feedback, we modified, merged, and deleted various items. The final pool contained 78 items; we assigned a 5-point Likert scale to each of the 78 items.

We then conducted a pilot survey to analyze the psychometrics of the items, determine the reliability of the subscales, and select the most discriminative items. After recoding reverse items, we performed item discrimination analysis, corrected item-total correlations, and exploratory factor analysis to identify the items that best discriminated the domains and subscales.

We arranged participants’ scores in ascending order and defined those who ranked in the top 27% as high scoring, and those who ranked in the lowest 27% as low scoring. The pass rate was defined as the percentage of participants in a group with 4 or 5 as the response on the 5-point Likert scale; therefore, the discrimination index = pass rate for high-scoring participants – pass rate for low-scoring participants. In this study, we excluded items with a discrimination index <0.3.

Corrected item-total correlations between an item and its domain were calculated; we eliminated items with values less than 0.5 [27].

We used exploratory factor analysis to explore the structure of the items. Studies suggest that approximately 100 to 200 participants should be surveyed in order to have sufficient data for conducting an exploratory factor analysis [28,29]. Thus, we conducted a web-based survey of 148 adult mobile users in February 2020 in Guangdong province, China. We used quota
sampling, based on age and sex, to ensure that the demographic characteristics of the sample were representative of the general population of mobile users in Guangdong. We used a principal component analysis with a varimax rotation to extract the factors.

Notably, we did not rely entirely on statistical criteria to select items and construct domains. This was because the selection of variables should be guided by theory and the findings of previous studies [30]. Therefore, we modified the factors and items considering the theoretical framework and statistical results.

**Validation of the Scale**

**Overview**

We conducted 2 web-based surveys with large samples. The survey studies were administered with the Survey Plus applet and Tencent Questionnaire website. Studies indicate that the ratio of items to participants should be between 5 and 10 when confirmatory factor analysis is performed to validate a scale [31]. As with the pilot survey, we used quota sampling (based on gender and age) in both surveys to ensure that the samples sufficiently captured specific demographic characteristics of general internet users.

**First Survey**

The first survey was administered in March 2020 in Guangdong province, China. We recruited 552 mobile users through a web-based survey to test the scale. The first survey was used to validate the scale that was identified in the pilot test. We first ran confirmatory factor analysis separately for each of the 10 factors and subscales to examine the internal reliability, construct validity, and discriminant validity of each factor and identify a model that fit the empirical data accurately.

Specifically, we evaluated the confirmatory factor analysis model using the $P$ value and other indices, including the $\chi^2/df$ ratio, which is acceptable if the value is between 2 and 5; the goodness of fit index (GFI), which is acceptable if the value is $>0.8$; the adjusted GFI, which is acceptable if the value is $>0.8$; the comparative fit index, which is acceptable if the value is $>0.9$; the nonnormed fit index, which is acceptable if the value is $>0.9$; and the root mean square error of approximation (RMSEA), which is acceptable if the value is $<0.08$, with a value $<0.05$ being optimal [30]. To test the convergent validity of each factor, we evaluated the composite reliability (acceptable if the value is $>0.7$), the average variance extracted (acceptable if the value is $>0.5$) [32], and the factor loading of each item (acceptable if the value is $>0.6$) [33]. We deleted items that had factor loadings less than 0.6 and items with large residual correlations.

Then we compared models by checking goodness of fit indices and their target coefficients. The target coefficient is an index that examines the appropriateness of using a second-order model to substitute a first-order model. This coefficient ranges from 0 to 1, as it calculates the ratio of the chi-square values of the first-order model to those of the second-order model, with acceptable values above 0.7. The closer the target coefficient is to 1, the less information the second-order model loses, and the more suitable it is to use the second-order model in place of the first-order model [34].

**Second Survey**

The second survey, in October 2021, was used to validate the internal and external reliability and the criterion-related validity of the scale. We recruited valid participants nationwide (in China) to improve the generalizability of the results. We adopted exploratory factor analysis and confirmatory factor analysis to retest the validity of the 8 factors and the whole second-order model.

To verify the appropriateness of applying the model to different groups and populations, we conducted multiple-group analysis, using educational level and age, respectively. In addition, to examine the criterion-related validity, we introduced 2 factors that were likely to be associated with health literacy: mHealth use and health prevention behaviors, mHealth use was assessed with the multiple-choice question “In the past three months, which of the following mHealth behaviors have you engaged in?” with 11 response options (eg, “searching for health or disease information on a mobile phone” and “using health apps on a mobile phone”). The more options the participants selected, the higher the score of mHealth use they received.

Health prevention behaviors (Cronbach $\alpha=0.895$) was assessed with a 5-point Likert scale. The 10 items in this scale were adapted from the literature [35], where they were mainly used for assessing preventive and protective behaviors during the COVID-19 pandemic (eg, “washing hands after arriving home” and “covering the mouth and nose with a tissue or sleeves when coughing or sneezing”).

Exploratory factor analysis was conducted using SPSS (version 26.0; IBM Corp). Confirmatory factor analysis and structural equation modeling were conducted using AMOS (version 22.0; IBM Corp).

**Results**

**Pilot Study**

On the basis of our exploratory study, we assembled a pool of 78 items reflecting 15 domains of mHealth literacy. In the pilot test sample, 52% (77/148) of the participants were men and 48% (71/148) were women, and the majority of participants were between 30 and 60 years old (83/148, 56%). After item discrimination analysis and corrected item-total correlations calculation, 60 items remained. We then performed an exploratory factor analysis to extract factors that could reveal the structure of these items.

The Kaiser-Meyer-Olkin value was 0.893, and the Bartlett test of sphericity was statistically significant ($P<0.001$), which indicated that exploratory factor analysis was appropriate. We extracted 12 common factors that had a cumulative variance contribution rate of 77.0%. The domains self-efficacy and health practice were merged; the other factors remained unchanged.

After eliminating cross-loaded items and low factor-loading items, 45 items remained. Exploratory factor analysis was repeated a (Kaiser-Meyer-Olkin 0.898; Bartlett test of sphericity
P<.001), and 11 common factors were extracted from the remaining 45 items, with a cumulative variance contribution rate of 78.7% (Multimedia Appendix 2). The results also indicated a good internal consistency for each factor (all values of Cronbach’s alpha are between 0.777 and 0.921).

We modified the working scale slightly to reflect theory concerning mHealth. The modifications included (1) placing the item “I can identify relevant health information from search results” under Factor 4 (searching for information on a mobile phone); (2) moving the item “The health information accessed from a mobile phone is reliable” to Factor 10 (critical appraisal of information); (3) combining Factor 3 (mobile phone navigation skills) and Factor 4 (searching for information on a mobile phone) to form a new factor, that is, the acquisition of mHealth information; and (4) the addition of a new item, “I can tell whether the acquired health information can solve my problems” into Factor 6 (understanding of medical terms). In sum, we developed a measurement scale with 46 items under 10 subscales scored with a 5-point Likert scale.

First Validation Survey
A total of 552 respondents (18 to 24 years: n=70, 12.7%; 25 to 30 years: n=134, 24.3%; 31 to 40 years: n=147, 26.6%; 41 to 50 years: n=148, 26.8%; older than 50 years: n=53, 9.6%) participated in the first validation survey. Of these respondents, 52.2% (n=288) were male and 47.8% (n=264) were women; 42.6% (n=235) of participants possessed a high school education (or a lower educational level), the average family monthly income was between 3000 RMB (1 RMB is equivalent to approximately US $0.16) and 10,000 RMB (49.0%, n=271), and 71.0% (n=391) lived in urban areas.

We first ran confirmatory factor analysis separately for each of the 10 factors. The results suggested that the factors were unacceptable, namely, science knowledge and information critique. Therefore, we deleted the factor science knowledge, and integrated the acceptable item (information critique) into the factor evaluating mobile health information. After deleting items with low factor loadings and items with large residual correlations, 8 factors were retained. The factor loading of each item was larger than 0.6; composite reliability values were between 0.78 and 0.88, and the average variance extracted value of each factor was greater than 0.5 (Table 1).

The square root of average variance extracted for each factor and the Pearson correlation coefficients between factors revealed good construct validity and discriminant validity among the 8 factors (Table 2).

We compared 3 models to determine which model fit the data best (Figure 2). Model 1 was a single-factor model, in which each item corresponded to an overarching factor. Model 2 was a first-order factor model that included 8 factors that correlated with each other (ie, each item corresponded to a certain factor and subscale, and these 8 factors were correlated with one another). Model 3 was an 8-factor second-order model (ie, each item corresponded to 1 of the 8 factors in the first order, and these 8 factors corresponded to an overarching factor in the second order).

Model 1 could not adequately fit the data; its indices of goodness of model fit fell out of the acceptable range (Table 3); however, the indices for models 2 and 3 were within the acceptable ranges. The target coefficient for both model 2 and model 3 was 0.831 (ie, 1092.865/1315.368). Thus, although both models fit the data well, Model 3 (ie, the second-order model with 8 factors) better reflected the structure of the data. Consequently, we used a second-order model composed of 33 items in 8 domains and subscales to build the Problem-Based mHealth Literacy Scale (PB-mHLS).
### Table 1. Confirmatory factor analysis results.

<table>
<thead>
<tr>
<th>Factors and items</th>
<th>Standard Factor Loading</th>
<th>Squared multiple correlations</th>
<th>Composite reliability</th>
<th>Average variance extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Desire for mHealth When encountering health problems that I do not know how to deal with help me.</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S101: I search the mobile internet for health information.</td>
<td>0.637</td>
<td>0.41</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S102: The information found on the mobile internet can help me.</td>
<td>0.821</td>
<td>0.67</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S103: I feel that using the mobile internet is a convenient way to solve the problem.</td>
<td>0.731</td>
<td>0.53</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Mobile phone operational skills</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S201: I can operate mobile phones easily.</td>
<td>0.656</td>
<td>0.44</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S203: I know how to download new apps.</td>
<td>0.822</td>
<td>0.67</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S204: I know how to enter keywords into a search box.</td>
<td>0.764</td>
<td>0.58</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S205: I know how to follow officially authenticated accounts on social media.</td>
<td>0.821</td>
<td>0.67</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S206: I can successfully purchase goods web-based with my mobile phone.</td>
<td>0.765</td>
<td>0.59</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Acquiring mHealth information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S301: I know what health resources are available on the mobile internet.</td>
<td>0.825</td>
<td>0.75</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S302: I know where to find helpful health resources on the mobile internet.</td>
<td>0.855</td>
<td>0.73</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S303: I know how to find mobile-based health resources using my mobile phone.</td>
<td>0.863</td>
<td>0.68</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S305: I know how to enter keywords into a search box to find the health resources I need.</td>
<td>0.681</td>
<td>0.46</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Acquiring mHealth services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S308: I can make a doctor’s appointment using my mobile phone.</td>
<td>0.728</td>
<td>0.53</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S309: I know that it is possible to see a doctor for a one-to-one consultation using my mobile phone.</td>
<td>0.848</td>
<td>0.72</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S310: I can complete a mobile-based medical consultation with a doctor using my mobile phone.</td>
<td>0.895</td>
<td>0.80</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Understanding of medical terms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S402: I can understand the explanations given when searching for information about certain symptoms on the mobile internet.</td>
<td>0.757</td>
<td>0.57</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S403: I can evaluate the severity of a disease according to the description given on the mobile internet.</td>
<td>0.784</td>
<td>0.62</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S404: I can tell whether the health information can solve my problems.</td>
<td>0.823</td>
<td>0.68</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Mobile-based patient–doctor communication</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S405: I can clearly describe my health conditions to an web-based doctor during a mobile phone-based consultation.</td>
<td>0.749</td>
<td>0.56</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S406: I can tell the doctor which medicines I am taking during a mobile phone-based consultation.</td>
<td>0.764</td>
<td>0.58</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S407: I know that it is possible to take photos of relevant things during a mobile phone-based consultation.</td>
<td>0.727</td>
<td>0.53</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S408: I can understand the doctor’s evaluation of my health problems.</td>
<td>0.757</td>
<td>0.57</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S409: If I cannot understand the web-based doctor’s explanations, I will tell them so.</td>
<td>0.699</td>
<td>0.49</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Evaluating mHealth information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S601: I can evaluate the quality of health information available on my mobile phone.</td>
<td>0.692</td>
<td>0.48</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
## Table 2. Discriminant validity test.

<table>
<thead>
<tr>
<th>Factors and items</th>
<th>Standard Factor Loading</th>
<th>Squared multiple correlations</th>
<th>Composite reliability</th>
<th>Average variance extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td>S602: I can evaluate the reliability of the evidence cited in mobile-based health information.</td>
<td>0.791</td>
<td>0.63</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S603: I usually check the source of health information.</td>
<td>0.732</td>
<td>0.54</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S604: I can evaluate the reliability of the source of health information.</td>
<td>0.772</td>
<td>0.6</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S606: I search for health information using a variety of channels.</td>
<td>0.645</td>
<td>0.42</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S702: I can identify advertisements in search results.</td>
<td>0.671</td>
<td>0.45</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>mHealth decision-making</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S801: I am confident in applying the health information that I acquire using my mobile phone to make decisions.</td>
<td>0.658</td>
<td>0.43</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S802: I believe that the decisions I make can improve my health.</td>
<td>0.775</td>
<td>0.6</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S803: I incorporate my health-related decisions into my daily medical care.</td>
<td>0.746</td>
<td>0.56</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>S804: I can build a healthy life in accordance with the health-related decisions I make.</td>
<td>0.701</td>
<td>0.49</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Not applicable or data are not available.*

\( ^a \)The square root of the average variance extracted value.
Figure 2. A comparison of the models. Statistic indices — AGFI: adjusted goodness of fit index; CFI: comparative fit index; GFI: goodness of fit index; TLI: tucker-Lewis index. Factor names — AMHI: acquiring mHealth information; AMHS: acquiring mHealth services; EMHI: evaluating mHealth information; MHD: mHealth desire; MHD: mHealth decision-making; MPDC: mobile-based patient-doctor communication; MPOS: mobile phone operational skills; PBMHL: problem-based mHealth literacy; RMSEA: root mean square error of approximation; UMT: understanding of medical terms.

Table 3. Model comparisons.

<table>
<thead>
<tr>
<th>Model comparison</th>
<th>Chi-square (df)</th>
<th>Chi-square to df ratio</th>
<th>GFI^a</th>
<th>Adjusted GFI</th>
<th>Comparative fit index</th>
<th>Nonnormed fit index</th>
<th>Root mean square error of approximation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1: Single-factor model</td>
<td>3540.030 (495)</td>
<td>7.152</td>
<td>0.636</td>
<td>0.588</td>
<td>0.711</td>
<td>0.692</td>
<td>0.106</td>
</tr>
<tr>
<td>Model 2: 8-factor correlation model</td>
<td>1092.865 (467)</td>
<td>2.34</td>
<td>0.887</td>
<td>0.865</td>
<td>0.941</td>
<td>0.933</td>
<td>0.049</td>
</tr>
<tr>
<td>Model 3: 8-factor second-order model</td>
<td>1315.368 (487)</td>
<td>2.701</td>
<td>0.866</td>
<td>0.845</td>
<td>0.921</td>
<td>0.915</td>
<td>0.056</td>
</tr>
<tr>
<td>Acceptable values</td>
<td>N/A^b</td>
<td>&lt;5</td>
<td>&gt;0.8</td>
<td>&gt;0.8</td>
<td>&gt;0.9</td>
<td>&gt;0.9</td>
<td>&lt;0.08</td>
</tr>
</tbody>
</table>

^aGFI: goodness of fit index.
^bN/A: not applicable.

Second Validation Survey

We collected 433 valid and unique responses (men: 222/433, 51.3%; women: 211/433, 48.7%). The majority of respondents were between 30 and 60 years old (263/433, 60.8%); 50.6% (219/433) of participants possessed a middle school education or lower (senior high school: 94/433, 21.7%; college degree: 68/433, 15.7%; a bachelor’s degree or above: 52/433, 12.0%). the average family monthly income was stratified as follows: 3000 RMB and below (112/433, 25.9%), 3001 to 8000 RMB (175/433, 40.4%); 8000 to 12,000 RMB (93/433, 21.5%), and greater than 12,000 RMB (53/433, 12.2%). The proportion of participants living in urban areas was 50.3% (218/433).

The results of the exploratory factor analysis supported the feasibility of performing factor analysis (Kaiser-Meyer-Olkin 0.955; Bartlett test of sphericity: P<.001). As expected, the exploratory factor analysis extracted 8 factors from the 33 items; furthermore, those 8 factors cumulatively explained as much as 81.9% of the variance. The internal reliability of each factor and subscale was also within a good range, as the Cronbach α values for the 8 subscales fell between 0.864 and 0.949 and were greater than the cut-off of 0.7. Overall, these results suggested that the 8 factors extracted through the exploratory factor analysis were appropriate.
Factor loadings of all items were above 0.6, the composite reliability values were between 0.866 and 0.947, and the average variance extracted values were greater than 0.70. In addition, the second-order model fitness indices were in the good range ($\chi^2/df = 2.396$, GFI 0.861, adjusted GFI 0.840, comparative fit index 0.949, nonnormed fit index 0.945, RMSEA 0.057).

The result of multiple-group analysis revealed that there were no significant differences in the indices of model fit between separate second-order models for different educational levels ($P = .31-.47$) or different age groups ($P = .29-.70$) (Multimedia Appendix 3). This suggested that the PB-mHLS model was stable across different demographic groups in the sampled population.

The structural equation model to examine the impact of mHealth use on mHealth literacy and the impact of mHealth literacy on health prevention behavior met strict criteria ($\chi^2/df = 2.251$, GFI 0.860, adjusted GFI 0.840, comparative fit index 0.949, nonnormed fit index 0.945, RMSEA 0.054). The impact factor of mHealth use on mHealth literacy was 0.43, while that for mHealth literacy on health prevention behavior was 0.23. All indicators met the satisfactory significance level ($P < .001$).

**Discussion**

**Principal Findings**

Using a series of empirical studies—including an exploratory study with in-depth interviews and observations, a pilot survey using a small sample, and 2 web-based surveys using large samples—we developed and validated an mHealth literacy scale that was built on a problem-based framework. Specifically, we constructed a scale with 33 self-reported items in 8 domains and subscales to operationalize mHealth literacy. The PB-mHLS enhances our understanding of the abilities and skills required to use mobile health resources, and extends the notion of health literacy into the context of mobile communication. In this regard, mHealth literacy scales such as the PB-mHLS are likely to retain similar domains or factors that have been identified in eHealth literacy scales. The key components of eHealth literacy mainly relate to the behaviors involved in operating digital devices, and in acquiring, comprehending, as well applying (ie, making health-related decisions) digital health resources (Table 4). These components have been incorporated into the framework of the PB-mHLS. Importantly, this newly developed scale includes unique factors that reflect the distinct characteristics of mHealth. The new scale makes several important contributions to the literature on eHealth and mHealth.

First, unlike the eHEALS and the Digital Health Literacy Instrument, the PB-mHLS integrates mHealth desire as an essential aspect of eHealth practices and integrates this into the measurement of mHealth literacy. Conventional eHealth literacy scales start by evaluating individuals’ behaviors of searching for health resources (eg, acquiring health information), whereas the PB-mHLS extends individuals’ behavioral trajectories by assessing their desire to use the mobile internet to solve health-related problems. In other words, in the PB-mHLS, the starting point for examining individuals’ health behavioral trajectories is their motivations to engage with mobile health practice. This distinction is important because a clear and strong motivation or desire for mHealth is likely to guide an individual’s subsequent actions. This finding was noted in our exploratory study, where participants who were unable to appropriately understand their own health needs tended to either complicate or ignore simple health problems, resulting in worse outcomes. Indeed, when participants were at the same educational levels, those with significant health needs were found to solve their health problems more efficiently. Therefore, the ability to properly express mHealth desire should be a critical component of any mHealth literacy scale.

**Table 4.** Domain comparisons between the Problem-Based mHealth Literacy Scale (PB-mHLS) and eHealth literacy scales.

<table>
<thead>
<tr>
<th>Domains</th>
<th>eHEALS (Electronic Health Literacy Scale) 1.0 and 2.0</th>
<th>Digital Health Literacy Instrument</th>
<th>Problem-based mHealth Literacy Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>eHealth behaviors and needs</td>
<td>—a</td>
<td>Protecting privacy</td>
<td>Mobile health needs</td>
</tr>
<tr>
<td>Digital device operational skills</td>
<td>—</td>
<td>Computer operational skills</td>
<td>Mobile phone operational skills</td>
</tr>
<tr>
<td>Acquiring health information</td>
<td>Information navigation awareness; information acquisition skills</td>
<td>Information navigation and searching</td>
<td>Acquiring mHealth information and services</td>
</tr>
<tr>
<td>Understanding health information</td>
<td>—</td>
<td>—</td>
<td>Understanding of medical terms</td>
</tr>
<tr>
<td>Online interactions</td>
<td>Social media interactions</td>
<td>Adding self-generated content</td>
<td>Mobile-based patient–doctor communication</td>
</tr>
<tr>
<td>Evaluation of health information</td>
<td>Evaluation and application of information</td>
<td>Evaluation of information</td>
<td>Evaluation of mHealth information</td>
</tr>
<tr>
<td>Application of health information</td>
<td>Evaluation and application of information</td>
<td>Application of information</td>
<td>mHealth decision-making</td>
</tr>
</tbody>
</table>

aNot included.
bThis domain was not confirmed in the as its internal consistency was not acceptable (Cronbach $\alpha = 0.57$) and its item-total correlation was mostly nonsignificant.

Second, the PB-mHLS evaluates individuals’ abilities to use digital or mobile health resources in two ways, that is, by acquiring mobile health information, and by acquiring mobile health services. To evaluate how individuals make use of digital
health resources, most eHealth literacy scales include a specific domain for the acquisition of digital health information. However, such widespread use of health information to represent health resources may be less relevant where mHealth is concerned, because individuals can access and adopt various types of real-time medical services conveniently via their mobile phones. As such, individuals’ abilities to acquire health information as well as their abilities to acquire mobile health services are incorporated into the PB-mHLS. This should facilitate comprehensive assessments of individuals’ capacities for using mobile health resources.

Third, the PB-mHLS emphasizes the importance of understanding how different mobile health resources are used by individuals. Just as individuals’ abilities for acquiring mHealth resources include two facets, individuals’ abilities for comprehending mHealth resources are separated into two aspects in the PB-mHLS, namely, the ability to understand medical terms, and the ability to engage in mobile-based patient–doctor communications. The ability to understand medical terms is considered to be an important domain in mHealth literacy because such an ability is salient for reading and understanding the acquired mHealth content, and for accessing and using common medical services such as diagnoses or medical treatments; however, mHealth services provide great opportunities for patients to consult doctors web-based in the absence of any restrictions on time and location. Hence, individual skill in patient–doctor interactions are a crucial factor facilitating mHealth practices, which is included as an important domain in the PB-mHLS.

Finally, the PB-mHLS is an instrument that is focused on assessing individuals’ health-related abilities. While the literature suggests that scientific knowledge should be considered to be a component of eHealth literacy [18], the results of the confirmatory factor analysis in this study did not support such a proposition. Instead of an individual’s general science literacy, an individual’s ability to understand medical terms is a more specific and appropriate factor that can reflect their capacity to comprehend sophisticated medical and health-related information. Similarly, although both the eHEALS and the Digital Health Literacy Instrument included a domain that measures an individual’s ability to engage in web-based or social media interactions, our findings emphasize that web-based interactions represent a focused domain; that is, the interaction between patients and doctors via mobile devices is a more relevant factor in the evaluation of mobile health literacy. In addition, the results suggested that web-based privacy is not necessarily related to mHealth literacy. This finding is consistent with those from previous research [16] and can be explained by the notion of “privacy calculus” [36,37]. Although individuals are concerned about web-based and mobile privacy risks, they are willing to trade their private information for health benefits. In other words, their desire to manage and improve their health may outweigh their concerns about privacy risks. As a result, perceptions of privacy risk may influence neither health behaviors nor health literacy, and privacy web-based may not be a necessary component of either eHealth literacy or mHealth literacy.

Limitations
First, the PB-mHLS should be verified in different contexts. Although the proportion of netizens with a low-education level was accounted for in both of our survey-based studies, the proportion of netizens in rural areas remained unbalanced. Hence, to generalize the PB-mHLS, future studies should apply this scale to populations that are not skilled at using mobile phones, such as people living in rural areas, migrant workers, or low-income groups. Likewise, the development of the PB-mHLS was based on empirical data from individuals in China. Since cultural factors may influence health literacy, it is essential to validate this scale in various other cultural contexts. Second, as was the case in previous studies [16,18,19], we opted to use self-reported questionnaires in developing the PB-mHLS. This method mostly captures self-perceived or subjective responses, and thus, it cannot objectively quantify individuals’ actual abilities. Therefore, future studies should design an instrument that can objectively reflect actual mHealth literacy, and investigate the similarities and differences between actual and self-reported measurements. Third, although the relationships between mHealth literacy, mHealth use, and health prevention behaviors were verified in our study, future research should use the PB-mHLS to examine the relationships between mHealth literacy and other factors, such as health outcomes, actual health practices, or overall health condition, to further validate the appropriateness of this new instrument.

Acknowledgments
This work was supported by the Ministry of Education of China’s Humanities and Social Science Foundation (18YJC860049), the Philosophy and Social Science Fund of Guangdong Province (GD20XXW01) and the Major Project of The National Social Science Fund of China (21&ZD316). The funders had no role in the study design, data collection and analysis, decision to publish, or preparation of the paper. In addition, we thank all the participants in this study. We would also like to thank Jiamin Zhang for her effort in the exploratory study.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Details of the exploratory study.
References


provided the original work, first published in JMIR mHealth and uHealth, is properly cited. The complete bibliographic information, a link to the original publication on https://mhealth.jmir.org/, as well as this copyright and license information must be included.
A Novel Method for Evaluating Mobile Apps (App Rating Inventory): Development Study

Rachel Mackey1*, MPH; Ann Gleason1*, MLiS; Robert Ciulla1*, PhD

Connected Health Branch, Defense Health Agency, Tacoma, WA, United States

*all authors contributed equally

Corresponding Author:
Ann Gleason, MLiS
Connected Health Branch
Defense Health Agency
JBLM Box 339500 MS 34
9933 West Hayes Street
Tacoma, WA, 98433-9500
United States
Phone: 1 253 278 1535
Email: ann.m.gleason3.ctr@mail.mil

Abstract

Background: Selecting and integrating health-related apps into patient care is impeded by the absence of objective guidelines for identifying high-quality apps from the many thousands now available.

Objective: This study aimed to evaluate the App Rating Inventory, which was developed by the Defense Health Agency’s Connected Health branch, to support clinical decisions regarding app selection and evaluate medical and behavioral apps.

Methods: To enhance the tool’s performance, eliminate item redundancy, reduce scoring system subjectivity, and ensure a broad application of App Rating Inventory–derived results, inventory development included 3 rounds of validation testing and 2 trial periods conducted over a 6-month interval. The development focused on content validity testing, dimensionality (ie, whether the tool’s criteria performed as operationalized), factor and commonality analysis, and interrater reliability (reliability scores improved from 0.62 to 0.95 over the course of development).

Results: The development phase culminated in a review of 248 apps for a total of 6944 data points and a final 28-item, 3-category app rating system. The App Rating Inventory produces scores for the following three categories: evidence (6 items), content (11 items), and customizability (11 items). The final (fourth) metric is the total score, which constitutes the sum of the 3 categories. All 28 items are weighted equally; no item is considered more (or less) important than any other item. As the scoring system is binary (either the app contains the feature or it does not), the ratings’ results are not dependent on a rater’s nuanced assessments.

Conclusions: Using predetermined search criteria, app ratings begin with an environmental scan of the App Store and Google Play. This first step in market research funnels hundreds of apps in a given disease category down to a manageable top 10 apps that are, thereafter, rated using the App Rating Inventory. The category and final scores derived from the rating system inform the clinician about whether an app is evidence informed and easy to use. Although a rating allows a clinician to make focused decisions about app selection in a context where thousands of apps are available, clinicians must weigh the following factors before integrating apps into a treatment plan: clinical presentation, patient engagement and preferences, available resources, and technology expertise.

(JMIR Mhealth Uhealth 2022;10(4):e32643) doi:10.2196/32643
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Introduction

Background

The lack of guidelines for identifying high-quality apps from the overwhelming number of available apps creates confusion, forestalling clinical adoption. A 2019 Australian study by Byambasuren et al [1] found that two-thirds of general practitioners used mobile apps professionally but used them primarily for medical reference purposes. In the report by Byambasuren et al [1], barriers to using apps to supplement patient care included a knowledge deficiency regarding effective uses and concerns that access sources were not trustworthy. A recent review of psychological health apps noted that it falls to health care providers to evaluate the apps’ literature and marketplace or follow the guidance of their colleagues or the health system [2]. The lack of guidelines and the time it takes to vet apps to find those most suited for clinical presentation have the potential to deter clinicians from integrating mobile apps into patient care and clinical practice.

Beyond a description of the app, user ratings, and testimonials, app distribution platforms neither describe an app’s overall quality nor indicate whether an app can meet a clinician’s needs. Descriptions posted on app stores by the software developer may be inconsistent with the app’s actual content. User ratings may imply a consensus concerning an app’s usability but do not necessarily reflect an app’s evidence or accuracy [3]. Although a popular app may be easy to use, and usability and navigability are important considerations, it may lack therapeutic value [4].

User ratings are only moderately correlated with objective rating scales and may reflect only limited experience with an app’s capabilities [5]. Pointing to the need for standardized measures, Powell et al [6] noted that someone searching for an app in the app store is likely to select the first one noticed. User ratings’ ineffectiveness in qualifying an app as medically appropriate or safe has contributed to a call for a criteria-based approach that would allow for a more objective appraisal [4]. Although a popular app may be easy to use, and usability and navigability are important considerations, it may lack therapeutic value [4].

Existing App Rating Systems

Rating guidelines are often subjective features or characteristics to consider when determining an app’s viability and fit for clinical practice [5]. The authors noted the value of multidimensional ratings over those with a singular focus. Baumel et al [4] included the following components: classification (eg, intended audience), usability (eg, ease of use), visual design, user engagement (eg, an app’s interactive properties), content, therapeutic persuasiveness and alliance (therapeutic rationale and relatability), a subjective evaluation of the app, credibility, and privacy and security. Password protection and the ability to import and export data, whether using the app carries potential risks, and whether technical support is available are additional considerations [6].

Oyebode et al [8] listed personalization, self-monitoring, reminders, surface credibility, social support, trustworthiness, expertise, and real-world feel as some of the most important features of health apps. Persuasive design is defined as the use of technology to change users’ attitudes or behaviors and includes behavior reinforcement, behavior change, and the shaping of attitudes as success measures [9]. Of note, although having ≥1 persuasive feature is effective, incorporating too many persuasive features only increases complexity, making the app less user-friendly and possibly decreasing its effectiveness [8].

Other factors that facilitate app use include easy-to-use navigation, clear layouts and designs, and visually available health data trends, whereas barriers can be both app specific (onerous or unintuitive navigation and small font size) and user specific (lack of technology literacy, negative attitudes about technology, and lack of internet connectivity) [10]. Jeffrey et al [10] also noted the importance of educational features and customization to support user adoption and the positive impact on adoption if the app is recommended by the patient’s practitioner.

A rapid review of the literature and web resources on app rating systems has revealed several standardized approaches to rating apps. Predominantly, these solutions help users select quality apps by providing a list of evaluation questions to be considered before using an app from the Google Play or Apple Store platforms. Comprehensive rating models provided by the Mobile App Rating Scale and PsyberGuide can be used to assess the usability of a mobile app [11] and assess the evidence supporting an app’s content [5]. The Enlight system was developed after an extensive literature review of app rating methods. Enlight seeks to specifically evaluate the therapeutic value of health apps [4]. Other notable systems include those developed by the American Psychiatric Association (APA) [12], the Anxiety and Depression Association of America [13], and the UK National Health Service [14]. The National Health Service hosts a web-based library of approved apps, the Anxiety and Depression Association of America posts ratings of selected mental health apps on the web, and the APA has a comprehensive system for rating mental health apps that is accessible from their website. In addition, several researchers have published app rating models for specific topics. The App Quality Evaluation Tool nutrition app rating system is an example of a topical rating system [15]. The app rating models, as well as a brief description of each system, are summarized in Table 1.

https://mhealth.jmir.org/2022/4/e32643
Table 1. App rating systems.

<table>
<thead>
<tr>
<th>Inventory or organization</th>
<th>Type and total items</th>
<th>Availability</th>
<th>Intended audience</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADAA^a-reviewed mental health apps</td>
<td>Apps reviewed by mental health professionals based on 5 categories</td>
<td>Available on the ADAA website under &quot;mobile apps&quot;</td>
<td>Mental health professionals</td>
</tr>
<tr>
<td>App adviser: APA^b</td>
<td>Comprehensive app evaluation model; 5 categories with 7 to 9 questions each; brief version has 8 questions total</td>
<td>Available on the APA [12] website</td>
<td>Mental health professionals</td>
</tr>
<tr>
<td>AQEL^c</td>
<td>Rating scale; 51 items</td>
<td>Web-based questionnaire referenced in DiFilippo et al [15]</td>
<td>Nutrition professionals</td>
</tr>
<tr>
<td>Enlight</td>
<td>Research-based, comprehensive app rating system with 6 categories of rankings from very poor to very good</td>
<td>Tool shared in the Baumel et al [4] publication</td>
<td>Health professionals</td>
</tr>
<tr>
<td>HITAM^d</td>
<td>Identifies factors that influence app users' acceptance of technology and behavior, such as health information seeking, social networking, and interactivity</td>
<td>See Kim and Park [16] for more information</td>
<td>App developers</td>
</tr>
<tr>
<td>MARS^e</td>
<td>Professional app quality rating scale; 6 sections with 29 items; user scale has 26 items</td>
<td>Tool shared in the Stoyanov et al [11] publication</td>
<td>Health professionals</td>
</tr>
<tr>
<td>NHS^f</td>
<td>App ratings conducted by experts and posted on the website</td>
<td>Available on the NHS digital website under &quot;NHS Apps Library&quot;</td>
<td>General audience</td>
</tr>
<tr>
<td>One Mind PsyberGuide</td>
<td>App ratings conducted by experts and posted on the website</td>
<td>Available on the One Mind PsyberGuide website</td>
<td>Mental health professionals</td>
</tr>
</tbody>
</table>

^a ADAA: Anxiety and Depression Association of America.  
^c AQEL: App Quality Evaluation Tool.  
^d HITAM: Health Information Technology Acceptance Model.  
^e MARS: Mobile App Rating Scale.  
^f NHS: National Health Service.

Setting the Stage for the App Rating Inventory

The Defense Health Agency’s Connected Health branch is home to the research team that developed the App Rating Inventory. This branch serves as a technology resource for the Military Health System (MHS), receiving requests for mobile apps’ information from providers and app developers. A standardized approach for mobile health (mHealth) market research and app evaluation is required to ensure that consistent and reliable information is provided to MHS clinicians. The research team worked with other app evaluation teams to determine whether a pre-existing tool could be modified to fit MHS needs; however, it was determined that existing tools did not meet the criteria required for use within the MHS.

To support the MHS mission, an app evaluation tool must be usable for the full spectrum of medical and behavioral conditions and be valid for use with civilian and government-developed apps. A critical requirement was that the rating system avoid subjectively defined scoring items; what was needed was an objective tool with clear and concise criteria free from personal opinion. Of equal importance was the need for a holistic accounting of each evaluated app; that is, the rating tool should include aspects that have been tested and vetted more than evidence, user experience, the value of the content; however, all 3 should be within one system. Following a review of the literature and the existing rating systems, the research team found that no existing tool met its needs.

Although disease-specific apps are the primary use case, the App Rating Inventory can also be used with nonclinical conditions (eg, activity counters, nutrition, and physical fitness). In addition to assisting clinicians from diverse disciplines with app selection, the tool is used in decision-making concerning new software development proposals and scanning the markets for similar products before committing research funds to new development.

Methods

App Selection Procedure

Although a decision regarding an app’s best fit for a clinical situation is supported and perhaps driven by the ratings’ findings, app selections are ultimately grounded in clinical judgment. The first step in this iterative procedure is market research. In this procedure, a market search of the distribution platforms is performed before the App Rating Inventory rating system is applied. The initial market scan leads to a more detailed review of each app and its published description before alignment with the inclusion criteria, or a decision about which...
apps will be rated can be determined. The protocol integrates the components of each research question. Apps that meet the inclusion criteria are funneled based on the number of criteria met. If >10 apps meet the inclusion criteria, a top-10 list is created using user-generated data from the app distribution platforms: number of user reviews, user ratings, and number of downloads, followed by the actual ratings. The process methodology for market research leading to app ratings is shown in Figure 1.

Figure 1. App rating process flowchart. mHealth: mobile health.

Early in the development process, an ANOVA was conducted to determine whether the above-described ranking process was statistically valid. The research team selected 10 top-ranked, 5 middle-ranked, and 10 bottom-ranked apps for testing with ANOVA. This was done to determine the level of variance between high- and low-ranked apps. Each of the 25 apps was rated using the App Rating Inventory, and the resulting scores were evaluated. Apps in the top-ranked grouping averaged an App Rating Inventory score of 14.77 (SD 4.63). The mean score for the middle-ranked apps was 9.66 (SD 2.25). Bottom- or lower-ranked apps received a mean App Rating Inventory score of 7.28 (SD 3.6). The ANOVA showed a statistically significant difference in the rating scores from top-ranked apps when compared with middle-ranked and bottom-ranked apps. No significant difference was observed between the middle-ranked and bottom-ranked apps. In short, the use of user-generated data to perform app rankings was found to be an effective method for selecting apps to be rated.

Development of the App Rating Inventory

Following a review of the literature and existing rating systems, it was determined that a pre-existing tool did not meet the needed requirements for use within the Defense Health Agency. An app rating tool was needed that could be used by the research team to objectively assess the quality and features of all mHealth apps, regardless of specialty. The seven subject matter experts who comprised the research team created a baseline list of the characteristics that high-quality mobile apps, which are intended for use in a clinical setting, should have. The following list was based on experience and insights from information technology staff, app developers, mHealth content experts, health care providers, and health research professionals: (1) empirical base (underlying theoretical model), (2) educational content, (3) patient-generated data, (4) interactive features, (5) entertaining and immersive, (6) user customization, (7) ease of use, and (8) free of bugs and glitches.

These eight categories served as an initial baseline upon which to build the rating system. Ongoing refinement, which was focused on operationalizing terms and eliminating ambiguity and overlap between items, produced several distinct iterations. Each new format of the inventory was piloted, tested, and subjected to an in-depth review before making additional modifications. The initial 40-item inventory was subsequently reduced to its current 28-item count.

Results

Overview

In the initial development of the App Rating Inventory, 3 rounds of testing were performed to narrow the criteria and refine the scope of the tool. The first 2 rounds of developmental tests yielded low interrater reliability (between 0.48 and 0.50). After retraining, streamlining inventory questions, and refining operational definitions, the third round of pilot testing increased the interrater reliability score to 0.62.

Following the improvement in interrater reliability, the app development team conducted the first round of analysis, implementation, and testing of the tool for 6 months, which included 96 apps rated by the research team, and the rated apps canvassed 12 distinct conditions (eg, depression, low back pain, autism, opioid use, and stress). The 2688 data points from these ratings were used for factor and commonality analyses. Validity testing was conducted following each of the 3 pilot iterations and the subsequent revisions.

During the same 6-month period, interrater reliability (2 raters) across each of the 12 topic areas was high (between 0.92 and 0.95). The inventory’s now-improved internal consistencies allowed for more advanced testing. Commonality testing identified high levels of linkages among the 4 criteria, resulting in the deletion or combination of these criteria to reduce redundancy. Factor analysis resulted in the restructuring of the
linked criteria and the removal of 2 additional criteria that were identified as outliers and did not match the features in the 96 rated apps. Content validity testing illuminated weaknesses that reduced the apps’ ability to perform well when administered to all mHealth apps, regardless of the topic area. The affected items were adapted to increase the consistency of all the apps. The App Rating Inventory proved to have effective utility across a broad range of clinical condition areas (eg, pain apps, substance abuse apps, and insomnia apps).

Statistical analysis and external consultation highlighted the following additional criteria of importance: privacy, peer support, emerging technology, and the encryption of exported data. The development team consulted 2 evidence-based published app evaluation owners identified by the preliminary literature review. Consultation with these expert sources was conducted both before the tools were created and during the development of the App Rating Inventory. The following criteria were adapted or added to bridge these gaps: the app connected users with social support (peer chat, social media, or support group platforms); the app included privacy settings and allowed encryption of user information and password protection; and the app used artificial intelligence (eg, chatbot and coach).

A second round of analysis tested the tool’s dimensionality; that is, whether the tool’s criteria were performing as operationalized. This analysis tested the predominant themes and linkages in the tool. Reliability testing was used to assess internal and external consistency. Internal analyses included rater impressions during the tool’s use and tracking of the consistencies of information across research topics. Interrater reliability was evaluated throughout the testing process.

Dimensionality testing confirmed that the tool’s hypothesized criteria performed as desired. Each of the tool’s components reflected a unique measure. Reliability testing demonstrated that the tool performed consistently. Consistencies in ratings involving apps with disparate features and across various topics (eg, pain and insomnia) showed the tool’s capacity for broad-spectrum application.

App Rating Inventory in its Final Iteration

The final App Rating Inventory was a 28-item, 3-criterion tool (see Multimedia Appendix 1 for the App Rating Inventory checklist). The scoring system changed with each iteration of the inventory, with the end goal being a more simplified procedure. In the final version, the evidence criterion contained 6 items, and the content and customizability criterion each contained 11 items. Scoring is based on a simple binary system; that is, either the app contains the feature, or it does not. The 28 items are weighted equally; no item is considered more (or less) important than any other item. Each rated app receives four scores: a score for evidence, content, and customizability and a total score (sum of the 3 categories). Higher scores indicate that the app obtained a positive score on more items than a similar app with a lower score. Evidence, content, and customizability scores allow clinicians to make focused decisions when selecting an app for clinical use. As the prevailing assumption is that clinical judgment supersedes ratings, a clinician might select an app that receives an overall lower total score than that of similar apps, as the app received a high customizability rating that especially fits the clinician’s use case.

A binary approach means that raters do not have to grade their assessment along a continuum such as the systems reported in the literature that use a multipoint Likert-type scale. Using scoring for presence (rated as 1) versus absence (rated as 0), the App Rating Inventory minimizes subjective rater input. Although there may be value in developing broad constructs that apply to a full range of health technology platforms (eHealth intervention programs) [6], the App Rating Inventory’s sole focus is mobile apps. A system developed to measure a mobile app’s properties is not likely to equate to a website or telehealth platform.

Case Example

To search for apps that help with sleep difficulties, the distribution platforms were queried for sleep and insomnia. Extraneous results were removed from the initial findings of 1005 apps, leaving 487 (48.46%) apps. These apps were further funneled to include only apps that were free and patient focused. Consistencies in ratings involving apps with disparate features and across various topics (eg, sleep and insomnia) showed the tool’s capacity for broad-spectrum application.

Table 2 shows the scores for 2 sleep-related apps from the overall search (in this example, both apps were developed by the federal government). There are category and total scores (the sum of the numerators for each category). Generally, only apps that achieve at least a 50% agreement threshold (scoring positively on at least 14 items) are included in the final narrative report. In the final report, detailed descriptions of the apps are accompanied by numerical ratings. The report might also include first-hand observations that occurred to the rater and a gap analysis when the distribution platforms did not offer apps that met the prescan inclusion criteria, especially helpful when determining whether to fund new software development.

Table 2. App Rating Inventory app rating scores.

<table>
<thead>
<tr>
<th>Apps</th>
<th>Total App Rating Inventory score</th>
<th>Evidence, score out of N</th>
<th>Content, score out of N</th>
<th>Customizability, score out of N</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBT-i Coach</td>
<td>19</td>
<td>6/6</td>
<td>7/11</td>
<td>6/11</td>
</tr>
<tr>
<td>Insomnia Coach</td>
<td>19</td>
<td>5/6</td>
<td>7/11</td>
<td>7/11</td>
</tr>
</tbody>
</table>
Discussion

Lessons Learned
After 3 years of consistent use of the App Rating Inventory, the development team arrived at 6 fundamental observations, as discussed in the following sections.

Popularity Does Matter
Apps with a high number of downloads and user reviews (suggested that the app is popular with users) may actually reflect app quality. Although total downloads do not ensure that an app is evidence based or has clinical utility, a high number of user reviews and associated positive ratings are signs of tangible and sustained user engagement that suggest that an app has updated, relevant quality features. In the absence of consensus resources for evaluating mHealth apps, users will choose apps with high user ratings, similar to picking one restaurant over another as it has a better star rating and later finding that it does indeed have quality food, ambiance, and customer experience.

Dynamic, Interactive Content Creates Repeat Users
For apps developers, increasing app engagement is an important consideration. The repeated use of dynamic content by self-management and prevention-focused apps will increase the number of touchpoints a patient has with the associated content. These engaging features range from app reminders, pushed as notifications to the user’s main device home screen, to dynamic, adaptable content that evolves as the user meets individual app goals. In the end, there is a feedback loop between app sustainment and a loyal following—loyalty incentivizes the developer to improve the app, and those improvements are rewarded by more loyalty.

The Bait and Switch Method is Common
With mobile apps, what you see is not always what you receive; in fact, there is no equivalence between distribution platforms’ descriptions and what a reader can expect from a research article’s abstract. The description of an app is similar to a sales pitch meant to encourage downloads. Once downloaded, the user experience may not match the marketing ploy. Perhaps, the most common occurrence is supposedly free content that the user discovers has a cost, or the user may find that the key content is locked in the free version. The user may discover that a subscription package is required; the common tagline for this is free to download. Indeed, the app is free to download but, once installed, cannot be used without selecting a monthly purchase plan. Although a medication management app may allow the user to enter the medication that they want to track, access to the symptom tracker, medication reminders, patient diary, calendar, and refill reminders are all separate in-app purchases or only available if the user chooses to purchase a premium version of the app.

There Really is an App for Everything
Most smartphone users will be familiar with the phrase “there’s an app for that.” From 2015 to 2017, the number of public-facing mHealth apps doubled, saturating distribution platforms with >300,000 apps [17]. The market is flooded with mHealth apps for almost every aspect of care and health. When conducting original app market research, it is common to have several hundred apps generated by each search term, regardless of the topic area. The most time-intensive step of the app rating process is the initial environmental scan, identifying alignment with inclusion criteria and determining an app’s topical relevance.

Apps Can Perpetuate Inaccurate Information
App distribution platforms do not require mHealth apps to be evidence informed or supported by best practices. As apps may contain inaccurate or potentially harmful content, vetting and validating an app’s clinical content before recommending it is crucial.

Mobile Apps Can Enhance the Patient Experience
The integration of mHealth apps into care has been shown to increase treatment fidelity and program adherence [18]. By increasing patient touchpoints, health literacy, and health efficacy, mHealth apps can meet the patient at where they are.

Key Considerations
The decision to recommend apps in clinical settings should be based on a comprehensive algorithm that presents diagnosis, technology literacy, app quality and content, treatment planning, accessibility and cost, and data security. Critically underlying this decision matrix is clinical judgment. Deciding which app to use may also depend on patient engagement; a low level of engagement suggests that the app should be primarily educational, whereas an app oriented toward behavior change might be more suitable for highly engaged patients [19]. Clearly, patient characteristics factor into determining an app’s suitability for use in treatment or self-management [20,21].

Although a patient’s input should be obtained along with the clinician’s assessment of the app [3], a commentary (in the literature) that a qualified appraisal of an app’s value should be grounded in the therapeutic alliance and not solely based on an objective scoring system begs the following question: are the two mutually exclusive? Powell et al [6] suggested the notion that a scoring system gets a clinician started with app selection; however, before recommending it, the responsible clinician would download and explore all of the app’s features regardless of how well it scores on an objective scoring system. The multistep vetting process proposed by Boudreaux et al [3] includes a literature review, a search of clearinghouses and app stores, a review of app descriptions and user ratings, reviewing social media entries (both professional and patient networks), piloting the app, and obtaining feedback from patients. The case study cited in the 2014 Boudreaux et al [3] article begins with a hypothetical physician who is interested in celiac disease apps. First, the physician contacts a medical librarian to search for a systematic review. This first step in the series of aforementioned steps raises the following question: how many clinicians will have access to or sufficient free time to check in with a medical librarian? More to the point, the absence of randomized controlled trials that a literature review would reveal does not mean that useful celiac apps are not available. The physician’s next steps were as follows: searching a clearinghouse, looking at user ratings in iTunes, and then...
taping web-based social networks, finally leading to the physician selecting an app—at which point the physician uses the app for a day and then recommends it to a patient. These steps have value but are time intensive and, in the end, fail to obtain an independently determined, objective evaluation of the app’s content. A busy clinician needs quick, digestible guidance regarding an app’s merits and usefulness.

Rating systems require some initial investment in learning the scoring protocol and the system’s theoretical basis. Although the App Rating Inventory research team strived to develop a system that minimized the focus on esthetic measures (potentially introducing a degree of subjectivity into the rating system), the App Rating Inventory scoring nevertheless requires initial training to best understand the meaning of the inventory’s 28 items. Although the amount of time to complete a rating depends on the number and complexity of features contained within the app, experienced raters can complete an App Rating Inventory app rating in between 15 and 40 minutes.

As the App Rating Inventory was designed for use across medical conditions and with apps developed by both government and commercial vendors, the scoring system can be used outside of the MHS and by nongovernment research groups. However, it should be noted that although any clinician can use the App Rating Inventory, the inventory was developed principally for the research team’s use, with the rating results reported directly to MHS providers. Although using the entire App Rating Inventory is the recommended use case, it is possible to evaluate only an app’s evidence, content, or customizability depending on the clinician’s needs. This type of targeted use would produce an individual score for only 1 or 2 constructs of interest. Importantly, familiarity with the App Rating Inventory can help clinicians gain insight into the components that go into a well-constructed mobile app.

However, some writers in this space argue that rating approaches that produce a score are flawed. Henson et al [20] discussed a consensus statement concerning mobile app standards, noting that a key feature of the framework (privacy and security, app effectiveness, user experience, and data integration) is that none of the framework questions are associated with a score. This concern with a system that produces an objective score is that such a score has the potential to be reductionist or somehow imply the existence of a magic formula [22]. Although there is a certain logic in the APA’s stepwise hierarchical process, a clinician who has the time to categorically navigate the APA system would surely conclude that 1 app was better than similar apps. After all, the clinician must choose which among an array of apps to include in the treatment plan. It is unclear how this inevitable ranking is significantly different from the end result of an objective rating or decision matrix.

Another argument against a scoring system is that software developers are constantly making changes to apps. Excluding bug fixes, what is the evidence that developers are making constant upgrades to an app? Even bug fixes, although making an app more usable, do not necessarily alter the core content or graphics. Only a wholesale upgrade that results in an entirely new graphical interface or a navigation system renovation or removing or adding entirely new features or content would negate the results from an objective scoring system. Although content should be systematically monitored by subject matter experts involved in the app’s development, what is the rate of occurrence of new medical or behavioral knowledge that would necessitate significant changes to an app’s features and navigation? Consider the following for behavioral treatment apps: how often do new theoretical models emerge that would substantially alter an app intended to help with depression, stress management, or insomnia?

Perhaps, mobile apps should be subject to a certification system [6]. Although there have been attempts to certify software companies as meeting standards, there are currently no well-trusted or actively used certifications for individual apps. Although Google and Apple check for security issues, apps posted on these distribution platforms are not subjected to a certification evaluation. A centralized, curated, and easily accessed database might list both certified and uncertified apps. However, even with agreement across the industry about how a quality app is defined, it is unlikely that even the most comprehensive library will include the full spectrum of health-specific apps. Other considerations include the following: should clinicians only use apps listed in the clearinghouse; would ratings be considered obsolete after a year, necessitating a new round of evaluation; who would track updates that significantly alter the app’s content; If a patient brings a noncurated app into an appointment, should the clinician discourage its use even if the patient reports that the app is beneficial; how would interrater reliability be accomplished to ensure certification accuracy; and who is the final arbiter of the app’s guidelines and the associated ratings?

Selecting a best-practice app should involve no more than the following three steps: (1) query the market with key search terms; (2) check the description, user ratings, total downloads, and credibility of the developer; and (3) download and navigate the app with a particular focus on whether the content is evidence based, is founded in a theoretical model, and allows the user to input and store information (interactivity).

Should a viable clearinghouse exist, clinicians might avoid the first 2 steps; however, assuming that no clearinghouse is comprehensive, the last step is crucial. Even when the professional rating of an app is available, the last step is an essential requirement.

In summary, scoring systems provide guidance and filter down an exhaustive list of health apps in a given category to a handful for consideration. Indeed, apps are not new medicines; in many cases, they are novel delivery systems for proven interventions.
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Abstract

Background: Inadequate sleep and physical activity are common during and after hospitalization, but their impact on patient-reported functional outcomes after discharge is poorly understood. Wearable devices that measure sleep and activity can provide patient-generated data to explore ideal levels of sleep and activity to promote recovery after hospital discharge.

Objective: This study aimed to examine the relationship between daily sleep and physical activity with 6 patient-reported functional outcomes (symptom burden, sleep quality, physical health, life space mobility, activities of daily living, and instrumental activities of daily living) at 13 weeks after hospital discharge.

Methods: This secondary analysis sought to examine the relationship between daily sleep, physical activity, and patient-reported outcomes at 13 weeks after hospital discharge. We utilized wearable sleep and activity trackers (Withings Activité wristwatch) to collect data on sleep and activity. We performed descriptive analysis of device-recorded sleep (minutes/night) with patient-reported sleep and device-recorded activity (steps/day) for the entire sample with full data to explore trends. Based on these trends, we performed additional analyses for a subgroup of patients who slept 7-9 hours/night on average. Differences in patient-reported functional outcomes at 13 weeks following hospital discharge were examined using a multivariate linear regression model for this subgroup.

Results: For the full sample of 120 participants, we observed a “T-shaped” distribution between device-reported physical activity (steps/day) and sleep (patient-reported quality or device-recorded minutes/night) with lowest physical activity among those who slept <7 or >9 hours/night. We also performed a subgroup analysis (n=60) of participants that averaged the recommended 7-9 hours of sleep/night over the 13-week study period. Our key finding was that participants who had both adequate sleep (7-9 hours/night) and activity (>5000 steps/day) had better functional outcomes at 13 weeks after hospital discharge. Participants with adequate sleep but less activity (<5000 steps/day) had significantly worse symptom burden ($z$-score 0.93, 95% CI 0.3 to 1.5; $P=0.02$), community mobility ($z$-score –0.77, 95% CI –1.3 to –0.15; $P=0.02$), and perceived physical health ($z$-score –0.73, 95% CI –1.3 to –0.13; $P=.003$), compared with those who were more physically active ($\geq 5000$ steps/day).

Conclusions: Participants within the “sweet spot” that balances recommended sleep (7-9 hours/night) and physical activity ($>5000$ steps/day) reported better functional outcomes after 13 weeks compared with participants outside the “sweet spot.” Wearable sleep and activity trackers may provide opportunities to hone postdischarge monitoring and target a “sweet spot” of recommended levels for both sleep and activity needed for optimal recovery.

Trial Registration: ClinicalTrials.gov NCT03321279; https://clinicaltrials.gov/ct2/show/NCT03321279

\textit{(JMIR Mhealth Uhealth 2022;10(4):e30089)} doi:10.2196/30089
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Introduction
Inadequate sleep and physical activity are common during and after hospitalization, but little is known about how long these disruptions continue after discharge and the consequences on functional outcomes such as mobility and overall physical health. Disruptions of normal patient activities (such as sleep, mobility, nutrition, self-care) may be traumatic for acutely ill patients and lead to a high-risk, generalized condition that has been described as “posthospital syndrome” [1-3]. The relationship between sleep and physical activity is particularly complex among patients who have been recently hospitalized [4-7]. Improving our understanding of how posthospitalization sleep and physical activity impact longer-term patient-reported outcomes will directly benefit future interventions designed to improve functional outcomes and return to normal life activities. One major challenge to studying posthospital syndrome and factors that impact sleep, physical activity, and patient-centered outcomes is the lack of data. Unlike at the hospital, the period of recovery at home after discharge is largely unobservable to providers [8-11]. Wearable sleep and activity trackers present an important opportunity to unobtrusively collect and study data during this critical and poorly understood period of care.

Previous work has examined the impact of disrupted in-hospital sleep and physical activity on short–term recovery [1-6], but much less is known about how posthospitalization sleep and physical activity impact patient-reported outcomes, especially beyond the 30-day window [12,13]. Similarly, although wearable devices have been deployed to study sleep at home, there have been very few applications of this technology to the postdischarge period specifically [14-16]. Furthermore, previous studies of the postdischarge period do not integrate patient-reported measures of sleep and activity with patient-measured wearable data to create a multidimensional, longitudinal view of this period. This lack of data on sleep and activity during the postdischarge period represents an important knowledge gap for optimizing the clinical care of hospitalized patients as well as an important opportunity for the field of mobile health (mHealth).

Given these gaps in the existing literature, we evaluated sleep and activity data from wearable devices worn by patients for 90 days (13 weeks) after hospital discharge. The purpose of this study was to examine the relationship between daily sleep and physical activity with 6 patient-reported functional outcomes at 13 weeks after hospital discharge. We used evidence-based recommendations to define ranges for healthy sleep as 7-9 hours per night [17,18] and for physical activity as over 5000 steps per day [19-21]. We explored the distribution of sleep and activity data from our study using these established parameters and then identified a subset of participants who met both guidelines for healthy sleep and activity. We defined this overlap of healthy sleep and activity as the “sweet spot” and hypothesized that this subset would have better functional outcomes compared with other participants.

Methods
Research Aims and Objectives
Our specific objectives for this study were to (1) observe the distribution of sleep and step data in our sample and describe any patterns, (2) explore differences between any observed patterns and functional outcomes (change in activities of daily living, symptom burden, physical health, quality of sleep, and life space), and (3) explore associations of functional outcomes with sleep and activity patterns using evidence-based guidelines for sleep and activity as an a priori subgroup. Our overarching hypothesis was that participants with both adequate sleep and activity would have better functional outcomes than those with only one (sleep vs activity).

Overview of Parent Trial Enrollment, Study Design, and Outcome Measures
This was a secondary analysis from the Mobility and Outcomes for Validated Evidence Incentives Trial (MOVE IT; NCT #03321279). Full details of the primary trial have been previously reported [22,23]. Briefly, this study enrolled individuals ≥18 years of age who were admitted to a general medicine or oncology service at a single, urban, academic hospital. Participants were enrolled during their hospital admission, but the intervention began after discharge. Participants were first observed for 1 week after discharge to establish a baseline level of postdischarge activity in their home. Participants were then randomized to a 12-week intervention that examined the impact of gamification and social incentives on physical activity. Gamification is the use of game design elements, such as points and levels, to motivate behavior change (such as physical activity). Social incentives, such as peer support and collaboration, can augment gamification interventions by further motivating individuals to change behaviors based on social ties [24,25]. The goal of this study was to determine if an intervention with gamification and social incentives could increase physical activity (mean steps per day) after hospital discharge. Overall, the intervention arm did not have significantly higher physical activity than the control arm, which suggests that gamification and social incentives did not alter behavior patterns after discharge for this cohort as a whole.

In addition to steps per day (which was the primary outcome of the parent trial), we assessed patient-reported outcomes at baseline (enrollment) and at 13 weeks after hospital discharge. All participants completed standardized assessments that quantified basic and instrumental activities of daily living (scales by Katz et al [26] and Lawton and Brody [27]), mobility (Life Space Assessment [28]), symptom burden (Edmonton Symptom Assessment Survey [29]), physical health (Short-Form 12 physical component scale [PCS-12] [30]), and sleep quality (Pittsburgh Sleep Quality Index [PSQI] [31]).

Ethical Considerations
The Institutional Review Board at the University of Pennsylvania approved this study (826974), and all participants
provided informed consent. Additionally, to acknowledge the time and effort contributed by participants to this study, we offered US $300 for completing all the surveys required for the study. Furthermore, we monitored closely for adverse or unexpected events and provided clear contact information to participants to reach study staff and prompt responses (within 24 hours) to any questions or concerns raised. Four participants experienced a rash on their wrist where the device was worn and were provided with cloth-based replacement bands, which resolved the issue.

**Wearable Device and Research Platform Specifications**

Daily steps and sleep were quantified via a wrist-worn wearable device (Withings Activité). The Activité is a wearable activity tracker designed to look and function like a wristwatch. The face of the device has hour, minute, and second hands like a traditional wristwatch with an additional dial in the center that indicates progress towards a preset step goal. The device is water-resistant to 50 meters/5 atmospheres and uses a traditional watch battery (CR2025), which does not require frequent charging and lasts about 8 months. These features help to increase consistent wear by users. Motion is detected by a high-precision MEMS 3-axis accelerometer and translated into steps or sleep using a proprietary algorithm. Synchronization between the device and user smartphone occurs automatically every 6 hours and is also triggered by each 1000 steps taken since the last sync. Previous studies by our group and others have demonstrated the reliability and validity of step counts from commercially available devices for activity studies [32], and the Activité has been validated against actigraphy and medical-grade pedometers [33].

We also leveraged the Way to Health platform, a National Institutes of Health (NIH)–funded research technology platform at the University of Pennsylvania that has been used for more than 150 clinical trials in 45 states using smartphones and wearable devices previous studies [25,34]. The Way to Health platform provides an easy way for data from participant wearable devices to be collected for research purposes through a secure server that tracks enrollment and automatically randomizes patients to intervention arms. The platform also has a messaging engine that can provide automated feedback to participants to increase the feasibility of studies (such as MOVE IT, the parent trial for this study) that use strategies such as gamification and social incentives.

**Step and Sleep Data**

Step data calculated by summing the number of steps in each 24-hour period (12 am to 12 am). Step data were missing in 37.7% of the current sample. Step data were considered missing for any day the participant did not wear their device, sync their data to the Way to Health platform, or reach 1000 steps. We have used this method in prior work [24,25,35,36], because evidence indicates that daily step values ≤1000 may not represent full data capture (eg, wearing the device for only a few hours in that day) [37,38]. Sensitivity analyses were conducted in primary analyses of the parent trial to explore results without step values ≤1000; no significant differences were demonstrated when step values <1000 were included. We combined multiple imputations of step data using the mice package in R (version 3.4.0), which allows for participant random effects and combined results using the standard rules by Rubin [39]. This imputation approach has been used in our prior work [24,25,36,37].

Daily sleep was calculated by summing the number of sleep minutes between 12 pm and 12 pm the following day (24-hour period). Sleep data were missing in 39.8% of the current sample. Sleep data were considered missing if the participant did not wear or sync their device, did not wear the device at night, or registered an errant number. We used multiple imputation for missing sleep data with the classification and regression trees (CART) method, which we have used in previous studies [40].

**Statistical Analysis**

To create our study sample for this paper from the original data set, we performed analyses in 2 steps. First, we tested for differences in the 6 patient-reported outcomes at 13 weeks by activity category (less active vs active) using all participants with available data at week 13 (n=120). Second, in an effort to disentangle the impact of sleep and physical activity on patient-reported outcomes, we then restricted the full sample to a subgroup of participants (n=60) who averaged the recommended 7-9 hours of sleep/night [17,18] over the intervention period.

The primary outcome for this analysis was the patient-reported outcomes on 6 standardized assessments administered at 13 weeks postdischarge. We calculated each participant’s average daily steps and total sleep minutes over the 12-week intervention period. Participants who averaged <5000 steps/day were classified as less active, and those who averaged >5000 steps/day were classified as active [19-21]. Because all standardized assessment measures used different scoring scales, we converted all scores to z-scores.

Since our outcomes were scores from clinical assessment scales (not binary “yes/no” outcomes), we used multivariate linear regression models with each outcome as a continuous primary (dependent) variable and activity category (less active or active) as the primary predictor variable. We also adjusted for other factors as covariates, which were selected because they were different between the 2 categories at baseline: age, gender, Charlson comorbidity index, and study arm. We tested for differences in the 6 patient-reported outcomes at 13 weeks between those who were less active and those who were active but averaged between 7 hours and 9 hours of sleep per night. All analyses were completed in R [41] with a P<.05 significance level.

**Results**

Of the 232 participants in the primary trial, 120 had device-recorded sleep and step data over the entire study period and patient-reported follow-up survey data at week 13. As shown in Figure 1, patients who reported poor quality sleep (PSQI ≥5) in the month preceding hospitalization did not have different sleep patterns (mean 7.6, SD 1.8 hours per night) over the postdischarge period compared with those who had good quality sleep (mean 7.9, SD 1.7 hours per night). Similarly, we found no difference in sleep patterns for patients who were less
physically active after discharge (≤5000 steps/day; mean 7.7, SD 2.0 hours per night) compared with those who were more active (>5000 steps/day; mean 7.5, SD 1.3 hours per night; Figure 2).

As shown in Figure 3, we plotted a single mean value for sleep (minutes) and mean value for activity (steps) for each patient over the entire postdischarge period. Although we observed a linear relationship between less sleep and more activity (–2 minutes of sleep/night per +1000 steps/day; blue line in Figure 3), on closer inspection using a lens of the “T-shaped” distribution between sleep and health, we identified 4 distinct groupings: low sleep (<7 hours) and low steps (<5000), high sleep (>9 hours) and low steps (<5000), recommended sleep (7-9 hours) and low steps, and recommended sleep with high steps (>5000) or “the sweet spot.”

**Figure 1.** Mean daily sleep by baseline (prehospitalization) Pittsburgh Sleep Quality Index (PSQI) score.

**Figure 2.** Mean daily sleep by level of physical activity after discharge.
To further explore these clusters, we first defined participants as “less active” (<5000 steps/day; n=83) versus “active” (≥5000 steps/day; n=37). Among the 120 participants, those who were less active reported significantly worse physical health (PCS-12 z-score –0.6, 95% CI –0.9 to –0.1; P=.004) compared with those who were active at 13 weeks after hospital discharge. This difference, however, was present at baseline with the less active group reporting worse physical health compared with the active group (z-score mean –0.18 less active vs –0.39 active, 95% CI 0.2 to 0.9, P=.003). There were no other differences in patient-reported outcomes among the full sample of 120 participants.

We then focused our analysis on a subgroup of 60 participants who averaged 7 hours to 9 hours of sleep per night over 13 weeks after discharge (see clusters represented by yellow and green boxes in Figure 3). Demographics from this subgroup analysis are reported in Table 1.
Table 1. Participant demographics and baseline assessments.

<table>
<thead>
<tr>
<th>Characteristics and assessments</th>
<th>Less active (n=36)</th>
<th>Active (n=24)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>41.7 (13.5)</td>
<td>29.8 (10.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>29 (81)</td>
<td>10 (42)</td>
<td>.004</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>14 (39)</td>
<td>11 (46)</td>
<td>.92</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>17 (47)</td>
<td>12 (50)</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>2 (6)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (8)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No college degree</td>
<td>22 (61)</td>
<td>14 (58)</td>
<td>.99</td>
</tr>
<tr>
<td>College degree</td>
<td>14 (39)</td>
<td>10 (42)</td>
<td></td>
</tr>
<tr>
<td>Annual income (US $), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50,000</td>
<td>13 (36)</td>
<td>9 (38)</td>
<td>.66</td>
</tr>
<tr>
<td>50,000-100,000</td>
<td>14 (39)</td>
<td>7 (29)</td>
<td></td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>9 (25)</td>
<td>8 (33)</td>
<td></td>
</tr>
<tr>
<td>Length of stay (days), mean (SD)</td>
<td>4.4 (2.4)</td>
<td>4.1 (2.1)</td>
<td>.56</td>
</tr>
<tr>
<td>Charlson Comorbidity Index, median (IQR)</td>
<td>2 [0]</td>
<td>1 [0]</td>
<td>.01</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>28.4 (8.1)</td>
<td>27.0 (6.8)</td>
<td>.48</td>
</tr>
<tr>
<td>Baseline steps per day</td>
<td>3032 (1201)</td>
<td>5417 (2561)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Baseline standardized assessments

- Activities of daily living<sup>a</sup>: 4.7 (0.8) vs. 4.5 (1.1) (P = 0.61)
- Instrumental activities of daily living<sup>b</sup>: 7.6 (1.1) vs. 7.7 (1.1) (P = 0.60)
- Life Space Assessment<sup>c</sup>: 80.1 (32.1) vs. 85.7 (27.9) (P = 0.47)
- Short Form-12 physical component score<sup>d</sup>: 34.7 (10.5) vs. 36.0 (9.9) (P = 0.62)
- Edmonton Symptom Assessment<sup>e</sup>: 30.1 (15.2) vs. 27.2 (13.4) (P = 0.44)
- Pittsburgh Sleep Quality Index<sup>f</sup>: 7.3 (3.8) vs. 5.5 (3.0) (P = 0.04)

<sup>a</sup>Scores range from 0 to 6; higher scores indicate greater independence.
<sup>b</sup>Scores range from 0 to 8; higher scores indicate greater independence.
<sup>c</sup>Scores range from 0 to 120; higher scores indicate greater community mobility.
<sup>d</sup>Scores range from 0 to 100; higher scores indicate greater physical health.
<sup>e</sup>Scores range from 0 to 80; higher scores indicate greater symptom burden.
<sup>f</sup>Scores range from 0 to 21; higher scores indicate worse sleep quality.

Less active participants (n=36) had a mean age of 41.7 (SD 13.5) years and a mean hospital length of stay of 4.4 (SD 2.4) days; in addition, 81% (29/36) were female (Table 1). Active participants (n=24) were significantly younger with a mean age of 29.8 (SD 10.9) years and a mean hospital length of stay of 4.1 (SD 2.1) days; 42% (10/24) were female. Both groups reported poor sleep quality at baseline. The less active group had a mean of 3032 (SD 1201) steps at baseline, which was significantly less than the active group, at 5417 (SD 2561) steps.

As shown in Figure 4, compared with active participants, less active participants reported significantly less life space mobility (z-score -0.77, 95% CI -1.3 to -0.15; P = .02), poorer physical health (z-score -0.73, 95% CI -1.3 to -0.13; P < .003), and significantly higher symptom burden (z-score 0.93, 95% CI 0.3 to 1.5; P = .02) at 13 weeks postdischarge. These differences were not observed at baseline (Table 1).
Discussion

Principal Findings

Consistent with prior studies that have found a parabolic relationship [42] between sleep and worse outcomes such as cardiovascular events [43] or mortality [44], we found physical activity after hospital discharge was worst among those with either too much or too little sleep after hospital discharge. By restricting our sample to exclude those with too much or too little and focusing on those who slept the recommended amount (average 7-9 hours/night) [32,33], we were able to disentangle sleep and physical activity as an initial step to better understand the “sweet spot” of these 2 behaviors on longer-term patient-reported outcomes. In a subgroup of participants who averaged the recommended 7-9 hours of sleep a night, those who were less active (<5000 steps/day) reported significantly reduced life space mobility, physical health, and increased symptom burden, compared with those who were active (>5000 steps/day), at 13 weeks after hospitalization. These significant differences were not observed at baseline but emerged over time, suggesting that prolonged, low levels of physical activity over 13 weeks after discharge from the hospital are associated with worse patient-reported outcomes and may hinder functional recovery. Conventional wisdom might suggest that patients recovering from hospitalization should focus on rest to maximize functional recovery (ie, sleep 8-10 hours rather than 7-9 hours and walk less than 5000 steps), but our results suggest a shift in focus: It may be more important to focus on the right balance of sleep and activity rather than to maximize rest.

Our findings are especially striking considering that our sample was relatively young (mean age 40 years) and healthy (Charlson Comorbidity Index score range: 1-2) compared with a typical population of adults hospitalized for general medicine services. Although this likely represents selection bias (see the Limitations section) for our sample, we were surprised by these findings in a relatively young and healthy cohort. The relationship between sedentary levels of physical activity and adverse outcomes in older, multimorbid adults is very well-known, especially during and after acute illness [45,46]. Indeed, posthospital syndrome was first described in the Medicare population, and low mobility in this population has been described as “toxic” [47] and “epidemic” [48]. It is thus likely that the effects described here may occur at even lower thresholds, below 5000 steps/day, in older adults with greater comorbidity. This represents an important and testable hypothesis for future studies leveraging mHealth technologies. Furthermore, although studies with older adults have not suggested any differential impact of low levels of physical activity by gender, we observed that patients who were less active in the postdischarge period were more likely to be middle-aged women. We did not observe differences by race/ethnicity, income, education, or BMI. Our findings suggest that posthospital syndrome may impact younger and healthier patients who may be considered low risk by clinicians, and middle-aged women in particular may be at higher risk of being overlooked. These are also testable hypotheses for future mHealth studies with larger enrollment.

These findings add to the growing body of literature exploring the effects of sleep and physical activity on functional outcomes after hospital discharge. Previous work has primarily focused on older adults or critically ill patients [4,5,13,49], while this study’s population was younger and admitted to a general medicine or oncology service. Compared with older adults and critically ill patients, those who are younger and without critical illness may have greater ability to return to normal sleep and activity patterns after discharge. However, in our cohort of younger adults without critical illness and adequate sleep, sedentary activity appears to be associated with worse functional outcomes. This provides empirical data to support the application of geriatric paradigms for sleep, activity, and other...
aspects of transitions of care to a broader (non-geriatric) population [50,51].

Limitations
Several limitations should be considered when interpreting these data. We examined patient-reported outcomes at a single time point. First, given that our sample was younger and healthier than the general population of hospitalized patients, it is likely that older and sicker patients opted to wear their devices less consistently, thus limiting our ability to describe the effects of poor sleep or low activity levels on this vulnerable population. Discontinuation of device use among high-risk populations after discharge has been observed in other studies and represents an important challenge for the field of mHealth [52]. Second, these cross-sectional findings do not provide insight into when the observed differences in patient-reported outcomes emerged over the 13-week period, and future work may want to investigate this understudied temporal relationship. Third, the small sample size limits generalizability; therefore, our results should be viewed as hypothesis-generating and inform future, larger studies examining these complex constructs. Fourth, we did not have in-hospital sleep and activity data for this sample, limiting our ability to examine the impact of in-hospital sleep and physical activity on longer-term outcomes and the potential contribution to recovery. Last, device-measured prehospital activity levels (steps per day) and sleep levels (hours per night) were unknown, and without these data, we were unable to examine if participants’ posthospitalization sleep and activity patterns differed from prehospitalization patterns.

Conclusion
In conclusion, these findings are an important step in understanding how posthospitalization sleep and physical activity impact longer-term functional outcomes. Participants within the “sweet spot” that balances recommended sleep (7-9 hours/night) and physical activity (>5000 steps/day) reported better functional outcomes after 13 weeks compared with participants outside the “sweet spot.” Future interventions to improve functional outcomes posthospitalization should leverage wearable devices to further explore the effects of the “sweet spot” of sleep and activity on functional outcomes.
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CART: classification and regression tree
mHealth: mobile health
MOVE IT: Mobility and Outcomes for Validated Evidence Incentives Trial
PCS-12: Short-Form 12 physical component scale
PSQI: Pittsburgh Sleep Quality Index